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Abstract

:

In the paper, orthogonal transforms based on proposed symmetric, orthogonal matrices are created. These transforms can be considered as generalized Walsh–Hadamard Transforms. The simplicity of calculating the forward and inverse transforms is one of the important features of the presented approach. The conditions for creating symmetric, orthogonal matrices are defined. It is shown that for the selection of the elements of an orthogonal matrix that meets the given conditions, it is necessary to select only a limited number of elements. The general form of the orthogonal, symmetric matrix having an exponential form is also presented. Orthogonal basis functions based on the created matrices can be used for orthogonal expansion leading to signal approximation. An exponential form of orthogonal, sparse matrices with variable parameters is also created. Various versions of orthogonal transforms related to the created full and sparse matrices are proposed. Fast computation of the presented transforms in comparison to fast algorithms of selected orthogonal transforms is discussed. Possible applications for signal approximation and examples of image spectrum in the considered transform domains are presented.
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1. Introduction


The literature on orthogonal transforms for signal and image processing is extensive, including the often-cited books by Ahmed and Rao [1] and Wang [2]. In this paper, a new orthogonal transform is proposed that can be treated as a generalized Walsh–Hadamard transform [3,4,5,6,7,8,9]. A modification of the proposed transform is also investigated. This transform has a simple structure leading to a fast calculation of both forward and inverse transforms and hence very fast computational algorithms with a significant reduction in the number of calculations required. Indeed, the forward and inverse transforms have the same structure, only differing in the constant coefficient. The proposed transforms could be effectively applied in such areas of signal and image processing as watermarking technology [10,11,12], steganography, intelligent monitoring and others [13,14,15,16]. The general form of this transform enables the possibility of selecting optimal parameters for specific tasks, implying there are potentially other applications. Further investigations are required to determine in which applications it has maximum effectiveness.




2. Orthogonal Generalized Transform Matrix


Let us consider an elementary square matrix   N × N , N = 2   consisting of four elements. Assuming the first row of this matrix has different elements    a 1  ,  a 2    and the matrix is symmetric and orthogonal, we have:


  A  ( 1 )  =      a 1       a 2        a 2      −  a 1        



(1)




where    a 1  ,  a 2  ∈  ( − ∞ , ∞ )   ,    a 1  ,  a 2   —any real numbers,    a 1  ,  a 2  ≠ 0  .



In the case of the matrix   A ( n )  , where   n =  log 2  N , N = 4   the first row consists of four different elements    a 1  ,   a 2  ,   a 3  ,   a 4  ∈  ( − ∞ , ∞ )  ,   a i  ≠ 0  . Such a sequence is referred to as a basis sequence of the matrix. Our aim is to create a symmetric and orthogonal matrix   A ( 2 )   for the given basis sequence    a 1  ,   a 2  ,   a 3  ,   a 4   . This matrix consists of four elementary matrices   A ( 1 )  , having the structure of (1), as shown below:


  A  ( 2 )  =       A 1   ( 1 )        A 2   ( 1 )         A 2   ( 1 )       −  A 1   ( 1 )       =      a 1       a 2        a 3        a 4        a 2      −  a 1        a 4       −  a 3        a 3       a 4       −  a 1       −  a 2        a 4      −  a 3       −  a 2        a 1        



(2)







The matrix (2) is symmetric, i.e., the forward matrix is equal to its transpose:   A  ( 2 )  =  A T   ( 2 )   . In order to obtain the condition for which the matrix (2) is orthogonal it is necessary to consider     4 2   = 6   dot products of any two rows:     v i  ·  v j   ,  i ≠ j    (or columns) of the matrix (2). Then, each dot product should satisfy the equation:    v i  ·  v j  = 0  . The following condition for the basis sequence is obtained to create an orthogonal matrix (2):


   a 1   a 4  =  a 2   a 3   



(3)







Our purpose is to obtain a general rule for the creation of a symmetric and orthogonal matrix   A ( n )   for any   n = l o  g 2  N  . Let us consider now the basis sequence consisting of N elements represented by any real numbers    a 1  ,   a 2  ,   a 3  ,  … ,   a N  ,   a i  ∈  ( − ∞ , ∞ )  ,   a i  ≠ 0 ,  N ≥ 4 ,  N =  2 n  ,  n = 2 ,  3 ,  4 ,  5 ,  6 ,  …   in order to obtain a symmetric and orthogonal matrix   A ( n )  . A general form of such a matrix (having the structure of (1) and (2)) is given by:


  A  ( n )  =            A 1        A 2       A 2    −  A 1           A 3     A 4       A 4    −  A 3           A 5    ⋯    A  N 2        A 6    ⋯   ⋯            A 3     A 4       A 4    −  A 3          −  A 1    −  A 2      −  A 2     A 1           A 7    ⋯   ⋯      A 8    ⋯   ⋯            A 5     A 6      ⋮   ⋮      A  N 2     ⋮          A 7     A 8      ⋮   ⋮     ⋮   ⋮         −  A 1    −  A 2    ⋯      ⋱      ⋮    ⋮         



(4)







Each of the matrices    A 1  ,   A 2  ,  … ,   A  N 2     has the size   N = 2   and the structure of matrix (1).



To ensure the orthogonality of matrix   A ( n )   for each group of four successive elements of the basis sequence    a 1  ,  a 2  ,  a 3  , … ,  a N   , the following condition holds true:


   a i  ·  a  i + 3   =  a  i + 1   ·  a  i + 2    



(5)




for




	
  i = 1 ,  2 ,  3 ,  … ,  N − 3  ,  N =  2 n   .



	
  n = 2 ,  3 ,  4 ,  5 ,  …  ,   a i  ≠ 0  .








Thus, for the basis sequence consisting of N elements (  N ≥ 4  ), the   ( N − 3 )   equations defined by (5) should be fulfilled. In this case, the matrix   A ( n )   is symmetric and orthogonal, i.e.,


  A  ( n )  =  A T   ( n )   ,  A  ( n )  ·  A T   ( n )  = C · I  ,   1 C  ·  A T   ( n )  =  A  − 1    ( n )   



(6)




where




	
   A T   ( n )   —transpose matrix I—unit matrix.



	
  A  − 1   —inverse matrix.



	
C—coefficients    C =   ∑  i = 1  N    a i 2   .








It is seen that for the selection of basis sequences that fulfill (5), it is necessary to select only the first three elements of the sequence and then calculate the successive elements as follows:


   a  i + 3   =    a  i + 1   ·  a  i + 2     a i    for    i = 1 , 2 , 3 , … , N − 3    



(7)







For instance, to create the basis sequence for the orthogonal matrix   A ( 3 )   we select the first three elements:    a 1  ,   a 2  ,   a 3   , e.g., 1,   1 2  , 2. Then, the next elements are obtained using (7):    a 4  =    a 2  ·  a 3    a 1   = 1  ,   a 5  =    a 3  ·  a 4    a 2   = 4  , etc. Finally, we obtain the basis sequence: 1,   1 2  , 2, 1, 4, 2, 8, 4 and the matrix   A ( 3 )   is:


  A  ( 3 )  =     1      1 2       2      1      4      2      8      4       1 2      − 1      1      − 2      2      − 4      4      − 8      2     1      − 1      −  1 2       8      4      − 4      − 2      1     − 2      −  1 2       1      4      − 8      − 2      4      4     2      8      4      − 1      −  1 2       − 2      − 1      2     − 4      4      − 8      −  1 2       1      − 1      2      8     4      − 4      − 2      − 2      − 1      1       1 2       4     − 8      − 2      4      − 1      2       1 2       − 1       



(8)







The above matrix is symmetric and orthogonal and Equation (5) holds true. It should be emphasized that changing the order of basis sequence elements causes at least one of Equation (5) to be not fulfilled. For instance, by changing the elements 1,   1 2   to   1 2  , 1, we obtain the basis sequence for which the matrix   A ( 3 )   is not orthogonal. An example of another sequence matching Equation (5) is the sequence 3, 9, 2, 6,   4 3  , 4,   8 9  ,   8 3   or −2, 1, 4, −2, −8, 4, 16, −8. For each subsequent group of four elements of the basis sequence:


   a 1  ,  a 2  ,  a 3  ,  a 4   |   a 5  ,  a 6  ,  a 7  ,  a 8   |   a 9  ,  a 10  ,  a 11  ,  a 12   |  a 13  ,  a 14  ,  a 15  ,  a 16  |  …  








there is a relationship:


    a  i + 4    a i   = β = c o n s t  for    i = 1 ,  2 ,  3 ,  4 ,  … , N − 4    



(9)







The coefficient  β  may be chosen arbitrarily as any positive number or by Equation (5). Using this equation we find:


  β =   (   a 3   a 1   )  2  > 0  



(10)







This means that each subsequent group of four elements of the basis sequence is obtained by multiplying the previous group by  β  under condition (3).



In the general case, the basis sequence for the creation of a symmetric and orthogonal matrix has the form:


   a 1  ,  a 2  ,  a 3  ,  a 4  , β  a 1  , β  a 2  , β  a 3  , β  a 4  ,  β 2   a 1  ,  β 2   a 2  ,  β 2   a 3  ,  β 2   a 4  , ⋯ ,  β j   a 1  ,  β j   a 2  ,  β j   a 3  ,  β j   a 4   



(11)




where



	
 β —positive real number.



	
   j =  N 4  − 1  ,  N =  2 n   ,  n = 2 ,  3 ,  4 , …   







3. Exponential Form of the Transform Matrix


If we select the powers of the real number a as elements of matrix   A ( n )   defined by Equation (4), the basis sequence for this case is:


   a 1  ,  a 2  ,  a 3  ,  a 4  , … ,  a N   ,  N =  2 n   ,  n = 2 ,  3 ,  4 ,  5 ,  …  



(12)







The above sequence meets the condition expressed by Equation (5). This condition is also fulfilled for the more general case when the basis sequence is in the form:


   a k  ,  a  k + 1   ,  a  k + 2   ,  a  k + 3   , … ,  a  k + ( N − 1 )    



(13)




where



	
a—any real number,   a ≠ 0  .



	
k—integer,   k ∈ ( − ∞ , + ∞ )  .






For this case, Equation (5) is:


   a i  ·  a  i + 3   =  a  i + 1   ·  a  i + 2    for   i = k ,  k + 1 ,  k + 2 ,  …   



(14)







We now define the general form of the matrix   A ( n )   having an exponential form of order N,   N =  2 n   , for which the following recursive relationship holds:


  A  ( n )  =      A ( n − 1 )      A  ( n − 1 )  ·  a  2  ( n − 1 )          A  ( n − 1 )  ·  a  2  ( n − 1 )         − A ( n − 1 )       



(15)




where   n = 1 ,  2 ,  3 ,  …   and   A  ( 0 )  =  a k   , k—integer.



The matrix   A ( n )   defined by Equation (15) is symmetric and orthogonal.



The coefficient C is equal to the energy of the row of matrix   A ( n )   and is defined as follows:


  C =  ∑  i = 1  N   a  2 i   = c o n s t  



(16)







Using Equation (15) for   n = 1   and assuming   k = 1  , the matrix   A ( 1 )   is:


  A  ( 1 )  =     a      a 2        a 2      − a       



(17a)







For   n = 2   we have:


  A  ( 2 )  =      A ( 1 )      A  ( 1 )  ·  a 2        A  ( 1 )  ·  a 2       − A ( 1 )      =     a      a 2        a 3        a 4        a 2      − a       a 4       −  a 3        a 3       a 4       − a      −  a 2        a 4      −  a 3       −  a 2       a       



(17b)







For   n = 3   we have:


  A  ( 3 )  =      A ( 2 )      A  ( 2 )  ·  a 4        A  ( 2 )  ·  a 4       − A ( 2 )       



(17c)







The choice of element a depends on the specific case of the analysis. It should be noted that for the particular case when   a = 1   matrix   A ( n )   becomes the Hadamard matrix. For the basis sequence represented by Equations (11) and (13) we have the following relationship:


   a    ∑  i = k   k + (  N 4  − 1 )    i   ·  a    ∑  i = k + 3  N 4    k + ( N − 1 )    i   =  a    ∑  i = k +  N 4    k + ( 3  N 4  − 1 )    i    



(18)







If two matrices    A 1   ( n )   | k    and    A 2   ( n )   | l    based on Equation (15) have the basis sequences    a k  ,  a  k + 1   ,  a  k + 2   , … ,  a  k + ( N − 1 )     and    a l  ,  a  l + 1   ,  a  l + 2   , … ,  a  l + ( N − 1 )    , respectively, for   k ≠ l   then:


   A 1   ( n )   | k  ·  A 2   ( n )   | l  =  C 0  · I  



(19)




where




	
   C 0  =   ∑  i = 1  N    a  i 1   ·  a  i 2    .



	
  a  i 1   ,   a  i 2   —the elements of basis sequences for matrices    A 1   ( n )    and    A 2   ( n )   , respectively.









4. Signal Approximation—Orthogonal Expansion


The set of rows of matrix   A ( n )   defined by Equation (15) or Equation (4) represents the set of orthogonal discrete basis functions. We assume that these functions are defined within the interval   [ 0 , T ]  . In relation to the rows of matrix   A ( n )   we have:


   ∑  i , j    φ i  ·  φ j  =      0   for   i ≠ j        C  for   i = j       C =  ∑  i = 1  N    (  a i  )  2   



(20)







An example of   N = 4   orthogonal basis functions based on matrix   A ( 2 )   for parameter   a =  1 2    is illustrated in Figure 1.



A continuous signal with finite energy   x ( t )   can be approximated by linear combinations of N orthogonal basis functions represented by rows of   A ( n )   [17]. Such an orthogonal expansion is expressed as follows:


   x A   ( t )  =  ∑  i = 1  N   d i  ·  φ i   ( t )   



(21)







Multiplying both sides of the Equation (21) by    φ j   ( t )   , then integrating both sides and accounting for the orthogonality of the basis functions we obtain:


   d i  =  1 C   ∫  0  T   x A   ( t )  ·  φ i   ( t )  d t  



(22)




where C is defined by Equation (20).



Figure 2 shows the approximated signals for a sinewave for the given N and selected value of a.



As can be seen from the results in Figure 1 (as expected), increasing the number of basis functions N decreases the value of the mean square error. For instance, for   N = 4 ,  8 ,  32 ,  64 ,  128   the   m s e   equals:   2.245 ×  10  − 1   , 3.09 ×  10  − 2   , 1.6 ×  10  − 3   ,    4.0096 ×  10  − 4   ,    9.8877 ×  10  − 5    , respectively.




5. Proposed Orthogonal Transform and Its Modifications


5.1. One-Dimensional (1D) Transform


Let us consider a discrete one-dimensional signal represented by an N-element vector   X  ( n )  =  [  x 1    x 2   ⋯   x N  ]   ,   N =  2 n   .



A 1D orthogonal Transform based on the matrix   A ( n )   defined earlier has the form:


        Forward   Transform :   S ( n )     = A ( n ) · X ( n )       Inverse   Transform :    X ( n )     =  1 C  · A  ( n )  · S  ( n )         



(23)




where



	
  S ( n )  —vector of spectral components.



	
  X ( n )  —vector of 1D signal.



	
  A ( n )  —transform matrix defined by Equation (15).



	
C—constant defined by Equation (16).






As was shown, the transform matrix   A ( n )   is symmetric and orthogonal and    A T  =  A  − 1    . Therefore, the forward transform (FT) differs from the inverse transform (IT) only by the constant C. Another more detailed form of the FT can be written as follows:


         FT :        S 1       S 2      ⋮      S N          =      A ( n − 1 )      A  ( n − 1 )  ·  a  2  ( n − 1 )          A  ( n − 1 )  ·  a  2  ( n − 1 )         − A ( n − 1 )           x 1       x 2      ⋮      x N                IT :        x 1       x 2      ⋮      x N          =  1 C  ·      A ( n − 1 )      A  ( n − 1 )  ·  a  2  ( n − 1 )          A  ( n − 1 )  ·  a  2  ( n − 1 )         − A ( n − 1 )           S 1       S 2      ⋮      S N             



(24)




for   A  ( 0 )  =  a k  ,  k = 1 ,  2 ,  3 ,  ⋯  



We generally assume that   k = 1  . Generally, we also assume that the parameter   a ≠ 0   is any real number within the interval   ( − ∞ , + ∞ )  . For a particular case   a = 1   the transform (24) becomes the 1D Walsh–Hadamard transform.




5.2. Two-Dimensional (2D) Transform


This case applies to two-dimensional signals represented by the square matrix   X ( i , j )   of N dimensions,   N =  2 n   ,  i = 1 ,  2 ,  3 ,  … ,  N  ,  j = 1 ,  2 ,  3 ,  … ,  N  , which is mainly associated with image processing. In the general case a 2D transform has the form:


         FT :   S ( i , j )     = A ( n ) · X ( i , j ) · A ( n )        IT :    X ( i , j )     =  1  C 2   · A  ( n )  · S  ( i , j )  · A  ( n )         



(25)




where



	
  S ( i , j )  —matrix of spectral components.



	
  X ( i , j )  —matrix of 2D signal.



	
  A ( n )  —transform matrix described by Equation (15).



	
C—constant described by Equation (16).






It is seen that the forward and inverse transforms have the same structure—they differ only in the constant C. The 2D transform can be calculated directly using Equation (24) or by grouping the channels as shown in Figure 3e,f. The transform matrix   A ( n )   consists of the power of parameter a. For   a = 1   we obtain the 2D Walsh–Hadamard transform. It is obvious that if the transform (25) is used for image processing we are dealing with large values of N. For this reason, large powers of parameter   a ≠ 1   may not be calculated by a computer. Thus, it seems purposeful to propose a sparse matrix    A m   ( n )    with the following form:


   A m   ( n )  =      A ( m )      0      0      ⋯      0      0     A ( m )      0      ⋯      0      0     0      A ( m )      ⋯      0      ⋮     ⋮      ⋮      ⋱      ⋮      0     0    ⋯            A ( m )       



(26a)




where    A m   ( n )   —matrix with dimension   N =  2 n   ,    n = 2 , 3 , 4 , …  



  A ( m )  —matrix (15) or (4) with dimension,   M =  2 m   , m = 1 ,  2 ,  3 ,  …  ,  m < n  .



For example, for the parameters   n = 3  ,   m = 2   the matrix    A 2   ( 3 )    is:


   A 2   ( 3 )  =      A ( 2 )      ⋯      ⋯     A ( 2 )       



(26b)




where   A ( 2 )   is defined either by (2) or (17b).



It is seen that like   A ( n )   matrix    A m   ( n )    is symmetric and orthogonal, so we have:


   A m   ( n )  =  A m T   ( n )   ,   A m   ( n )  ·  A m T   ( n )  = C · I  



(27)









    A m  − 1    ( n )  =  A m T   ( n )   ,  I  — unit   matrix   










   where  C =  ∑  i = 1   2 m    a  2 i     



(28)







The matrix    A m   ( n )    consists of many zeros, defined by:


   L 0  = N ·  ( N − M )   



(29)







The percentage ratio of the number of zeros to all elements of the matrix    A m   ( n )    is as follows:


    L 0   L  t o t a l    =   N · ( N − M )   N 2   =  ( 1 −  M N  )  · 100 %  



(30)







For instance, if   M = 4 , N = 512  , more than 99% of the transform matrix    A 2   ( 9 )    elements are zeros.



Matrix (26a) can therefore be used as a transform matrix for the following transform, which is a modified version of transforms (23) and (25) using submatrices   A ( m )  .


        1 D    Transform :        FT :    S ( n )  =  A m   ( n )  · X  ( n )        IT :    X ( n )  =  1 C  ·  A m   ( n )  · S  ( n )       



(31)






       2 D    Transform :       FT :     S ( i , j ) =  A m   ( n )  · X  ( i , j )  ·  A m   ( n )        IT :     X ( i , j ) =  1  C 2   ·  A m   ( n )  · S  ( i , j )  ·  A m   ( n )       



(32)







   C   is defined by Equation (28).



Transforms (31) and (32) with many zeros can be treated as a specific case of compression in the spatial domain. Calculating modified orthogonal transforms using sparse matrices expressed by (31) and (32) is not only simple but can also provide very fast calculations. However, this is the subject considered in the next section.



It is obvious that instead of using matrices (15) in all of the proposed orthogonal transforms (23), (25), (31) and (32) we can also use the symmetric and orthogonal matrix (4) as the transform matrix. In this case, we can consider different versions of the orthogonal transforms, in particular the transforms described by Equations (31) and (32) for which the submatrices   A ( m )   are the same or different. It was shown that each submatrix   A ( m )   of the matrix    A m   ( n )    is defined by the first three values of the basis sequence. For different submatrices we deal with a matrix of coefficients instead of coefficient C for the inverse transform.



Figure 3 shows: a—the input image for   N = 256   and its spectra obtained for various transform matrices; b—full exponential matrix (  N = 256 ,  a = 0.3  ); c—full exponential matrix (  N = 256 ,  a = 0.7  ); d—full non-exponential matrix (  N = 256 ,   basis sequence:   1 , 2 , 3  ); e—full exponential matrix after channel grouping (  N = 8 ,  a = 0.3 ;  8 × 8   channels); f—full exponential matrix after channel grouping (  N = 8 ,  a = 0.7 ;  8 × 8   channels), g—sparse exponential matrix (  N = 256 ,  M = 4 ,  a = 0.7  ); h—sparse exponential matrix (  N = 256 ,  M = 16 ,  a = 0.7  ); i—sparse non-exponential matrix with the same submatrices (  N = 256 ,  M = 8 ,   basis sequence:   1 , 2 , 3  ); j—sparse non-exponential matrix with the same submatrices (  N = 256 ,  M = 16 ,   basis sequence:   1 ,  2 ,  3  ); k—full non-exponential matrix with arbitrary  β  parameter (  N = 256 ,  β = 0.75   basis sequence:   1 ,  2 ,  3  ); and l—full non-exponential matrix with arbitrary  β  parameter (  N = 256 ,  β = 1.25   basis sequence:   1 ,  2 ,  3  ).



In all cases after performing the inverse transforms we obtain the original input image.





6. Fast Algorithms


Fast algorithms are used to reduce the number of computations required to determine the transform coefficients in comparison to direct computation of the transform. The main idea of efficient or fast computational algorithms is the ability to subdivide the total computational load into a series of computational steps in such a way that partial results obtained from initial steps can be repeatedly utilized in the subsequent steps.



Fast computation of this matrix can be performed by the well-known techniques of sparse matrix factoring or matrix partitioning. These techniques result in fast algorithms that reduce the computation requirements from   N 2   additions using direct computation to   N  log 2  N   additions using fast algorithms [2].



In Figure 4, the flow graph of a fast algorithm for the computation of a full exponential orthogonal matrix for   N = 8   is presented.



The flow graph has a butterfly structure and is similar to the graph of the fast Walsh–Hadamard transform (WHT) algorithm [2].



The plot in Figure 5 shows the number of additions required for the proposed transform with respect to its dimensions. This plot also presents the comparison of the proposed transform (PT) and proposed sparse transforms (PST) for   M = 4   and   M = 8  . with other well-known transforms, like periodic Haar piecewise-linear (PHL) [18], fast fourier (FFT), Walsh–Hadamard (WHT), Haar (HT), Slant (ST) and discrete cosine (DCT) transforms.




7. Conclusions


The method of creating symmetric, orthogonal matrices and orthogonal transforms presented in this paper is a generalization of Hadamard matrices and the Walsh–Hadamard transform. The experiments performed show that the proposed transforms can be effectively used for signal and image processing. The advantage of these transforms is simplicity of implementation and a relatively small number of operations necessary for calculations. Moreover, an important feature of the considered transforms is the possibility of forming spectral components of 1D and 2D signals by selecting the transform matrix parameters, in particular the parameter a. This feature, combined with the variety of structures of the considered orthogonal transforms, also offers promising possibilities for further applications.
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Figure 1. Illustration of 4 orthogonal basis functions. 
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Figure 2. Approximated signal for different N and   a =  1 2   . 






Figure 2. Approximated signal for different N and   a =  1 2   .



[image: Applsci 11 07433 g002]







[image: Applsci 11 07433 g003 550] 





Figure 3. Input image (a) and its spectra (b–l) obtained for various transform matrices. 
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Figure 4. Construction of fast algorithm for the computation of full exponential orthogonal matrix for   N = 8  . 
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Figure 5. Number of additions in relation to transform matrix size. 
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