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Abstract: Convolutional-neural-network (CNN)-based methods are continuously used in various in-
dustries with the rapid development of deep learning technologies. However, an inference efficiency
problem was reported in applications that require real-time performance, such as a mobile device. It
is important to design a lightweight network that can be used in general-purpose environments such
as mobile environments and GPU environments. In this study, we propose a lightweight network
efficient shot detector (ESDet) based on deep training with small parameters. The feature extraction
process was performed using depthwise and pointwise convolution to minimize the computational
complexity of the proposed network. The subsequent layer was formed in a feature pyramid structure
to ensure that the extracted features were robust to multiscale objects. The network was trained by
defining a prior box optimized for the data set of each feature scale. We defined an ESDet-baseline
with optimal parameters through experiments and expanded it by gradually increasing the input
resolution for detection accuracy. ESDet training and evaluation was performed using the PASCAL
VOC and MS COCO2017 Dataset. Moreover, the average precision (AP) evaluation index was used
for quantitative evaluation of detection performance. Finally, superior detection efficiency was
demonstrated through the experiment compared to the conventional detection method.

Keywords: CNN; EfficientNet; feature pyramid; lightweight deep learning; object detection

1. Introduction

The rapid advancements and current level of computational power of deep learn-
ing based methods can be used in several applications, including autonomous driving
systems [1], air traffic control [2], and image restoration [3], with high accuracy, which
exhibit their capacity to replace the existing and traditional systems. However, high latency
networks and traffic problems occur when processing an infinite amount of data using a
graphics processing unit (GPU) based cloud system. Moreover, there is a limit to learning
and reasoning when the network is embedded in mobile applications and devices. The
lightweight deep learning research based on the convolution neural network (CNN), which
includes changing the convolutional filter of the network [4], network discovery (e.g.,
AutoML) [5], and changing the network architecture [6], is being continuously studied
to efficiently use limited system resources. In lightweight deep learning research, vari-
ous studies are conducted in improving the convolution filter and network architecture
require high computational cost. Several neural networks using this method include the
residual neural network (ResNet) [7], dense convolutional network (DenseNet) [8], and
MobileNet [9]. ResNet is a method for feature extraction and can be improved by opti-
mizing the convolutional layer using residual blocks. Meanwhile, DenseNet is a method
to accumulate and reuse feature maps as the network propagates forward. On the other
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hand, MobileNet is a method to perform convolution in units of channels (depthwise)
and feature points (pointwise) instead of employing the existing convolution method.
These methods can save the computation cost for about 8 times than that of the standard
convolution. Alternatively, there is a network weight compression method, where the filter
weights use the floating-point format and 32 bits from a memory point of view. The over-
parametrization in the general deep learning networks exists that may lead to overfitting.
Therefore, a quantization method that reduces the number of bits to a specific number can
be applied, resulting in a loss because the weight expression range is reduced and reducing
the storage capacity of the network. CNN-based object detection methods are categorized
into two-stage and one-stage detector methods. The two-stage detector, which includes
the mask region-based CNN (RCNN) [10], performs classification after searching for a
region proposal in which an object may exist. Although this method has high localization
and object accuracy, it is not suitable for real-time detection because it consumes a lot
of search time when searching for proposals. The one-stage detector, such as such as
YOLOv3 [11] and SSD300 [12], performs classification and localization of objects through
one network propagation, which uses a predefined anchor box (prior box). This method is
an improvement of the two-stage detector method. Based on the aforementioned informa-
tion, various lightweight techniques should be used for efficient object detection. For the
existing detection networks, it is important to minimize the trade-off between accuracy and
inference speed. Therefore, this study proposes a new object detection network—efficient
shot detector (ESDet) using a lightweight deep learning method.

The main contributions of this paper are:

1. A lightweight pyramid-structured object detection network with few parameters is
proposed. Although it uses fewer channels than the existing pyramid structure, it
is possible to efficiently extract features with a structure that repeats the number of
times. In addition, it is designed to suppress unnecessary feature information by
adding a feature refining process in the pyramid structure.

2. The one-stage detection method uses a prior box because it detects each feature map
grid. In this paper, we redesigned the prior box to be robust to small and large objects.

3. Based on the ESDet-baseline, the experiment was conducted by expanding and
reducing the network. It proves that the proposed network architecture can be used
universally. It can be extended and used for tasks that require accuracy. When applied
to mobile applications, it reports the efficiency that can be scaled down.

2. Related Works

Several CNN networks have been proposed to improve the classification performance
of the neural network. For example, a convolutional layer and an activation function were
used to improve the classification performance of AlexNet [13]. However, the number of
variables increases as the network expands, which becomes a problem because there are
too many variables to learn. In the past, reducing feature channels (1 × 1 convolution) and
using the down sampling process were employed to reduce the network weight. Further-
more, as research on lightweight algorithms continues, the network can be miniaturized
enough to be used in mobile applications. This section discusses the recently proposed
network lightweight method.

2.1. Lightweight Backbone Networks

The CNN-based object detection method generally uses a feature map extracted from
a feature extraction network. The backbone network encodes the input data according to
the purpose using classification networks, such as VGG [14] and ResNet. Moreover, Mo-
bileNet and EfficientNet improved the convolution filter for lightweight deep learning and
classification performance [15]. EfficientNet defined the baseline network after searching
the network using AutoML to create an efficient network design since the neural network
development requires a lot of domain knowledge and time. In addition, the network is
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expanded by compound scaling, which considers the depth, width, and input resolution of
the network rather than a single dimensional view, shown in Equation (1).

depth : d = αφ

width : w = βφ

input resolution : r = γφ

s.t. α·β2 · γ2 ; 2α ≥ 1, β ≥ 1, γ ≥ 1

(1)

The values α, β, and γ are calculated by grid search after setting φ = 1 in EfficientNet-
B0, a baseline network. Then, we extended the network by adding φ coefficients up
to B7.

2.2. Weight Quantization

Forward propagation and backpropagation operations in deep learning generally
perform weighting in a single precision floating point format (FP32), which usually oc-
cupies 32 bits in the computer memory. Several computational gain can be observed by
performing the lowerbit operation when performing sum and multiplication operations on
the graphics processing unit (GPU) under the same conditions. In addition, the quantized
neural network can use a relatively low bandwidth because it reduces the frequency of the
memory access. The quantization is possible with 8-bit to 16-bit real number types, depend-
ing on the quantization strength. However, the network accuracy is lowered because the
expressive power is lost after quantization. In the case of a CNN affected by the previous
layer, the more the network has fewer parameters, the greater the decrease in accuracy.
Quantization techniques have been proposed to minimize the lost value. Specifically, the
static quantization method combines the network weights and activation functions in
advance, and the dynamic quantization method adjusts only the weight values. Recently, a
technique for quantizing weights and activation functions of the network during quantiza-
tion aware training was proposed. Moreover, the mixed precision method uses both 16-bit
and 32-bit floating point during training. When changing a 32-bit value to 16-bit, 16-bit
will be used except for the part where accuracy decreases rapidly.

2.3. Feature Pyramid

The feature pyramid [16] was proposed to solve the feature scale invariant problem.
The information of small objects is commonly lost when employing the one-stage detector
because this information are compressed into the context information of the input data
through convolution. To solve this problem, the feature pyramid, which is shown in
Figure 1, performs detection using the feature map of the convolution intermediate process.

Figure 1. Feature pyramid architecture. A method of fusing extracted feature maps of different scales
through upsampling or downsampling processes.

3. Proposed Method

This section describes the proposed method, and Figure 2 shows the proposed ESDet
architecture. First, feature maps of the input image of the network with different scales
extracted from EfficientNet were used. The size of the object that can be detected varies



Appl. Sci. 2021, 11, 8692 4 of 16

depending on the feature map scale. To consider both small and large objects, feature maps
S1, S2, and S3 with different scales are extracted from the backbone. The extracted feature
map was used as an input for the subsequent layer of the pyramid structure. The location
and semantic information of the object was supplemented by fusion with the features of
the adjacent scale. This method allows the detector to detect large and small objects. We
reduced the computational cost of the fusion process of the feature pyramid by replacing
the standard convolution with a convolution module with fewer parameters. The proposed
network uses five heads that have passed through the feature pyramid to detect small and
large objects for each scale. Moreover, the prior anchor for training was newly designed.
Additionally, the groundtruth for CNN-based object detection methods should be designed
and used in advance to fit the network head during training. Furthermore, the loss function
that calculates the error between the prediction data and the groundtruth during training
was explained.

Figure 2. Efficient Shot Detector (ESDet) architecture.

3.1. Network Architecture

The overhead should be low in the process after the backbone network for fast and
efficient object detection. The proposed network leads to a lightweight pyramid structure
with features extracted from EfficientNet. The scaling value of EfficientNet mentioned in
Equation (1) was set as α = 1.2, β = 1.1, γ = 1.15. The max-pooling process at the top
scale S3 of the pretrained backbone network was applied twice to generate S4 and S5 with
8× 8 and 4× 4 scales, respectively. In general, CNN-based object detection is performed
using a prior box based on the center point of the feature map grid. Therefore, the highly
compressed high-level feature map compared to the input image scale has information
about large objects. Conversely, a low-level feature map has information about small
objects because it is not compressed with the context information about the image. The
proposed lightweight pyramid structure performs detection with a total of five heads from
S1 to S5 scales. First, the fusion process was performed with features with adjacent scales
through the upsampling path. This serves to supplement the semantic information of the
object by utilizing the context information of the feature. Second, the location information
of the object was supplemented from each feature channel through the downsampling
path. Between the two paths, efficient training is possible by designing a shortcut structure
that reuses input features. Finally, the detection was performed through classification and
localization of each head. Table 1 shows the scale of the five heads.
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Table 1. Lightweight Pyramid Head Scale.

Head Input Resolution Channels Filter Size/Times

S1 64× 64 40 32× 32/2
S2 32× 32 80 32× 32/2
S3 16× 16 112 32× 32/2
S4 8× 8 64 32× 32/2
S5 4× 4 64 32× 32/2

We used depthwise and pointwise instead of standard convolution in the lightweight
pyramid structure to minimize the network computation cost. A convolution operation is
performed on one channel of a feature as a unit instead of performing a filter operation
on multiple channels of a feature map, reducing the computation cost compared to the
standard convolution. Equations (2) and (3) show the comparison of standard convolution
and depthwise and pointwise convolution operations.

convstd = Fw × Fh × Cinput × Coutput (2)

Convdw+pw = DW + PW

= (Fw × Fh × Cinput) + (Cinput × Coutput)

= Cinput × (Fw × Fh + Coutput)
(3)

The standard convolution requires 3× 3× 112× 40 = 40,320 parameters when S3 is
calculated as an example, as shown in Table 1. On the other hand, 112× (3× 3 + 40) = 5488
parameters are required when using the depthwise and pointwise convolution. Therefore,
the parameter cost can be reduced by about eight times. Based on this, all convolutions
of networks are replaced with the depthwise and pointwise convolution. The features
of adjacent scales are fused based on the feature refining process in the feature pyramid
structure shown in Figure 2. The feature fusion adds features with different information
to the same input image, as shown in Equation (4). This method classifies object sizes in
various ways compared to using a single feature.

Fup
i = Conv ∗ (

W

∑
x=1

h

∑
y=1

(Fi ⊕ bilinear(Fi−1)) (4)

This process shows an example of an upsampling path. The small scale Fi−1 is adjusted
to the same size as Fi using the bilinear interpolation method. Then, the element summing
is performed for each pixel. A low-cost convolution for the fused features was used as
shown in Equation (3). However, all input features are treated equally when a refinement
process is added between layers by simply convolution. Therefore, the proposed feature
refinement process is performed as in Equation (5).

FDW
i = DW(Conv1×1(Fup

i ))

FRF
i = PW(σ (Dense(FDW

i ))⊗ FDW
i )

(5)

The feature Fup
i fused with two scale features is extended to 1× 1 convolution Conv1×1

to preserve the channel information. FDW
i features were generated by compressing the

spatial axis position information using depthwise convolution DW after the expansion.
Then, they were arranged in a one-dimensional vector through a dense layer. Additionally,
the normalization process with the sigmoid activation function (σ) was followed by the
multiplication operation after calculating the correlation of the listed feature vectors. This
process is channel attention, which emphasizes important information in the channel, and
includes semantic information necessary for object classification. Moreover, unnecessary
noise is suppressed because it multiplies values for object information. Then, the computa-
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tional cost continuously increases when the extended channels are maintained. Thus, the
number of channels is reduced to the input channel size by pointwise convolution PW to
generate a refined feature FRF

i . The entire process from ESDet fusion to feature purification
is shown in Figure 3.

Figure 3. Feature refining process.

3.2. Prior Anchor Box Design

CNN-based detectors perform bounding box regression using prior boxes. One-stage
based detectors such as YOLO and SSD do not perform region proposals but perform
coordinate prediction with an output feature map. The detection performance is signifi-
cantly affected because the correct coordinates are generated using a prior box for each
feature map grid to be detected. After designing a network with optimal parameters, a
prior anchor box was designed to improve the detection accuracy. Five heads were used
for detection, and prior box parameters were set for each scale shown in Table 2.

Table 2. Prior boxes setting value. It was set based on the input resolution of 512× 512. The Boxmin

and Boxmax values should be gradually expanded when increasing the input resolution.

Index Feature Size Boxmin Boxmax Shrinkage

1 64 15 31 8
2 32 40 82 16
3 16 92 184 32
4 8 194 228 64
5 4 310 386 128

Based on the values presented in Table 2, a basic prior box to be used for training was
defined for each head, as shown in Equation (6).

Pbaseline = {xcenter, xcenter, w, h} (6)

The prior box, which has an area based on the center point of the feature map grid,
can be expressed as Equation (7).

xcenter =
(i + 0.5)

image/shrinkage

ycenter =
(i + 0.5)

image/shrinkage

w, y = Boxmin / image

(7)

where i and j are the indices from the top left of the feature map plane. Shrinkage means
the scaling factor of the current feature map from the input resolution. The shrinkage is
divided by the image size to obtain the center point of the feature map grid. The width and
height of the box from the center point are the obtained values by dividing the image by
Boxmin assigned to each head. A box is added as in Equation (8) after defining the baseline
prior box to detect horizontally or vertically long objects.
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ratio =
√

x, x ∈ {1, 2, 3}
w, h =

√
Boxmin ∗ Boxmax

w, h =

{
w ∗ ratio
h / ratio

}
,
{

w / ratio
h ∗ ratio

} (8)

Three prior boxes, which detect horizontally or vertically long objects and perform
bounding box regression, were generated for each feature scale through aspect ratio adjust-
ment. Figure 4 shows an example of detection using three prior boxes.

Figure 4. Example of detection using a prior anchor box. (a) Example of an adjusted prior anchor
box. (b) Detection results using the adjusted anchor box. Three prior boxes are used for each head,
and the positive sample most consistent with groundtruth is generated.

The prior box scale of ESDet-baseline was designed based on the input resolution of
512× 512. The number of negative samples increases when the number of prior boxes is
set excessively, resulting in an inefficient training. Therefore, it is important to perform
detection with a minimum of prior boxes. Finally, the anchor ratio in Table 2 can also be
proportionally increased when extending the input resolution of ESDet.

3.3. Loss Function

Classification: Proposals for a two-stage detector are generated through selective
search to distinguish the foreground and background classes. The one-stage detector
architecture considers all proposals from the extracted features. Because the preprocessing
process is omitted, fast detection is possible, but there is a problem of class imbalance
during training. The proposed method has approximately 16,000 proposals with an input
size of 512× 512, and only a few of them are valid. This causes a problem since most
of the easy samples (e.g., background) dominate the gradient. Therefore, the improved
cross-entropy was used to induce focus on difficult-to-learn samples. First, Equation (9)
represents the cross-entropy equation.

CE(p, g) =

{
− log (p) i f g = 1
− log (1− p) otherwise,

1 ≥ g > 0, (9)

where p is the value generated by the classifier of the network and g is the actual label
value. Using cross-entropy loss easily classified negative samples that dominate the loss.
Therefore, the loss was processed in the form of lowering the weight for samples such as a
vast background class, as shown in Equation (10).

pt =

{
p
1− p

Focal(p, g) = −(1− pt)
γ ∗ log (pt)

(10)
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If the classification of the sample is close to the correct answer through focal loss, the
loss value becomes small. Meanwhile, the loss value becomes large when the classification
is wrong. When the value of γ = 0, it is the same as the general cross-entropy loss. In this
study, we employed γ = 1.5.

Bounding box regression: The loss of a one-stage detector is defined as the sum of
the classification and regression losses. The error for the regression loss was calculated for
the four coordinates of the predicted box. The regression loss used in this experiment was
expressed as Equation (11) with smooth L1.

Regression(x, l, g) =
N

∑
i∈pos

∑
m∈{cx,cy,w,h}

xk
i,jsmoothL1(lm

i − ĝm
j )

ĝcx
j =

(gcx
j − pcx

i )

pw
i

, ĝcy
j =

(gcy
j − pcy

i )

ph
i

ĝw
j = log(

gw
j

pw
i
), ĝh

j = log(
gh

j

ph
i
)

(11)

The regression loss in the output feature map x is defined as the smoothL1 loss of l,
which is the network output coordinates, and g, which is the groundtruth box. Moreover,
p is the prior box and has a significant effect on the regression loss. Finally, the loss of the
network is defined as the sum of the classification and regression losses and is expressed
as Equation (12).

Total(x, p, l, g) = Focal(p, g) + Regression(x, l, g) (12)

4. Experiment Results

We used the public data sets PASCAL VOC [17] and MS COCO2017 [18] to verify
and evaluate the performance of ESDet. The backbone network was pretrained with the
ILSVRC CLS-LOC data set before conducting the experiment. Then, the network was
extended up to ESDet-B7 in proportion to the input image size. Consequently, the Efficient-
Net used as the backbone was extended to EfficientNet-B7 in proportion to the input
resolution. When training the network in the experiment, it was conducted in Tensorflow
2.4.1, NVIDIA Geforce RTX 3090 X2 48 GB environment. For all networks, we used the
SGD optimizer and set the momentum value to 0.9. The initial training rate was 0.005, and
0.0005 weight attenuation was applied to the weights and biases of the convolution filter. To
measure the network fair inference time, we set the batch size to 1 in NVIDIA Geforece GTX
TITAN X 12GB environment. Based on the proposed ESDet-baseline network, 10.1 ms GPU
latency (99 FPS) and 3.3 BFLOPS were measured. Table 3 shows the network configuration
according to the input resolution and backbone change.

Table 3. Expand the network based on the ESDet-baseline.

Detector Input
Resolution Proposals Pyramid

Times/Channel Params (M)

ESDet-Baseline 512× 512 16,368 3/64 3.81 M
ESDet-B1 544× 544 18,447 4/88 6.64 M
ESDet-B2 576× 576 20,652 5/112 8.08 M
ESDet-B3 608× 608 23,061 6/160 11.91 M
ESDet-B4 640× 640 25,518 7/224 20.42 M
ESDet-B5 672× 672 28,158 7/288 33.10 M
ESDet-B6 704× 704 30,867 7/288 45.34 M
ESDet-B7 736× 736 33,798 7/288 68.24 M
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4.1. Data Sets

The object detection data sets PASCAL VOC (07+12) and MS CO-CO2017 were trained
and evaluated for network training. The data sets were divided into sets that were used
for training, validation, and testing. The train set was used for training. Meanwhile, the
validation set did not participate in the actual weight training and could check the training
state, setting network parameters. The test set was used in the training process. The
PASCAL VOC data set used for evaluation has a total of 20 classification categories and
used 8324 images for the train set, 11,227 images for the validation set, and 4952 images for
the test set. Moreover, the MS COCO data set has a total of 80 classification categories, and
118,287 train images, 5000 validation images, and 4952 images were used for evaluation.
The characteristics of the data set may not be reflected well when training was done
without using data augmentation during training, degrading the network generalization
performance. Therefore, random data augmentation was applied as shown in Figure 5.

Figure 5. An example of the data augmentation used in the experiment.

The data was augmented with random probability during the training process rather
than physically expanding them before training. The augmentation method that modifies
image color information and adjusts the image scale or shape of an object was used.
Additionally, it is important to change the image color information because convolution
filters are greatly affected by image pixel values. In the case of objects, small or large data
are not well distributed in the training set. Therefore, the data imbalance problem was
alleviated by cropping the object area or reducing the image scale ratio.

4.2. Evaluation Metrics

The average precision (AP) [19] is a metric used to evaluate detection accuracy, which
was also used in this experiment. AP can be expressed as the area of precision and recall
(PR-RC) curve. Precision and recall are defined by Equations (13) and (14).

Precision =
TP

TP + FP
(13)

Recall =
TP

TP + FN
(14)

When calculating AP, if there is only one class to be classified, it is defined as Equation (15).

AP =
1

11 ∑
r∈{0.0··· ,1.0}

Pinterp(r) (15)
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The mean of maximum precision values at 11 recall levels (0.0, 0.1, . . . , 1.0) was
calculated. It is necessary to calculate the average value for the AP because the classification
task in the public data set has more than one class. Equation (16) defined the average of AP
for all classes.

mAP =
1
N

N

∑
i=1

APi (16)

Table 4. Detection results on PASCAL VOC 07 test data set. All networks were trained using VOC 07 and VOC 12 train sets.

Detector Backbone Input Resolution Proposals FPS mAP (%)

Two-stage
Fast R-CNN [20] VGG-16 ∼1000 × 600 2000 0.5 70.0

Faster R-CNN [21] VGG-16 ∼1000 × 600 300 7 73.2
OHEM [22] VGG-16 ∼1000 × 600 300 7 74.6

HyperNet [23] VGG-16 ∼1000 × 600 100 0.88 76.3
Faster R-CNN [21] ResNet-101 ∼1000 × 600 300 2.4 76.4

ION [24] VGG-16 ∼1000 × 600 4000 1.25 76.5
MR-CNN [25] VGG-16 ∼1000 × 600 250 0.03 78.2

R-FCN [26] ResNet-101 ∼1000 × 600 300 9 80.5
CoupleNet [27] ResNet-101 ∼1000 × 600 300 8.2 82.7

One-stage
YOLO [28] GoogleNet 448 × 448 98 45 63.4
RON [29] VGG-16 384 × 384 30,600 15 75.4

SSD321 [30] Resnet-101 321 × 321 17,080 11.2 77.1
SSD300 [12] VGG-16 300 × 300 8732 46 77.2

YOLOv2 [31] Darknet-19 544 × 544 845 40 78.6
DSSD321 [30] Resnet-101 321 × 321 17,080 9.5 78.6
SSD512 [12] VGG-16 512 × 512 24,564 19 79.8
SSD512 [30] Resnet-101 513 × 513 43,688 6.8 80.6

DSSD513 [30] Resnet-101 513 × 513 43,688 5.5 81.5
HSD512 [32] VGG-16 512 × 512 - - 83.0

YOLOv3 + mixup [33] Darknet-53 416 × 416 10,647 34.5 83.6
RefineDet512+ [34] VGG-16 512 × 512 16,320 24.1 83.8

ESDet-baseline EfficientNet-B0 512 × 512 16,368 99 81.9

4.3. Comparison to Other Networks

The comparison with the latest detectors is performed to evaluate the performance of
ESDet, as shown in Table 4. The proposed network showed competitive performance with
81.9% mAP in the PASCAL VOC 2007 test set. Moreover, it showed similar performance
and faster detection speed compared with the latest two-stage detector, which has large
input resolution and excellent performance. High-resolution images improve the detection
success rate because they provide more features for small objects. Conversely, the detection
accuracy of cases of the one-stage detector tends to be relatively low because the detection
is performed with a small resolution.

The proposed network has a faster detection speed than the latest detector because
it has fewer parameters. In addition, the proposed network has a detection speed that is
three times faster than that of the RefineDet512+ with the same input size. Most detectors
use VGG-16 and ResNet-101 as backbones, and YOLO series uses Darknet as backbones.
The aforementioned backbone networks have more parameters than EfficientNet because
of the larger number of feature channels. In this study, we used EfficientNet with relatively
few parameters. Results showed a good balance between accuracy and detection speed
when compared with other conventional detectors.

In addition, training in this experiment was also performed with MS COCO2017,
and the detection results is shown in Table 5. Experimental settings were set similarly as
PASCAL VOC. However, all detectors showed lower mAP results than PASCAL VOC since
there are 80 classes to classify in MS COCO2017.
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Table 5. Detection results on PASCAL VOC 07 test data set. All networks were trained using VOC 07 and VOC 12 train sets.

Detector Backbone Input Resolution AP AP50 AP75 FPS Params
(M)

YOLOv3 [11] Darknet-53 608 × 608 33.0 57.9 34.4 20 65.2
EfficientDet-D0 [35] EfficientNet-B0 512 × 512 34.6 53.0 37.1 97 3.9

ESDet-baseline EfficientNet-B0 512 × 512 35.1 55.2 38.2 99 3.81

The AP evaluation method of MS COCO is different from PASCAL VOC. The AP
in Table 5 uses only a value with an intersection of union (IoU) ratio between 50% and
95% between the predicted and groundtruth boxes. AP50 is the same evaluation method
as PASCAL VOC, and AP75 is evaluated to predict only items with an IoU ratio of 75%
or more. A high AP was achieved with fewer parameters compared with EfficientDet-50
using the same backbone. Therefore, the proposed network achieves relatively improved
detection accuracy with few parameters, enabling efficient object detection.

4.4. PASCAL VOC and MS COCO Datasets Detections Results

A prediction was performed with the test set of each public data set to test the detection
performance of ESDet. Figure 6 shows the detection result of the PASCAL VOC 07 test,
and Figure 7 shows the detection result of the MS CO-CO2017 minival set.

The data set has different distributions of large and small objects. Objects with a fixed
size proportional to the feature map size will only be detected if only a single head is used.
It was confirmed that both large and small objects were detected since the proposed ESDet
uses five heads with different scales. In the case of multiclass classification, the number of
objects in the data set is not constant. Therefore, the performance measurement results for
each class are shown in Table 6 to check the classification accuracy for each class.

Table 6. ESDet-baseline Performance (mAP %) on the PASCAL VOC 2007 Test Set.

aero bike bird boat bottle bus car cat chair cow

86.5 87.5 87.8 80.9 62.3 85.4 87.2 88.4 68.8 84.5

table dog horse mbike person plant sheep sofa train tv

69.0 88.3 87.9 86.2 83.8 66.1 85.9 78.2 89.5 83.8

Figure 6. Detection results of the PASCAL VOC 2007 test data set. The network used in the experiment uses an input
resolution of 512 × 512, and EfficientNet-B0 is used as the backbone network. (Number of classification classes: 20).
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Figure 7. Detection results of the MS COCO2017 minival data set. The network used in the experiment uses an input
resolution of 512 × 512, and EfficientNet-B0 is used as the backbone network. (Number of classification classes: 80).

This is the detection performance table of the proposed ESDet-baseline. Most classes
has more than 80% AP. However, the bottle, plant, and table objects showed relatively
low detection performance. In fact, it is difficult to detect objects when analyzing the data
set because the objects are smaller or occluded than other classes. The detection result in
Table 6 can be expressed as a precision–recall curve as shown in Figure 8.

Figure 8. Precision–recall curve. (a) IoU threshold of 50%, (b) IoU threshold of 75%, and (c) IoU threshold of 90%.

As shown in the curve graph above, the precision value of the objects mentioned
above and small or occluded objects decreased as the IoU threshold increased.

4.5. Ablation Study

An ablation study of the proposed network was performed based on the ESDet-
baseline (EfficientNet-B0). The objective of this study, which is based on the baseline
network, is to find the optimal network by expanding or reducing the network. The resec-
tion studies conducted in this experiment are network extension, network compression,
and refining process test.

4.5.1. Network Extension

EfficientNet extends the network using compound scaling. EfficientDet using the
same backbone showed high accuracy by gradually increasing the input resolution. The
neural network effectively detect small objects as the input resolution increases. However,
it is necessary to design the network after understanding the trade-off relationship between
the performance and speed because the area to be calculated widens. As shown in Table 7,
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ESDet-baseline was expanded according to the input resolution and then evaluated with
the PASCAL VOC 07 test set.

Table 7. Evaluation of results after extending it based on the ESDet-baseline. All evaluations were
performed on the PASCAL VOC 07 test set. The (*) mark on the detector means a two-stage detector.

Detector Input Resolution mAP (%)

ESDet-B1 (with EfficientNet-B1) 512 × 512 83.6
ESDet-B2 (with EfficientNet-B2) 576 × 576 84.2
ESDet-B3 (with EfficientNet-B3) 608 × 608 85.1
ESDet-B4 (with EfficientNet-B4) 640 × 640 85.6
ESDet-B5 (with EfficientNet-B5) 672 × 672 86.1
ESDet-B6 (with EfficientNet-B6) 704 × 704 86.4

SNIPER [36] * ∼1000 × 600 86.9
ESDet-B7 (with EfficientNet-B7) 736 × 736 87.1
Cascade Eff-B7 NAS-FPN [37] * - 89.3

An improved mAP was achieved by replacing the input resolution and backbone
of ESDet. The number of pixels to be processed increases and the network needs to be
configured deeply as the input resolution increases, as shown in Table 3. Moreover, the
number of proposals it generates for each head of the network increases, increasing the
number of parameters and training time. In the case of a network in which EfficientNet-B7
is applied, the highest mAP was achieved in the one-stage series. A 0.2% improvement in
the detection accuracy than the SNIPER was found compared with the two-stage series. The
Cascade Eff-B7 is approximately 2.2% lower than NAS-FPN, indicating that the proposed
ESDet-B7 shows better detection efficiency because of its one-stage architecture.

4.5.2. Network Compression

We further proposed a model that compressed the input resolution of the baseline
network and minimized proposals (ESDet-tiny) due to the need of minimizing network
parameters for portability. The baseline network repeated the feature pyramid three times.
However, the compressed network performed postpropagation detection only once without
repeating the feature pyramid. Table 8 shows the comparison of the compressed baseline
networks.

Table 8. Comparison of the compressed ESDet-baseline.

Detector Input Resolution Proposals Params (M) mAP (%)

ESDet-baseline 512 × 512 16,368 3.81 81.9
SSD 300 × 300 8732 36.1 77.2

Tiny SSD 300 × 300 - 1.13 61.3
ESDet-tiny 300 × 300 5817 3.59 76.9

Low detection results are apparent with fewer region proposals because there are
fewer objects to detect. In addition, the parameters also affect the detection accuracy of
the detector during detection. Through experiments, the effects of proposals, parameters,
and network architecture on detection performance were confirmed. In the reduced
network, which has an architecture that utilizes features extracted from the backbone, only
the proposals according to the pyramid structure and the input resolution are changed.
Moreover, detection can be performed in an environment that provides limited resources
since Tiny SSD requires a little overhead. Finally, the network should be designed with a
detection architecture, which does not rely on a separate feature extractor (e.g., backbone
network) like Tiny SSD, when high-speed detection is required after being transplanted to
an embedded device.
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4.5.3. Refining Process Test

In the proposed network architecture shown in Figure 2, the features between the
upsampling and downsampling paths were applied to each head of the add-attention
path and were compared. The refining process was individually applied to the S2, S3, and
S4 features involved in all five heads in the feature pyramid, as shown in Figure 3. The
experiment is based on the proposed baseline network, and the comparison results are
presented in Table 9.

Table 9. Comparison of the compressed ESDet-baseline.

Method mAP (%)

w/o refining 80.1
apply to S2 scale 80.8

apply to S2 and S3 scales 81.3
apply all scales 81.9

The mAP decreased by 1.8% compared to the baseline network when the refining
process was not applied. Moreover, there was a 0.7% improvement when applied to the S2
layer, and a 1.2% improvement was observed when added to the S3 layer. Furthermore, the
proposed network was effective to apply to the S2, S3 and S4 scales involved in all heads,
which was confirmed through experiments.

5. Discussion

Most proposed detectors have a trade-off between accuracy and speed. Various CNN
models have slower speed in limited resources, including mobile applications, IoT service
devices, and embedded devices. One of the main objectives of this study is to find the
optimal trade-off between accuracy and speed. Therefore, we proposed a network with an
optimal trade-off verified through experiments. The performance of the detector was eval-
uated similarly with the other detector by using quantitative evaluation methods, which
includes the precision–recall and average precision. Results showed that the proposed
network has a competitive performance when compared with other detectors. Furthermore,
we suggest that the feature extractor–multiheads structure should be changed into a single
head type for better application in small devices.

6. Conclusions

In this study, we proposed a novel lightweight network, called ESDet, for efficient
object detection by extracting features required for detection and stacking these extracted
features from the EfficientNet backbone into a feature pyramid. Moreover, noise informa-
tion that are unnecessary for detection was suppressed by applying the proposed feature
refining process between feature pyramids. In addition, the network was scaled propor-
tionally to the input resolution to check the detector performance. The ESDet-baseline
is defined based on EfficientNet-B0 and is extended to ESDet-B7 according to the input
resolution. Then, the experiment was compared with the latest detectors with AP, which is
a quantitative evaluation method in PASCAL VOC and MS COCO data sets. Both PASCAL
VOC and MS COCO data sets achieved competitive detection accuracy with fewer parame-
ters than that of the latest detectors. Finally, we confirmed that the proposed network has
an optimal architecture through ablation studies.
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