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Abstract: The presence of machine learning, data mining and related disciplines is increasingly ev-
ident in everyday environments. The support for the applications of learning techniques in topics 
related to economic risk assessment, among other financial topics of interest, is relevant for us as 
human beings. The content of this paper consists of a proposal of a new supervised learning algo-
rithm and its application in real world datasets related to finance, called D1-NN (Dynamic 1-Nearest 
Neighbor). The D1-NN performance is competitive against the main state of the art algorithms in 
solving finance-related problems. The effectiveness of the new D1-NN classifier was compared 
against five supervised classifiers of the most important approaches (Bayes, nearest neighbors, sup-
port vector machines, classifier ensembles, and neural networks), with superior results overall. 
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1. Introduction 
Finance involves checking and savings accounts, credit cards and consumer loans, 

investments in the stock market, retirement plans, social security benefits, insurance pol-
icies and administration of taxes, among others [1]. The key role financial businesses have 
in society today is indisputable. In this context, the support represented by the applica-
tions of machine learning techniques in topics related to financial risk assessment, among 
other topics of financial interest, is relevant and is an active area of research [2,3]. 

Machine learning, artificial intelligence, data analytics and related disciplines have 
more and more presence in everyday environments [4,5]. It is not difficult to infer that the 
presence of intelligent algorithms will be relevant in the daily life of human beings of the 
future. The same will happen with the scientific and technological disciplines that are cul-
tivated in the academic and industrial fields. A tangible example of this is that more and 
more machine learning algorithms are applied to patterns generated in different applica-
tion areas [6]. 

The conceptual bases of machine learning are varied: Bayes theorem, distances and 
comparisons, imitation of the behavior of nature, metaheuristics, mathematical and logi-
cal models of the neurons of the human brain, mathematical functions and high-dimen-
sional spaces are some examples, among others [7]. 

Several applications of machine learning algorithms have been made for financial 
business [8–10], and for the automatic risk assessment in the financial environment 
[11,12], with good results. However, despite the efforts made by researchers, there is no 
one best machine learning algorithm for all classification problems, as stated in the “no 
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free lunch” theorems [13]. This is why we aim at introducing a novel algorithm, based on 
the well-known nearest neighbor classifier [14]. 

The proposed algorithm, named Dynamic Nearest Neighbor (D1-NN) was compared 
against five state of the art machine learning classifiers with different conceptual founda-
tions. The analysis of the results allows us to declare that D1-NN has an overall better 
performance for finance-related datasets. 

2. Related Works on Machine Learning for Financial Business 
Finance is a branch of economics, which is the science in charge of the study of money 

and capital markets, the institutions and participants that intervene in them, the policies 
for attracting resources and distributing the results of funds, economic agents, the study 
of the time value of money, the theory of interest and the cost of capital. Therefore, finance 
refers to the conditions and the opportunity with which capital is obtained, the uses of it, 
the inherent risks and the profit that an investor obtains [1]. 

If the general concepts of finance are restricted to the activities of individuals, the 
branch of personal finance arises. Regarding personal finance, some issues of significant 
importance for the human being are related to savings accounts, credit cards and con-
sumer loans, among others. Regarding personal finances, it is a fact that people must make 
financial decisions, despite the uncertainty inherent in the management of their assets, 
whose management could have consequences for their economic situation.  

The Z-Score is one of the first attempts to systematize financial data. It is a method 
that allows analyzing the financial strengths of a company, to make objective predictions 
about a possible bankruptcy. Z-Score was created in 1960 by Edward Altman, a professor 
at New York University. In developing the Z-score model, Altman performed a multiple 
discriminant analysis of data from a sample of companies. Half of those companies under 
the study had gone bankrupt two decades ago, while the rest were still in operation at the 
date of the creation of the Z-score model [15]. 

The possible bankruptcy of a company is a recurring theme in investigations about 
financial risks. This occurs because financial institutions (and investors) need to reduce 
the possible risk of not obtaining the expected dividends or even of not recovering their 
capital [16]. The problem of determining the possible bankruptcy of a company can be 
approached as a pattern classification problem, as described in [17]. In such research work, 
a bankruptcy prediction model is proposed by modifying the nearest neighbor classifier 
[14]. Several authors had address the problem of automatic bankruptcy prediction using 
machine learning algorithms [18], with an increased interest in using deep learning [19], 
metaheuristic algorithms [20] and classifier ensembles [21].  

In addition to bankruptcy, credit risk has been the subject of various scientific publi-
cations [22]. In this regard, a typical research work is the prediction of good clients (those 
who will fulfill their obligations), and bad clients (those who are likely not to fulfill their 
obligations). Among machine learning methods, researchers have used deep neural net-
works with metaheuristics [23], and transfer learning [24] for this task. Ampountolas et 
al. compare several simple and ensemble classifiers for credit scoring, resulting in Ran-
dom Forest being the most accurate one [5]; while Dastile et al. focused on comparing 
statistical based models [22]. Other studies are focused on using fuzzy sets and decisions 
trees [25]. Another interesting finance-related topic is bank campaigns [26]. In [4], machine 
learning algorithms are used to predict the selling of long-term deposits, and a dataset 
containing information from a telemarketing campaign carried out by a banking institu-
tion in Portugal from 2008 to 2013 was created. However, as stated before, there is no best 
machine learning algorithm for all classification problem.  

3. Proposed Method 
In this paper, we propose a novel model for classification, with an embedded feature 

selection approach. The algorithm is based on the well-known nearest neighbor classifier 
and is named as Dynamic 1-NN (D1-NN) because it reflects the idea behind the simple 



Appl. Sci. 2021, 11, 8884 3 of 11 
 

but effective modification of the classical algorithm: we have stopped considering the set 
of attributes as a static set, to make it dynamic. 

The new idea consists in the dynamic consideration of subsets extracted from the set 
of attributes 𝐴 = {𝐴ଵ, … , 𝐴} throughout the dataset under study. Therefore, the training 
or learning phase remains exactly the same as in the classic model. The novelties are re-
flected in the classification phase and in a better performance, so that the new D1-NN 
algorithm is competitive in the state of the art of pattern classifier algorithms. 

The initial assumptions for the proposed algorithm are exactly the same as those 
specified for the original algorithm. That is, for the creation and operation of the new D1-
NN algorithm it is assumed that: 
• In a specific pattern classification problem, there are 𝑚, 𝑛, and 𝑝 which are fixed 

positive integers greater than 1. 
• There is a training or learning set of cardinality 𝑛, 𝑇 = {xଵ, xଶ, ⋯ , x}, which is made 

up of patterns. 
• Each of the 𝑛 patterns in the set 𝑇 is made up of 𝑚 attributes 𝐴 = {𝐴ଵ, … , 𝐴}. 
• The 𝑗-th component of the 𝑖-th training or learning pattern x is denoted by 𝑥. 
• The patterns do not contain categorical, mixed, or missing values. There are only nu-

meric values. 
• Each of the patterns in the training or learning set belongs to a single class in the set 

of 𝑝 classes 𝐶 = {𝐶ଵ, … , 𝐶}.. 
The D1-NN classifier training phase is the same as the one of the classical 1-NN al-

gorithm. Therefore, the D1-NN classifier training or learning phase consists of storing in 
memory the training or learning set 𝑇. 

When the training or learning phase concludes, what proceeds is to test the proposed 
algorithm with patterns whose class the system does not know. To conduct the D1-NN 
classification phase, it is assumed that there is a new pattern to be classified, which is 
formed by the same 𝑚 attributes of the training or learning patterns. This is the test pat-
tern, which is denoted by o, and whose class is unknown. In this phase, the D1-NN will 
attempt to assign the correct class to the test pattern o. 

The introduction of a parameter 𝐿 to the proposed algorithm is the main contribu-
tion of our research to the original algorithm 1-NN. This parameter 𝐿 gives the possibility 
to choose attributes in subsets of cardinality 𝐿. By moving a window of size 𝐿 through 
the set of attributes 𝐴, the proposal becomes a dynamic algorithm, the D1-NN. 

The classification phase of D1-NN has three steps: 
1. A parameter 𝐿 is set, 𝐿 ∈ ℕ, 0 ≤ 𝐿 ≤ 𝑚 (typically 0 ≤ 𝐿 ≤ 3). 
2. For each index 𝑖 such that 1 ≤ 𝑖 ≤ 𝑚 − 𝐿, and for each index 𝑗 such that 𝑖 + 𝐿 ≤ 𝑗 ≤𝑚 do: 

2.1 Create a new learning set 𝑇ሾሿ with the patterns of 𝑇 restricted to attributes 𝐴 such that 𝑖 ≤ 𝑘 ≤ 𝑗 
2.2 Apply the 1-NN classifier to the pattern to be classified o, with the set 𝑇ሾሿ 
2.3 Store the class that delivers the 1-NN in step 2.2, as 𝐶ሾሿ ∈ 𝐶 

3. Assign to the pattern o the most frequent class in the set of all values 𝐶ሾሿ 
In the following, we exemplify the functioning of the proposal with an example da-

taset (Figure 1a), and the classification phase of D1-NN is showed in Figure 1b to 1f. In 
the example of Figure 1 the number of attributes is 𝑚 = 6 and we set the parameter 𝐿 =2. Let us consider an object to classify as o = [0.20, 2.04, 0.38, 0.52, 3.5, 3.6].  
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(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

 
LAST STEP: Votes for each class: Class 1–5 votes; Class 0–6 votes. Decision: Assign class 0 

Figure 1. Example of the classification phase of the proposed D1-NN. Note that the original training set is decomposed 
into several training sets, and the instance to classify (in orange) is presented to each of them. The distance (dist column) 
is computed, and the nearest instance in each of the resulting training set is highlighted in light yellow. The classes corre-
sponding to the nearest instances are stored. (a) Training set; (b) Procedure for i = 1; (c) Procedure for i = 2; (d) Procedure 
for i = 3; (e) Procedure for i = 4. Finally, the LAST STEP: Decision. 

In the example due to 𝑚 = 6 and 𝐿 = 2, the index 𝑖 takes values that meet this ine-
quality 1 ≤ 𝑖 ≤ 6 − 2; that is, 1 ≤ 𝑖 ≤ 4. 
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Also, for each of the four values of the index 𝑖, the index 𝑗 takes the values deter-
mined by this inequality: 𝑖 + 2 ≤ 𝑗 ≤ 6. For each subset, we create a new training set, we 
find the nearest neighbor of the instance o and store the corresponding classes. 

(i). For 𝑖 = 1 the index 𝑗 takes the values 3, 4, 5, and 6. That is, the following four 
subsets of attributes are formed:  {𝐴ଵ, 𝐴ଶ, 𝐴ଷ}, {𝐴ଵ, 𝐴ଶ, 𝐴ଷ, 𝐴ସ}, {𝐴ଵ, 𝐴ଶ, 𝐴ଷ, 𝐴ସ, 𝐴ହ}, {𝐴ଵ, 𝐴ଶ, 𝐴ଷ, 𝐴ସ, 𝐴ହ, 𝐴} 

(ii). For 𝑖 = 2 the index 𝑗 takes the values 4, 5, and 6. That is, the following three subsets 
of attributes are formed:  {𝐴ଶ, 𝐴ଷ, 𝐴ସ}, {𝐴ଶ, 𝐴ଷ, 𝐴ସ, 𝐴ହ}, {𝐴ଶ, 𝐴ଷ, 𝐴ସ, 𝐴ହ, 𝐴} 

(iii). For 𝑖 = 3 the index 𝑗 takes the values 5, and 6. That is, the following two subsets of 
attributes are formed:  {𝐴ଷ, 𝐴ସ, 𝐴ହ}, {𝐴ଷ, 𝐴ସ, 𝐴ହ, 𝐴} 

(iv). Finally, for 𝑖 = 4 the index 𝑗 takes only the value 6. That is, the following subset of 
attributes are formed:  {𝐴ସ, 𝐴ହ, 𝐴} 

After conducting a large number of experiments with real-world datasets, we have 
found empirically that it is convenient to choose several windows in the indexes of attrib-
ute set 𝐴. Specifically, it is convenient to work with all the windows that are obtained by 
taking the following values of the parameter L: 0 ≤ 𝐿 ≤ 3. 

4. Results 
In order to achieve impact applications of the new classifier, eight finance-related 

datasets have been selected, and described in Section 4.1. Section 4.2 contains the descrip-
tion of five machine learning classifiers of the most important approaches: instance based 
classifier, decision trees, neural networks, support vector machines and Bayesian theory. 
The results obtained by these state of the art algorithms are presented in Section 4.3, which 
also includes discussions and comparative analysis.  

4.1. Datasets 
The eight datasets described in this subsection contain patterns taken from real-

world activities, whose attributes are closely related to personal finance. All datasets, 
without exception, have two classes and all but Iranian credit are available in the machine 
learning repository of the University of California at Irvine [27]. The Iranian credit dataset 
was shared by the authors of the corresponding research [28]. 

Due to the restriction of the compared classifiers, the datasets were preprocessed, 
transforming all data to numerical data and using missing values imputation, in order to 
be able to apply state-of-the-art algorithms and compare those results with those obtained 
by the D1-NN in the same datasets. 

In addition, an algorithm was applied to eliminate the imbalance of the classes in all 
the datasets and thus be able to use accuracy as a performance measure. The imbalance 
ratio (𝐼𝑅) is an index that measures the degree of imbalance. It is defined as [29]: 𝐼𝑅 = |𝑚𝑎𝑗𝑜𝑟𝑖𝑡𝑦_𝑐𝑙𝑎𝑠𝑠||𝑚𝑖𝑛𝑜𝑟𝑖𝑡𝑦_𝑐𝑙𝑎𝑠𝑠| (1) 

where |𝑚𝑎𝑗𝑜𝑟𝑖𝑡𝑦_𝑐𝑙𝑎𝑠𝑠| represents the cardinality of the majority class in the dataset, 
while |𝑚𝑖𝑛𝑜𝑟𝑖𝑡𝑦_𝑐𝑙𝑎𝑠𝑠| represents the cardinality of the minority class. A dataset is con-
sidered balanced, if its 𝐼𝑅 value is close to or less than 1.5 (note that the 𝐼𝑅 value is al-
ways greater than 1). 
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To illustrate the concept of the 𝐼𝑅 index, the Qualitative Bankruptcy Dataset [30] will 
be taken as an example, which has 250 patterns included into two classes. The majority 
class contains 143 patterns while in the minority class there are 107 patterns. 𝐼𝑅 = 143107 = 1.33 (2) 

Thus, the Qualitative Bankruptcy Dataset is a balanced dataset. 
In order to address the categorical and missing data, a transformation filter provided 

by the well-known WEKA (Waikato Environment for Knowledge Analysis) platform was 
applied [31]. After applying these filters, there are datasets with only numeric components 
and no missing values. 

In the case of datasets with 𝐼𝑅 > 1.5, it was decided to apply the SMOTE (Synthetic 
Minority Over-sampling Technique) to compensate for the class imbalance [32]. By reduc-
ing class imbalance, it is now possible to apply accuracy as a performance measure. 

After applying a pattern classifier to a dataset, it is necessary to calculate the perfor-
mance, in order to know the benefits of this classifier with respect to the other algorithms 
of the state of the art. The accuracy performance measure is useful to be applied in bal-
anced datasets, and is defined as [33]: 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 ℎ𝑖𝑡𝑠𝑇𝑜𝑡𝑎𝑙 𝑡𝑒𝑠𝑡𝑒𝑑 𝑝𝑎𝑡𝑡𝑒𝑟𝑛𝑠 (3) 

The following briefly describes the datasets in alphabetical order: 
Australian credit approval 
This dataset [34] contains data for people applying for credit cards. The two classes 

refer to the acceptance or rejection of each of the 690 applications. There are 14 attributes 
that each pattern contains. There are attributes of type continuous, nominal and missing 
values. Although the 𝐼𝑅 value indicates that there is no imbalance (1.24), the complexity 
of data at the attribute level that this dataset represents is a good challenge for classifiers. 

Bank 
A Portuguese banking institution ordered direct marketing campaigns which were 

based on phone calls [35]. Through a questionnaire structured in 16 items applied to 4521 
people, it is intended to predict if a potential client will subscribe to a term deposit. The 
two classes are Yes/No. The dataset patterns contain mixed traits, that is, both numeric 
and categorical attributes, with no missing values. The 𝐼𝑅 index is 7.67, which indicates 
that the dataset is severely unbalanced. 

Bank additional 
This is an additional dataset to the Bank dataset. It also emerged from a marketing 

campaign which was also based on phone calls. The marketing campaign was carried out 
by a Portuguese banking institution, through a questionnaire structured in 20 items ap-
plied to 4119 people. As in the Bank dataset, the purpose is to predict if a potential client 
will subscribe to a term deposit [35]. Also, the two classes are Yes/No, and the dataset 
patterns contain mixed attributes, that is, both numerical and categorical attributes, with 
no missing values. The 𝐼𝑅 index is 8.13, which indicates that the dataset is severely un-
balanced. 

Banknote authentication 
The creation of this dataset is intended to detect fraudulent banknotes [34]. To do 

this, data were extracted from images that were taken from genuine and forged banknote-
like specimens. A total of 1327 patterns were generated, where each pattern consists of 
four attributes: wavelet variance, wavelet skewness, wavelet kurtosis and image entropy, 
which were extracted from the images. The 𝐼𝑅 index is 1.24, which indicates that the da-
taset is balanced. 

Credit approval 
This dataset [34] classifies people described by a set of attributes representing cases 

of people who were granted credit (383 patterns) and who were not granted credit (307 
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patterns) in a bank. In total the dataset contains 690 patterns that contain 15 mixed attrib-
utes (numeric and categorical). It has no missing values and the 𝐼𝑅 index is 1.24, which 
indicates that the dataset is balanced. 

German credit data 
This dataset classifies people described by a set of attributes as good or bad credit 

risks [34]. There are 1000 patterns containing 24 mixed attributes (numeric and categori-
cal). Class 1 contains 700 patterns, while class 2 contains 300 patterns. It has no missing 
values and the 𝐼𝑅 index is 2.33, which indicates that the dataset is imbalanced. 

Iranian credit 
This dataset classifies people described by a set of attributes that represent cases of 

people who are good customers (950 patterns) and bad customers in terms of paying their 
credit (633 patterns) in an Iranian private bank. In total the dataset contains 1583 patterns 
containing 28 mixed attributes (numeric and categorical) [28]. It has no missing values 
and the 𝐼𝑅 index is 1.50, which indicates that the dataset is balanced. 

Qualitative bankruptcy 
With this dataset it is possible to predict a future bankruptcy based on qualitative 

attributes [30]. There are two classes, bankruptcy cases (107 patterns) and non-bankruptcy 
cases (143 patterns). In total the dataset contains 250 patterns that contain six categorical 
attributes). It has no missing values and the 𝐼𝑅 index is 1.33, which indicates that the da-
taset is balanced. 

Table 1 contains a summary (in alphabetical order) of the specifications for the eight 
datasets. 

Table 1. Specifications of the datasets (in alphabetical order). 

Dataset Number of 
Patterns 

Number of 
Features  

IR  Number 
of Classes 

Australian credit approval 690 14 1.24 2 
Bank 4521 16 7.67 2 

Bank additional 4119 20 8.13 2 
Banknote authentication 1372  4 1.24   2 

Credit Approval 690 15 1.24 2 
German credit data 1000 24 2.33 2 

Iranian credit 1583 28 1.50 2 
Qualitative bankruptcy 250 6 1.33 2 

4.2. State of the Art Classifiers for Comparison 
This subsection contains brief descriptions of five of the most important classifiers of 

the state of the art, which were implemented on the WEKA platform [31]. These are the 
classification algorithms against which our proposal, the D1-NN classifier, will be com-
pared. 

Naïve Bayes 
The Naïve Bayes classifier [36] is a probabilistic algorithm with a superstructure 

based on Bayes’ theorem. The classifier assumes that the features are independent of each 
other, and that is why it contains the word “naïve” in its name. 

Nearest Neighbor (kNN) 
This is one of the first supervised classifiers [14], and despite its simplicity, has very 

good performance. Nearest neighbor is an instance-based classifier, which uses dissimi-
larity or distance functions to select the closest instance to the pattern to classify. 

Logistic Regression (Logistic) 
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Logistic regression is a statistical learning technique [31], used for both regression 
and classification problems. It has been widely used, and has a small computational com-
plexity. 

Multi-Layer Perceptron (MLP) 
The multi-layer perceptron with backpropagation classifier [37] is an artificial neural 

network consisting of multiple layers, which allows solving non-linear problems. Alt-
hough neural networks have many advantages, they also have their limitations. If the 
model is not trained correctly, it can give inaccurate results, in addition to the fact that the 
functions only look for local minima, which causes the training to stop even without hav-
ing reached the percentage of allowed error. 

Support Vector Machines (SVM) 
The optimization of analytical functions serves as a theoretical basis in the design and 

operation of SVM models, which attempts to find the maximum margin hyperplane to 
separate the classes in the attribute space. SVMs [38] continue to occupy the first places in 
performance in classification problems. The relevance of SVMs has been emphasized as 
one of the most appreciated classifiers by the international scientific community. For this 
reason, we have included a representative model of the SVM in the experimental section 
of this paper. 

Adaptive Boosting (AdaBoost) 
Ensemble classifiers are methods which aggregate the predictions of a number of di-

verse base classifiers in order to produce a more accurate predictor, with the idea being 
that “many heads think better than one”. Ensemble models are valuable tools in pattern 
classification, routinely achieving excellent results on complex tasks. In this paper, we 
have selected a boosting ensemble, the AdaBoost algorithm [39]. 

Table 2 contains a summary of the specifications for the five algorithms. 

Table 2. Algorithms against which the D1-NN classifier will be compared. 

Algorithm Conceptual Basis 
Naïve Bayes Bayesian theory 

kNN Instance-based 
Logistic Statistic-based 

MLP Artificial Neural Networks 
SVM Finding a kernel-based hyperplane 

AdaBoost Ensemble of classifiers 

4.3. Performance and Comparative Analysis 
In this subsection, the advantages of the proposal of this paper, the D1-NN classifier, 

are experimentally shown. It is necessary to carry out a systematic comparison of the per-
formance of the new classifier with the classifiers of the state of the art. For this purpose, 
eight datasets related to various aspects inherent to personal finance have been selected. 
The results obtained by the D1-NN are compared against some of the most important 
classifiers of the state of the art. The accuracy is computed as in Equation (3). The results 
are shown in Table 3. 

Table 3. Accuracy values (in %) obtained by the compared classifiers (best values in bold). 

Datasets Naïve Bayes Logistic kNN MLP SVM AdaBoost D1-NN 
Australian credit approval 77.10 86.52 80.72 84.34 55.50 86.08 82.89 

Bank 76.70 80.08 85.58 85.33 60.34 83.98 86.56 
Bank additional 76.80 85.76 86.25 88.01 76.63 86.58 91.38 

Banknote authentication 75.79 99.12 80.57 84.49 55.36 84.63 83.18 
Credit approval 83.89 86.52 99.85 100.00 100.00 94.09 99.92 

German credit data 71.78 77.00 73.58 71.61 63.37 75.55 71.69 
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Iranian credit 50.72 75.93 91.34 88.37 61.59 85.59 95.13 
Qualitative bankruptcy 98.00 99.20 99.60 99.20 99.60 99.60 99.60 

Average Accuracy 76.35 86.26 87.19 87.67 71.55 87.01 88.79 

The results obtained are very promising and are discussed in the next section. 

5. Discussion 
In conducting the experiment, we use the leave-one-out (LOO) validation method, 

which has the advantage that it is a deterministic method, without random biases [40]. 
This means that the result will never change, regardless how many times the algorithm is 
repeated. This validation method consists of taking a pattern from the test set dataset and 
the remaining of the patterns as a training or learning set. Once the test pattern has been 
classified, the extracted pattern is returned to the dataset and the following pattern is 
taken as the test pattern in the next iteration. 

From the analysis of the results in Table 3, it is possible to see really remarkable situ-
ations. It is at once obvious that the proposed classifier D1-NN is ranked first in FOUR of 
the EIGHT datasets (Bank, Bank additional, Iranian credit, and Qualitative bankruptcy). 
That is, the D1-NN is better than all other classifiers in 50% of the datasets with which the 
experiments were performed. 

Of the four remaining datasets where D1-NN did not rank first, in no case is it ranked 
last. It is fair to note that the behavior of the classifiers in the dataset Qualitative bank-
ruptcy is very particular. Certainly, in this dataset, the D1-NN classifier comes first. How-
ever, it is not the only one because there are three other classifiers that obtain the same 
accuracy value, and they also rank first. Those classifiers are: kNN, SVM, and AdaBoost. 
The parameters of all the compared classifiers are detailed in Table 4. 

Table 4. Parameters of the algorithms against which the D1-NN classifier is compared. 

Algorithm Parameters 
Naïve Bayes - 

kNN k = 1, Distance: Euclidean 
Logistic Statistic-based 

MLP 
Hidden layers: ௧௧௨௦ା௦௦௦ଶ , Learning rate: 0.2, Momentum: 0.2, Training time: 500, Valida-

tion threshold: 20 
SVM Kernel: polynomial, optimization: SMO [41] 

AdaBoost Ensemble size: 10, Base classifiers: C4.5 decision trees [42] 

D1-NN is the ONLY classifier of the seven compared that ranks first in four of the 
eight datasets, the next is logistic regression with three first ranks. In this context, it is 
worth emphasizing the consistency of the results exhibited by the proposed D1-NN clas-
sifier. Furthermore, it is important to note that the D1-NN, being a simple classifier, com-
petes successfully with AdaBoost which is not a simple classifier, but an ensemble where 
many simple classifiers work in a collaborative environment. 

In contrast to the consistency exhibited by the D1-NN classifier, there is one classifier 
among the six compared, whose behavior is worth mentioning. It is about SVM, which is 
based on statistical learning theory and optimization of analytical functions, and which is 
one of the most appreciated models in machine learning, artificial intelligence, data min-
ing and related areas. In the experimental results of Table 3, the SVM model has erratic 
behavior. On the one hand, it exhibits 100% performance in the credit approval dataset 
and therefore comes first in this dataset. However, it comes last in five of the eight da-
tasets. 
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6. Conclusions 
The creation and successful testing of the new D1-NN algorithm clearly indicates a 

situation in scientific research. From the results, it is concluded that it is always possible 
to improve long-lived and classic algorithms such as kNN. This situation represents good 
news for those who use machine learning to support decision-making in different activi-
ties of the human being, where personal finances excel for obvious reasons. 

The analysis and reflections that were included in the text in relation to Table 3, 
seemed to indicate a broad superiority of the proposed D1-NN algorithm over the other 
six algorithms selected from the state of the art, which constitutes a contribution to aca-
demic research. The main limitation of our study is the number of datasets used, and we 
want to increase this in the future. As future short-term work, it is proposed to extend the 
D1-NN algorithm to a family of Dk-NN algorithms, where not only one neighbor is con-
sidered to make the decision, but k-nearest neighbors. 
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