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Abstract: Recently, the worldwide COVID-19 pandemic has led to an increasing demand for online education platforms. However, it is challenging to correctly choose course content from among many online education resources due to the differences in users’ knowledge structures. Therefore, a course recommender system has the essential role of improving the learning efficiency of users. At present, many online education platforms have built diverse recommender systems that utilize traditional data mining methods, such as Collaborative Filtering (CF). Despite the development and contributions of many recommender systems based on CF, diverse deep learning models for personalized recommendation are being studied because of problems such as sparsity and scalability. Therefore, to solve traditional recommendation problems, this study proposes a novel deep learning-based course recommender system (DECOR), which elaborately captures high-level user behaviors and course attribute features. The DECOR model can reduce information overload, solve high-dimensional data sparsity problems, and achieve high feature information extraction performance. We perform several experiments utilizing real-world datasets to evaluate the DECOR model’s performance compared with that of traditional recommendation approaches. The experimental results indicate that the DECOR model offers better and more robust recommendation performance than the traditional methods.
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1. Introduction

The development of internet technology has increased the available amounts of several types of data and has resulted in an information overload problem [1,2]. Recommender systems are widely utilized in internet applications to help users find their favorite items or services when they face too many options or too much information [3]. Recently, in preparation for the post-COVID era, the global education market has accelerated its transition from offline education to online education [4,5]. As the online education market proliferates, online course websites such as edX, Coursera and K-MOOC are becoming widespread and seeing increasing numbers of subscribers. Therefore, the range of course-related information available to users is increasing rapidly [6]. Several studies show that users face difficult situational problems due to the large amount of information available when choosing a course on an online education website [7,8]. This selection process is challenging and time-consuming when choosing their preferred course on such websites. The valuable information provided by a course recommender system can include relevant resource information such as job opportunities and the users’ interests. Therefore, course recommender systems on online education websites must utilize diverse resources to match each user’s individual goals, interests, and knowledge structure [9].

The process of user choosing personalized course can be highly challenging and complex. Above all, as of recently, the user can easily find information related to courses on an online education website [10]. However, the availability of more course information on an
online education website does not mean that users can choose personalized courses [11]. Instead, users may face the challenge of too many alternatives and information overload problems when using such websites [9]. Deep learning techniques have recently received much attention from several domains due to their higher performance than that of traditional techniques. Many studies have recently conducted deep learning approaches on recommender systems to enhance their performance [12]. However, few studies make personalized recommendations that utilize comprehensive information about the relevant online education domain. One of these studies’ motivations is to help users for finding and choosing their preferred courses. Much course information continues to be uploaded on online education websites, and therefore, the recommendation of personalized courses for users is a significant challenge. Many online education websites have built course recommender systems based on traditional data mining approaches, such as Collaborative Filtering (CF), the association rules approach, and the most representative analysis technique [9,13–15]. While the previously developed course recommendation approach is highly effective and useful, it possesses certain significant limitations. First, a previous study has shown that recommender systems based on memory-based models that utilize user-item interactions do not meet individual users’ personalized requirements. The most popular memory-based approach (e.g., CF) predicts user preferences from historical actions such as clicking, rating, and viewing. However, this approach only models the action itself without understanding the user behavior motivation. Second, the traditional approach has cold-start problems, where new users lack past data that could be used by the system to make recommendations. Another issue is the first-start problem by which a system cannot make recommendations until a user provides a preference rating. Another limitation of the previously developed recommendation approach is that it does not consider comprehensive information about the user’s most relevant courses. For example, users choose courses based on information such as subjects, future careers, and certificates. Categorizing users’ individual needs and areas of interest can recommend appropriate courses. It can help users choose personalized courses by integrating different data features and developing establish valuable course-related information. This is a motivation to develop a novel approach to overcome overload information and gain comprehensive knowledge of recommended items. The following research issues need to be addressed: First, integrate all available information about the course (e.g., job opportunities, user interests) and build relationships between the relevant information. Second, it needs to use all integrated information to recommend personalized courses that best suit users’ individual needs.

Therefore, this study proposes a novel deep learning-based course recommender system (DECOR) model that can elaborate extract high-level user behaviors and course attribute features. The DECOR model can help users find their preferred courses, solve high-dimensional sparsity problems, and achieve higher feature information extraction performance than that of the traditional method. The DECOR model can also represent the interior features of attribute information structures in a relatively complex form. A user behavior extraction (UBE) module captures user behavior features, and a course attribute extraction (CAE) module captures course attribute feature information. A preference information regression (PIR) module integrates user behavior features and course attribute features into the obtained interaction features. We also conduct several experiments to evaluate the DECOR model’s performance compared to that of the traditional recommendation approach using real-world datasets from the Korean education domain. The experimental results indicate that the proposed DECOR model provides better recommendation performance than existing methods. The main contributions of this study are as follows:

- The DECOR model proposed in this study effectively learns the interaction features between user behaviors and course attributes to solve the information overload and data sparsity problems.
- This study proposes a principled approach to integrating additional user and course feature information into the interaction features, thereby fully utilizing the combined information obtained from the user and course interaction features. The UBE module,
CAE module, and PIR module components are very flexible and modular, so they can be effectively adapted to the DECOR model.

- The study conducts several experiments utilizing real-world education datasets to demonstrate the DECOR model’s effectiveness compared with that of the traditional recommendation approach. Additionally, we explore the proposed methodology’s significance in the online education domain with a real-world dataset.

The remainder of this study is organized as follows: Section 2 discusses related work on traditional recommender systems, deep learning techniques in recommender systems, and course recommender systems. Section 3 discusses the framework of the DECOR model and its components in detail. Section 4 describes the utilized experimental datasets and parameter settings and discusses the results of this study in detail. Section 5 summarizes the study, describes its limitations, and presents ideas for future work.

2. Related Work

2.1. Traditional Recommender System

The development of internet technology has increased the available amounts of several types of data and has resulted in an information overload problem. Therefore, recommender systems are widely used in various application domains to help users find their favorite items or services [1,13,16]. Recommender system techniques and algorithms have been proposed in various fields, such as information search, marketing, education, and economics [13,17], which means they are exciting and valuable for both the academic and business worlds [13,18,19]. They have become increasingly popular since the mid-1990s, and they provide solutions to information overload problems on online platforms [20].

In a previous study, recommender systems were divided into Content-based Filtering (CBF) methods and CF-based methods [17]. CBF is a traditional approach that is applied when solving information overload problems [21,22]. It has been used for analyzing item contents and the similarities between items and user preferences to recommend suitable items. Consequently, this method has an overspecialization issue, in which items similar to those previously purchased are recommended [23,24]. The CBF approach recommends similar content to that which the user liked in the past, and unlike the CF approach, it does not make recommendations that utilize other users’ preferences. The recommendation process of CBF involves finding similarities between user profiles and item features. This method can solve the first-start problem because items with the preferred item attributes are recommended to users. Another approach, CF, is a widely utilized technique in recommender system studies [13]. The idea of this approach is to calculate the similarities between neighborhoods and match users with relevant preferences to provide recommendations [25]. CF approaches are mainly divided into memory-based and model-based approaches [26,27]. Memory-based CF approaches are subdivided into user-based collaborative filtering (UCF) and item-based collaborative filtering (ICF) [17]. The UCF approach compares the ratings of the same items to calculate similarities between users. The item prediction for a given user is calculated as the weighted average of all users’ evaluations of the item. The weights here are the similarities between these customers and the target items [13,17]. Conversely, the ICF approach uses the similarities between items to calculate predictions [28]. Model-based CF approaches utilize machine learning or data mining techniques to enhance model performance [13]. The strength of these approaches is that they use pretrained models and can quickly make recommendations. Additionally, they have proven capable of making recommendation results similar to those output by neighborhood-based recommendation techniques [28]. Typical model-based approaches include dimensionality reduction techniques such as singular value decomposition (SVD), regression, and clustering [3,17]. A model-based approach utilizes user-item interactions to capture the relationships between items and solve some of the sparsity issues associated with recommender systems [17].

Despite the success of CF approaches, some problems have been revealed. Such an approach essentially makes suitable recommendations based on users’ preferences. How-
ever, recommender systems experience cold-start problems when encountering new users, as there are insufficient data for measuring similarities. Therefore, these systems cannot predict users’ preferences [17]. Furthermore, there is a first-start problem in which users’ preferred items cannot be recommended because they have not yet been purchased [17]. There is also a scalability problem that slows down a CF algorithm’s computation process as the data become increasingly extensive. Most studies have recently started to apply deep learning techniques for recommender systems that can maximize each method’s advantages, supplement the CF approaches’ disadvantages, and effectively utilize various kinds of information [12].

2.2. Deep Learning Technique in Recommender System

Deep learning techniques have recently shown significant improvements over traditional techniques in several domains, such as image processing, computer vision, feature classification, and Natural Language Processing (NLP) [29,30]. Thus, many studies have begun to apply deep learning techniques in recommender systems in recent years. The strength of deep learning techniques is that they can provide effective solutions for overcoming the limitations of traditional approaches, such as accuracy, sparsity, and scalability. Therefore, the application of deep learning techniques in recommender systems has become a popular and important research topic [12,31].

Recently, several recommender system studies have applied deep learning techniques to enhance their recommendation performance [12]. Deep learning techniques can add nonlinear transformations to traditional recommendation approaches, thereby capturing complex user-item relationship representations [12,32]. In most cases, the conventional recommendation approaches consider the interactions between users and items. The Matrix Factorization (MF) approach divides the user-item matrix into user and item latent factors in a lower-dimensional space. It is essential to apply deep learning techniques for capturing the complex interactions between users and items [12]. Lian, et al. [33] proposed a cross-domain recommender system that combines collaborative filtering and content-based filtering through a neural network. Xue, et al. [34] proposed a DeepICF framework that utilizes a Multi-layer Perceptron (MLP) to effectively model the higher-order relationships among items. The results showed that the performances of DeepICF methods are superior to those of traditional item-based CF approaches. Additionally, Fu, et al. [35] proposed a CF framework that consists of learning the low-dimensional feature vectors of users and items and predicting ratings by applying Feed-forward Neural Networks (FFNNs) to model the interactions between users and items. The results showed that the proposed model was more effective than the traditional recommender system. Kiran, et al. [36] proposed a hybrid recommender system that applies embedding techniques to learn nonlinear interaction factors and integrate user and item feature information. The results showed that the proposed method exhibited better prediction performance than that of traditional recommender systems. Lian, et al. [37] proposed an eXtreme deep factorization machine to model explicit and implicit functional interactions to jointly improve DeepFM. The results showed that the machine outperformed state-of-the-art models. He and Chua [38] proposed regularizing a model utilizing dropout and batch normalization approaches and replacing the interaction component by applying an MLP. Additionally, a popular method called wide & deep learning is used in recommendation applications, and it can solve both regression and classification problems [39]. The wide learning component is a single-layer perceptron and can also be considered a generalized linear model. The deep learning component is an MLP. The reason for combining these two components is that the joint system can capture both memorization and generalization features. This approach can enhance recommendation performance, such as in terms of accuracy and diversity. By extending this model, Covington, et al. [40] proposed a YouTube recommender system by applying MLPs. Two deep MLPs can be found in the architecture of the proposed YouTube recommender system. The first deep MLP model is used for candidate generation, and the second model is used for ranking. The results showed that the new collaborative deep
filtering method outperforms the previous YouTube recommender system, which was implemented using the MF approach. Alashkar, et al. [41] has been proposed makeup recommendation algorithms by applying MLP. This approach applies the MLP model to expert rules and labeled examples, proposing makeup recommendation algorithms by applying an MLP. This approach applies an MLP model to expert rules and labeled examples. The parameters minimize the differences between the outputs and perform updates simultaneously. This approach demonstrates the effectiveness of adopting expertise to guide the learning processes of recommendation algorithms under an MLP framework.

When applying deep learning techniques in recommender systems, better performance is achieved than that of traditional recommender systems. However, few studies have explored the application of deep learning techniques in course recommendations for online education websites. This study examines the significance of a deep learning technique in terms of improving the performance of course recommender systems [12].

2.3. Course Recommender System

A previous study showed that users are overloaded by the large amount of available information when choosing a course [10,42]. Currently, the range of course-related information available to users is still rapidly increasing. Therefore, recommender systems for online education platforms are essential because they provide personalized course resources through user-course interactions [10]. Thus, the application of recommender systems in online education platforms has become a vital research domain [43,44]. In this regard, deep learning techniques might develop and imitate human decision-making and reasoning processes to minimize the uncertainty of effective learning and ensure lifelong learning mechanisms. Al-Badarenah and Alsakran [45] showed that course choices are influenced by user backgrounds and their personal or career interests. However, offering more course information on university websites does not necessarily suggest that users have the cognitive ability to evaluate them all as alternatives. Instead, this situation confronts users with a problem usually termed “information overload” [46]. It is challenging for students to evaluate all course alternatives themselves, even when search tools do exist. How to automatically find relevant courses to match students’ needs is a pressing problem [42]. Course recommender systems have made progress in helping users explore suitable courses. Outstanding results have been achieved in terms of establishing course recommender systems based on collaborative filtering approaches [47,48]. Additionally, Farzan and Brusilovsky [49] proposed a course recommender system that uses the social navigation method to make recommendations that take advantage of users’ career choices. This approach focuses on collecting explicit feedback from users implicitly as part of their natural communication system. The system’s basic and obvious advantage to users is a course administration system that stores information about courses they have chosen and facilitates communication with their advisors. Chen, et al. [50] proposed a personalized E-Learning recommender system based on item response theory (PEL-IRT). This recommendation approach considers the difficulty of course material and the user’s ability to recommend a suitable course. Users can select course categories and units and use relevant keywords to search for suitable course material. When browsing recommended course material and information, the user answers the system’s questionnaires so that the system can evaluate their ability and the appropriate course material difficulty level. Many studies have recently found that personalization is an essential factor for increasing recommendation performance and information retrieval [9,51]. Punj and Moore [52] realized that a recommender system that can filter and integrate information and offer feedback influences user decisions more than agents that are only aware of alternative options. In their research, relevant course recommendations were obtained by integrating helpful information from multiple valuable sources, such as job sites, social networks, and other related educational data sources [10]. O’Mahony and Smyth [53] proposed a course recommendation approach that applies an item-based CF technique that is widely used in recommender system studies. This method aims to enhance the online course selection
process by recommending personalized courses to users. The result shows that it can increase performance in terms of several metrics. Recent course recommender system studies have focused on usage in university curricula. Xiaoquan and Zhang [54] proposed a course recommender system based on CF techniques for professional users in civil engineering. Additionally, Liu, et al. [55] proposed a personalized recommender system for university physical education courses. A previous study showed that applying recommendation techniques in the education field can facilitate teaching and learning processes. Given the importance of education, the application of recommender systems can increase users’ learning efficiency and recommendation validity. All the above studies highlight the importance of course recommender systems in the education field. However, since most course recommender systems use traditional data mining techniques, there is a limit to input various types of information about courses or students enrolled. Moreover, since the traditional recommender system based on CF and CBF has limitations such as a scalability problem, sparsity problem or the cold start problem, it is necessary to develop a course recommender system based on the deep learning technique that is growing rapidly. Therefore, this study proposes a novel course recommender system that utilizes a deep learning technique to extract high-level user behaviors and course attribute features. It recommends personalized courses to users that consider individual needs, interests, and job experience and therefore support the decision-making process. Simultaneously, the proposed method reduces information overload and heterogeneity in relevant course search results by applying deep learning-based technology. Accordingly, this creates the need for a course recommender system that automatically excludes unrelated courses and allows users to see only the most appropriate options that are suitable for users’ needs.

3. DECOR: A Deep Learning-Based Course Recommender System

We propose a novel DECOR model to provide personalized course recommendation services on online education websites. The DECOR model aims to reduce information overload and solve high-dimensional sparsity problems in the field of course recommendation. Additionally, it can capture high-level user behaviors and course attributes using multiple real-world data sources. The user behavior aspect includes four features: users, jobs, certificates, and language skills. Additionally, the course attribute aspect includes two features: courses and subjects. The DECOR model can predict each user’s preference by learning latent features from user behaviors and course attributes. We first describe the DECOR model’s problem formulation and framework in Sections 3.1 and 3.2, respectively. The developed UBE module, CAE module, and PIR module are described in Sections 3.3–3.5, respectively.

3.1. Problem Formulation

This study collects information from user behavior features and course attribute features that express users’ interests and preferences in the online education domain. Let define $U$ and $V$ be the sets of users and courses and the binary user-course matrix $Y \in \mathbb{R}^{|U| \times |V|}$. Where $Y$ indicates whether the user $u$ takes the course $v$ and if the user $u$ has a taking record for course $v$, then $Y = 1$; otherwise, $Y = 0$. The goal of recommendations for implicit feedback is to generate a course list based on the user’s preference.

$$Y_{uv} = \begin{cases} 1, & \text{if user } u \text{ takes course } v \\ 0, & \text{otherwise.} \end{cases} \quad (1)$$

To recommend a personalized course for users on the online website, it should consider additional information such as subject, job, and language skills. As discussed above, additional information can help improve the recommendation performance. Therefore, we define the collected dataset as follows. Suppose we are given a set of user behavior features $U = (U, J, C, L)$, where $U = \{u_1, u_2, \cdots, u_{|U|}\}$ indicates the set of users,
\[ J = \{ j_1, j_2, \ldots, j_{|J|} \} \] indicates the set of jobs, \( C = \{ c_1, c_2, \ldots, c_{|C|} \} \) indicates the set of certificates and \( L = \{ l_1, l_2, \ldots, l_{|L|} \} \) indicates the set of language skills. Here, \(|U|, |J|, |C| \) and \(|L|\) indicate the numbers of users, jobs, certificates, and language skills, respectively. \( \mathcal{U} \) indicates the set of user behavior features, where each feature is indicated as a specific instance \((u, j, c, l)\), \( u \in \mathcal{U}, j \in J, c \in C, \) and \( l \in L; u \) indicates a user, \( j \) indicates a job, \( c \) indicates a certificate, and \( l \) indicates language skills. We also define the course attribute feature as \( C = (V, M) \), where \( V = \{ v_1, v_2, \ldots, v_{|V|} \} \) indicates the set of courses and \( M = \{ m_1, m_2, \ldots, m_{|M|} \} \) indicates the set of subjects. Here, \(|V|\) and \(|M|\) indicate the numbers of courses and subjects, respectively. Additionally, \( \mathcal{C} \) indicates the set of course attribute features and is indicated as \((v, m)\); \( v \in V \) and \( m \in M \), where \( v \) indicates the course and \( m \) indicates the subject, respectively. The DECOR model utilizes a user behavior feature \( \mathcal{U} \), and a course attribute feature \( \mathcal{C} \) to predict the probability that user \( u \) will interact with the course \( v \). Therefore, this model can be defined as a predictive function \( \hat{y}_{uv} = \mathcal{F}(u, v; \Theta, \mathcal{U}, \mathcal{C}) \), where \( \Theta \) indicates the model parameters of function \( \mathcal{F} \).

### 3.2. Framework

The architecture of the DECOR model is shown in Figure 1. The DECOR model consists of two parallel submodules, the UBE module and the CAE module, and a main module, the PIR module. The DECOR model utilizes user behavior features \( \mathcal{U} \) and course attribute features \( \mathcal{C} \) as inputs. Additionally, the model outputs the predicted probability that user \( u \) will choose course \( v \). The UBE module is an FFNN used to capture high-level user behavior features and learn complex relationships. Similarly, the CAE module is used to learn high-level course attribute features. The PIR module integrates the high-level representation features obtained from the UBE and CAE modules into an end-to-end process to implement ensemble learning. The following three sections describe each module of the architecture specifically.

**Figure 1.** Overview of the proposed DECOR model framework.

#### 3.3. UBE Module

The UBE module is an FFNN utilized to capture high-level user behavior features. The original user behavior feature vectors are highly sparse and high-dimensional, and they contain categorical and continuous values. Therefore, an input vector is converted to a low-dimensional, and dense real-valued vector called an embedding vector through the embedding layer and fed into the neural network’s hidden layers in a forward pass.
This study follows the common strategy from a previous study \cite{39,56} that integrates all user behavior feature embeddings into the UBE module for high-level feature learning to enhance the model’s recommendation performance. Accordingly, we first employ one-hot encoding when has given a user $u$, their job $j$, their certificate $c$, and their language skill $l$. Let $v^U_u$, $v^J_j$, $v^C_c$, and $v^L_l$ be the feature vector for user $u$, job $j$, certificate $c$, and language skill $l$, respectively. We can obtain user behavior feature embeddings $p_u$, $q_j$, $s_c$, and $z_l$ as follows:

\begin{align*}
    p_u &= P^T v^U_u, \\ 
    q_j &= Q^T v^J_j, \\ 
    s_c &= S^T v^C_c, \\ 
    z_l &= Z^T v^L_l,
\end{align*}

where $P \in \mathbb{R}^{|U| \times D}$, $Q \in \mathbb{R}^{|J| \times D}$, $S \in \mathbb{R}^{|C| \times D}$, and $Z \in \mathbb{R}^{|L| \times D}$ indicate the embedding matrix for user, job, certificate, and language skill, respectively; $D$, $|U|$, $|J|$, $|C|$, and $|L|$ denote embedding size, the numbers of user, numbers of job, numbers of certificate, and numbers of language skill, respectively. Then, these latent vector representations are concatenated and fed into the hidden layer of the UBE module; this process is defined as:

\begin{align*}
    \kappa^{(0)} &= \phi_c (p_u, q_j, s_c, z_l) = \left[ \begin{array}{c} p_u \\ q_j \\ s_c \\ z_l \end{array} \right],
\end{align*}

where $\kappa^{(0)}$ is the concatenated latent vector of user $u$, job $j$, certificate $c$, and language skill $l$. We utilize concatenation because it can minimize the loss of information. Then, $\kappa^{(0)}$ is fed into the hidden layer, and this process is defined as:

\begin{align*}
    \kappa^{(1)} &= \sigma_1 (W^{(1)}_{UBE} \kappa^{(0)} + b^{(1)}_{UBE}), \\
    \vdots \\
    \kappa^{(\ell)} &= \sigma_\ell (W^{(\ell)}_{UBE} \kappa^{(\ell-1)} + b^{(\ell)}_{UBE}),
\end{align*}

where $\ell$ is the layer number; $\sigma$ is an activation function; and $\kappa^{(\ell)}$, $W^{(\ell)}_{UBE}$, and $b^{(\ell)}_{UBE}$ indicate the output, model weight, and bias of the $\ell$-th layer, respectively. The activation function utilizes Rectified Linear Unit (ReLU) activation functions in the first two hidden layers. The final hidden layer utilizes a tanh activation function that is consistent with the course attribute latent feature layer. The learned features in the UBE module represent the latent representations of user behaviors. The ReLU and tanh activation functions are defined as:

\begin{align*}
    \text{ReLU}(x) &= \max(0, x), \\ 
    \text{tanh} &= \frac{e^x - e^{-x}}{e^x + e^{-x}}.
\end{align*}

### 3.4. CAE Module

The CAE module is an FFNN utilized to capture high-level course attribute features. Additionally, the original course attribute vector is converted to an embedding vector through the embedding layer. As with the above UBE module strategy, we integrate all output embeddings of the course attribute features into a CAE module to improve the recommendation of the model performance. We employ one-hot encoding when has given a course $c$ and subject $m$. Let $v^V_v$ and $v^M_m$ be the feature vector for course $v$ and subject $m$. We can obtain course attribute feature embeddings $c_v$ and $h_m$ as follows:

\begin{align*}
    c_v &= C^T v^V_v,
\end{align*}
where $C \in \mathbb{R}^{|V| \times D}$ and $M \in \mathbb{R}^{|M| \times D}$ indicate the embedding matrix for the course and subject. $D$, $|V|$ and $|M|$ denote embedding size, the numbers of course, and numbers of subject, respectively. Then, these latent vectors are concatenated and fed into the hidden layer of the CAE module, and this process is defined as:

$$
\omega^{(0)} = \phi_{c}(c_v, h_m) = \begin{bmatrix} c_v \\ h_m \end{bmatrix},
$$

where $\omega^{(0)}$ is the concatenated latent vector of course $v$ and subject $m$. Then, $\omega^{(0)}$ is fed into the hidden layer, and this process is defined as:

$$
\omega^{(1)} = \sigma_1(W_{CAE}^{(1)} \omega^{(0)} + b_{CAE}^{(1)})
$$

$$
\vdots
$$

$$
\omega^{(\ell)} = \sigma_\ell(W_{CAE}^{(\ell)} \omega^{(\ell-1)} + b_{CAE}^{(\ell)})
$$

where $\ell$ is the layer number; $\sigma$ is an activation function; and $\omega^{(\ell)}$, $W_{CAE}^{(\ell)}$, and $b_{CAE}^{(\ell)}$ indicate the output, model weight, and bias of the $\ell$-th layer, respectively. As with the user behavior extractor, we utilize ReLU activation functions in the first two hidden layers. The final hidden layer utilizes a tanh activation function that is consistent with the user behavior latent feature layer. The learned features in the CAE module represent the latent representations of course attributes.

### 3.5. PIR Module

The UBE module and the CAE module capture the high-level latent features with the same dimensions. The PIR module also utilizes multiple layers to learn the high-level latent features of user behaviors and course attributes and incorporate them into the end-to-end process. All network parameters ($W^{(\ell)}$, $b^{(\ell)}$) are trained jointly for the combined model, which is defined as follows:

$$
g_{uv} = \text{sigmoid}(y_{UBE} + y_{CAE}),
$$

The proposed DECOR model mainly focuses on implicit feedback, and $g \in (0, 1)$ is a binary class label. In other words, the output of the DECOR model is the probability value of the course that the user has not yet taken. Based on probability value, the model finally recommends top courses to users in the order of the highest probability values. Additionally, $y_{UBE}$ is the output of the UBE module, and $y_{CAE}$ is the output of the CAE module. The sigmoid activation function is defined as:

$$
sigmoid(x) = \frac{1}{1 + e^{-x}},
$$

Finally, we define a loss function for the DECOR model and describe how to optimize the loss function. The DECOR model outputs the predicted rating $y_{uv}$ for each $(u, v)$ pair. Considering recommendations for implicit feedback, user ratings can be regarded as labels for the user-course interaction. Where 1 denotes user-course interaction is observed, and 0 denotes otherwise. To address the absence of negative data, we sampled negative instances from an unobserved course [32,57]. The predicted $y_{uv}$ can be regarded as the possibility of user interaction with a course. Therefore, the predicted $y_{uv}$ is constrained to a range between 0 and 1 using the sigmoid activation function. The loss function can be defined as follows:

$$
L(y_{uv}, \hat{y}_{uv}) = \sum_{(u,v) \in \chi} (y_{uv} - \hat{y}_{uv})^2 + \frac{\lambda}{2} \| \Theta \|^2,
$$

where $\chi$ is the observation set.
where \( y_{uv} \) and \( \hat{y}_{uv} \) indicate the actual value and predicted value, respectively. \( \Theta \) indicates the set of parameters, and \( \lambda \) is a regularization parameter used to prevent overfitting. Additionally, \( \chi \) denotes a series of training datasets consisting of positive and negative feedback.

4. Experiments

4.1. Dataset and Evaluation Metric

In this section, we specifically describe the datasets used in this study. To evaluate the performance of the proposed DECOR model, we collected a dataset consisting of user behaviors and course attributes from a Korean online recruitment website and an online certificate website, respectively. The dataset collection process is shown in Figure 2. The dataset was collected from 891 users on 11,099 courses with a sparsity of 99.73%. The descriptive statistics of the collection datasets are summarized in Table 1. The dataset also contained 26,115 interactions between five criteria: jobs, certificates, language skills, and subjects, in addition to user ID and course ID information. Specifically, there were 25 job information, 15 language skill information, 235 certificate information, and 45 subject information types. Each interaction denoted whether the user had taken the course.

![Figure 2. Dataset collection process.](image)

<table>
<thead>
<tr>
<th>Attribute Name</th>
<th>Attribute Type</th>
<th>Description</th>
<th>Example</th>
<th>Number of Attribute</th>
</tr>
</thead>
<tbody>
<tr>
<td>User ID</td>
<td>String</td>
<td>Unique identifier ID for the user</td>
<td>“A23123”</td>
<td>891</td>
</tr>
<tr>
<td>Job ID</td>
<td>Integer</td>
<td>Desired job ID of the user</td>
<td>20</td>
<td>25</td>
</tr>
<tr>
<td>Certificate</td>
<td>String</td>
<td>Title of Certificate of the user</td>
<td>“OCP”</td>
<td>15</td>
</tr>
<tr>
<td>Language Skill</td>
<td>String</td>
<td>Type of Language skill</td>
<td>“HSK 6”</td>
<td>235</td>
</tr>
<tr>
<td>Course ID</td>
<td>Integer</td>
<td>Unique identifier ID for the course</td>
<td>3432</td>
<td>11,099</td>
</tr>
<tr>
<td>Subject</td>
<td>String</td>
<td>Subject name that user taken a course</td>
<td>“Department of Management”</td>
<td>45</td>
</tr>
</tbody>
</table>

To evaluate the performance of the DECOR model, we adopted the leave-one-out evaluation technique, which has been widely used in several studies [57,58]. We held out the users’ latest interactions as the test dataset and utilized the remaining data for the model training dataset. This study followed a strategy that is common in current studies because it used too much time to rank all features for all users during the model evaluation [59,60]. This strategy randomly samples 50 courses that do not interact with the user and ranks the test items among the 50 total items. To evaluate the performance of the recommendation list, we will rank the list and return the top \( K \) ones as recommendations. We adopted the Hit Ratio (HR) at a rank \( K \) and Normalized Discounted Cumulative Gain.
(NDCG) at a rank $K$ metrics to evaluate the performance of a ranked list $[61,62]$. When making the recommendation list, we generated the top $K$ items for each user. If the test item was present in the top $K$ list, it was called a hit. When $N$ is the number of test sets, the HR is computed as follows:

$$HR@K = \frac{\text{Number of Hits@}K}{N},$$  \hspace{1cm} (17)

The HR is a recall-based metric, so it does not reflect the accuracy of critical top ranks. To overcome this, we also adopted the NDCG, which explains the hits’ position by assigning higher scores to hits with higher ranks. The NDCG is computed as follows:

$$NDCG@K = \sum_{i=1}^{K} \frac{2^r_i - 1}{\log_2(i+1)},$$  \hspace{1cm} (18)

where $r_i$ is the graded binary relevance of the item at position $i$. If the test item was present in the top $K$ list, $r_i$ became 1; it became 0 otherwise. For both metrics, a higher value indicates better recommendation performance. We calculated both metrics for each user and reported the average score.

4.2. Baselines and Settings

This study evaluated the proposed model’s performance compared with that of the most popular algorithms in recommendation studies. We used state-of-the-art baseline methods such as ItemKNN, MF, and Neural Collaborative Filtering (NCF), and these methods were divided into memory-based, model-based, and deep learning-based approaches, respectively.

ItemKNN is a standard item-based CF method based on neighborhood models in recommender systems. It has been applied to Amazon $[63]$, MovieLens $[64]$, and other online recommendation applications to optimize their performance. We followed the settings in the existing literature to adapt ItemKNN to an implicit dataset and tested the method with several recommendation sizes $[65]$.

MF is an efficient model-based CF that obtains accurate recommendations, and it is easy to understand and implement. It also focuses on dimensionality reduction, where a reduced set of hidden factors contains user preferences $[62]$.

NCF is a deep neural network-based recommender system that can capture complex nonlinear interactions between users and items. Additionally, it utilizes embedding vectors representing users and items as the inputs for capturing user-item interactions. Furthermore, it only uses implicit feedback and a pointwise loss function $[32]$.

We also determined the impact of changing the number of latent factors (within $\{8, 16, 32, 64\}$) on model performance. The number of hidden layers was also equally set to $\{32, 16, 8\}$ for comparison with existing studies. We set the optimal learning rate in the model training process to $\{0.0001, 0.0005, 0.001, 0.005\}$ and conducted various experiments to change the parameters and optimize the proposed model. Based on the common strategy found in previous studies’, the proposed model for used an Adam optimizer. This study set the batch size to $\{32, 64, 128, 256, 512\}$ and then selected the optimal size. All experiments were conducted in a computer environment with 64 GB of memory and a 2080Ti GPU.

4.3. Performance Evaluation

4.3.1. Impact of Predictive Factors Number

In this section, we study the impact of changing the number of predictive factors on the model’s recommendation performance. Like those in most previous recommender system studies, the collected real-world datasets in this study were highly sparse and high-dimensional. Therefore, we converted the input feature vector into a low-dimensional dense latent factor vector. To determine the optimal number of predictive factors, we followed the standard strategy used in previous studies by performing experiments, where
the number of predictive factors was set to 8, 16, 32 and 64 [32]. For the MF, NCF, and DECOR models, the numbers of predictive factors equaled the numbers latent factors. Additionally, in the ItemKNN approach, we performed experiments with several neighborhood sizes and reported the best performance. Figure 3 shows the HR@10 and NDCG@10 performances of the models based on the number of predictive factors. Here, the HR metric indicates whether a given test item was in the top-10 list, and the NDCG metric assigns a higher weight to a test item with a higher rank to describe its position.

Figure 3. This figure shows the changes in model performance induced by changing the number of predictive factors: (a) HR@10 performance based on the number of predictive factors; (b) NDCG@10 performance based on the number of predictive factors.

The results of the experimental findings are discussed as follows. First, we can see that the proposed DÉCOR model exhibited the best performance on real-world datasets, outperforming the state-of-the-art approaches. Moreover, we found that both metrics indicate the same changing pattern. When the number of predictive factors was 32, the DÉCOR model indicated the best performance, outperforming the MF and NCF approaches. Furthermore, NCF and ItemKNN were followed by MF, where MF performed slightly better than NCF. Although MF exhibited a performance drop due to overfitting when the number of predictive factors was large, the performance of MF was better than that of NCF with smaller numbers of predictive factors. The results show that the DÉCOR model indicated high performance when integrating the UBE layer, capturing the user behavior features, and the CAE layer, capturing the course attribute features. Second, we found that the performance improved as the number of predictors increased. The best DÉCOR performance was reached when the number of predictive factors was 32. Additionally, when the predictive factor increased, the capture power of the latent factor-based model improved. Simultaneously, however, there was much noise, the model suffered overfitting problems, and the performance started to drop. Therefore, we need to set a correct number of predictive factors to optimize the model.

4.3.2. Impact of Recommendations List Size

In this section, we study the impact of recommendation list size changes on model recommendation performance. We conducted various experiments with several recommendation list sizes ranging from 1 to 10 while utilizing the optimized number of predictive factors to create a ranked list in terms of performance. Figure 4 shows the HR and NDCG performances of the models based on the recommendation list size. We discuss the results of our findings as follows. First, we found that HR and NDCG of all approaches improved as the number of recommendation list sizes increased. Additionally, the proposed DÉCOR model demonstrated consistent improvements over other approaches when using several recommendation lists sizes. The results show that the HR and NDCG of the baseline approaches improved as the number of recommendations lists increased. Second, the MF
approach outperformed the NCF approach in terms of all performance improvements. As in previous studies, the MF approach achieved higher performance when ranking recommendations. Finally, the traditional ItemKNN approach exhibited lower recommendation performance than that of the model-based approach, indicating that personalized recommendation prefers a model-based approach rather than a memory-based approach.

Figure 4. This figure shows the impact of recommendation size on performance: (a) Evaluation of HR, where K ranges from 1 to 10; (b) Evaluation of NDCG, where K ranges from 1 to 10.

4.3.3. Impact of Negative Sampling Size

In this section, we study the impact of changing the negative sampling ratio on model recommendation performance. The advantage of a pointwise log loss is that it can be set to a flexible negative sampling ratio. However, a pairwise objective function can be paired with only one negative sample. Therefore, we can easily set the number of negative samples for a pointwise loss. Negative sampling does not use all feature information when learning a model and selects and uses only some of this information. This study conducted several experiments with different numbers of negative samples ranging from 1 to 10 while utilizing the optimal number of predictive factors. Figure 5 indicates the HR@10 and NDCG@10 performances of the models with several negative sample sizes. We discuss the results as follows. First, this section studied the impact of the negative sampling ratio on the baseline model-based approach. We found that only one negative sample is insufficient for enhancing recommendation performance, and a greater negative sample should be used to improve the recommendation performance. Second, the DÉCOR approach exhibited better recommendation performance than the baseline approach under several numbers of negative samples. This result shows that the optimal number of negative samples ranges from approximately 3 to 6. When the number of negative samples was larger than 6, the performance of the DÉCOR approach decreased. We found that the performance worsened when the number of negative samples was set too high.
Figure 5. This figure shows the impact of a negative sampling ratio on performance: (a) HR@10 performance based on the number of negative sampling size; (b) NDCG@10 performance based on the number of negative sampling size.

5. Discussion and Conclusions

This study aims to solve the issue of information overload in the online education domain. Choosing a personalized course on an online education website may be incredibly tedious and complicated. Therefore, it is a real challenge to help users make the correct choices from among the many courses available that meet their requirements. Traditional methods based on data mining such as CF try to model the user’s preferences from user historical behavior such as clicking, rating, and viewing [9,66]. For example, CF only uses user, course, and enrolment information to model the behavior pattern. It is almost impossible to input comprehensive knowledge about a given course and does not address the recommendation process’s user requirements. Furthermore, when historical behavior records are sparse, the existing approach will result in a worse performance. This study proposed a novel DECOR model that can analyze the relationship between courses reasonably and efficiently, using all available information about the course (e.g., job opportunities, user interests, and so on). The experimental results indicate that the proposed DECOR model has better recommendation performance than traditional models, such as using only user, course, and preference. Although the amount of data we tested is not large, we believe that if we experiment with big data, better results will be obtained. This is because, according to the existing research results, when the data volume is very large, the deep learning technique produces better results than data mining.

This study focuses on the following three main aspects in the field of study of course recommender systems:
- Build a novel recommender system framework that can mitigate the information overload problem and restrict the number of user options to fewer alternatives.
- Propose a new approach for the extraction and integration of data from multiple sources, thereby mapping relevant information regarding a course to obtain comprehensive knowledge about the recommended items.
- Design and implement a deep learning-based recommender system that can analyze the relationship between courses reasonably and efficiently, using all available information about the course.
- Add significant contributions to overcoming user cold start challenges on traditional approaches. Also, such an approach integrating multiple attributes and applying deep learning techniques can improve the ability to find courses for the target user.

This study’s main contribution is that it offers a personalized course recommender system that mitigates the information overload problem by building a comprehensive framework, which supports the extraction and integration of data from multiple features. The proposed framework also utilizes deep learning techniques to enhance the recommendation performance of the system and solve the cold-start problem caused by new users.
The contribution of this study in terms of the expansion of the recommender system and the development of the e-learning industry is summarized as follows.

- This study contributes to the knowledge of existing recommender systems by addressing how to solve problems in general and why they still have shortcomings. From a scientific aspect, it makes relevant contributions in the emerging domain of deep learning-based recommender systems.

- A novel recommendation framework is proposed based on a deep learning technique containing user behavior information and course attribute information. The framework includes multiple feature integration and personalized course recommendations, and it provides suitable recommendations for user’s individual requirements. In summary, we developed deep learning-based hybrid recommendation algorithms designed to extract and integrate information from multiple features to improve recommendation performance by effectively solving the information overload and data sparsity problems.

- The proposed deep learning-based recommendation model is designed to extract and integrate information from multiple sources, enhancing recommendation quality and overcoming heterogeneity of course information. It can also be applied in diverse recommender system domains that change with the user’s interests and attribute features.

- We develop a personalized recommender system, evaluate its effectiveness, and compare it with state-of-the-art methods on real-world datasets. The proposed approach can be applied to other online education platforms such as K-MOOC, edX and Coursera for all users.

The developed deep learning-based recommendation approach for the online education website domain improves recommendation performance. There are, however, still certain limitations encountered when applying it to online education websites. First, building deep learning-based recommendation algorithms is a challenging and complicated process that requires knowledge engineering skills. Additionally, deep learning knowledge in the online education domain requires expertise in this area. Second, course recommender system studies in online education domains have been a major challenge for many researchers. This is due to the lack of publicly available standard datasets for evaluating recommender systems. Other domains, such as movies and books, have many public datasets that can be used for evaluation purposes. However, there are not enough public datasets for training domain recommender systems. Hence, the assessment of a course recommender system is challenging. Third, this study mainly reported results on technical aspects related to course recommendation algorithms. In other words, we not conducted behavioral studies when real users applied the algorithm proposed in this study. Future studies will improve the ability of the DECOR model to address the high-dimensionality and sparsity problems in practical online education platforms and will study more effective data reduction algorithms. Several experiments were conducted with a deep learning-based recommender system, and its performance was evaluated compared to that of other traditional recommender systems. Experimental results show that the utilized deep learning approach performs better than the conventional methods. Therefore, further study is needed to apply various other deep learning algorithms, such as a Convolutional Neural Network (CNN) and a Recurrent Neural Network (RNN). Furthermore, investigating how user behavior features and course attribute features influence course recommendation algorithms’ scalability and reliability will be another research area. Other feature interactions need to be considered in our future studies to develop highly personalized course recommendation algorithms. In addition, we will apply the proposed algorithm to the actual website for demonstration analysis. Through this work, we will effectively analyze the features that satisfy the actual user step by step.
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