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Abstract: In this research, a CFD solver is developed for solving the 2D/3D compressible flow
problem: the finite volume method based on multi-block structural grids is used to solve the
compressible Reynolds averaged Navier–Stokes equations (RANS). Included in the methodology are
multiple high-order reconstruction schemes, such as the 3rd-order MUSCL (Monotone Upstream-
centered Schemes for Conservation Laws), 5th-order WENO (Weight Essentially Non-Oscillatory),
and 5th-order MP (Monotonicity-Preserving) schemes. Of the variety of turbulence models that are
embedded, this solver is mainly based on the shear stress transport model (SST), which is compatible
with OpenMP/MPI parallel algorithms. This research uses the CFD solver to conduct steady-state
flow simulation for a two-dimensional supersonic inlet/isolator, incorporating these high-precision
reconstruction schemes to accurately capture the shock wave/expansion wave interaction and shock
wave/turbulent boundary layer interaction (SWTBLI), among other effects. By comparing the 2D/3D
computation results of the same inlet configuration, it is found that the 3D effects of the side wall
cannot be ignored due to the existing strong lateral flow near the corner. To obtain a more refined
turbulence simulation, the commercial software ANSYS Fluent 18.0 is used to carry out the detached
eddy simulation (DES) and the large eddy simulation (LES) of the same supersonic inlet, so as to
reveal the flow details near the separation area and boundary layers.

Keywords: supersonic inlet; shock wave; high-order reconstruction scheme; RANS/DES/LES

1. Introduction

As the main pressurizing components of the scramjet engine, the supersonic in-
let/isolator has a vital influence on the overall performance, and the geometric throat
section is usually used to divide the two. In the field of engineering, it is necessary to
design a series of shock wave structures to decelerate and pressurize the high-speed in-
coming flow, gradually reducing the supersonic airflow at the entrance to subsonic for
ramjets whose operating conditions are from Mach 2.5 to Mach 5.0, while the scramjet
whose operating conditions are always higher than Mach 5.0, and its inlets are designed
to provide supersonic airflow to the combustion process. For various flight conditions,
it is necessary to ensure sufficient and stable airflow under the premise of not affecting
the overall aerodynamic performance. The mixed compression supersonic inlet design
is often used by ramjet/scramjet, which is mainly composed of two components: an ex-
ternal compression part and an internal compression part. Due to the SWTBLI, shock
wave/expansion wave interaction and some other factors inside the inlet/isolator, the flow
state is extremely complicated.

So far, plenty of studies have been carried out on the supersonic inlet/isolator, which
are mainly divided into two categories: experimental research and numerical research.
The experimental research in this field is more demanding on equipment requirements,
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which makes operation and the guarantee of accuracy difficult. Herrmann et al. [1,2]
conducted an experimental study on a two-dimensional supersonic inlet/isolator. Both the
length of the isolator and the outlet back pressure were adjusted to observe the changes
in the isolator. By controlling the throttling degree at the outlet of the isolator to simulate
the application of back pressure, it is found that an increase in the length of the isolator
can reduce the pressure sensitivity of the inlet. Anderson et al. [3], and NASA Langley
Research Center [4] have also conducted series of experimental tests to study the effects of
different geometric parameters and flow control technologies on the overall performance
of supersonic inlet. These experiments allowed researchers to explore influence factors of
the inlet‘s start/unstart phenomenon and better understand the underlying physical mech-
anisms. However, it is hard to get more details of the flow fields inside the inlet/isolator
so as to further optimize the corresponding structures [5], and then many research teams
tried to study the inlet numerically.

With the development of computer performance, an increasing number of scholars
have chosen to use numerical simulation to predict the performance of the supersonic
inlet/isolator under different operating conditions. At present, the RANS-based CFD
solver is widely used in industry. NASA had proposed in 2010 that RANS would be
continuously and extensively used in the next 20–50 years [6]. Xu et al. [7] and Li et al. [8]
used the commercial CFD solver ANSYS Fluent to study the shock train movements inside
the supersonic inlet caused by the back pressure on the outlet boundary. Reardon et al. [9]
completed a 3D flow simulation of a two-dimensional supersonic inlet/isolator based on
CFD++ (mainly studying the starting performance), which indicated the turbulence models
can greatly affect the computational performance of the inlet and the subtle differences
between 2D and 3D computations have also been compared. He et al. [10] used ANSYS
Fluent to simulate the effect of ejecting flow on the supersonic inlet/isolator performance of
resisting the back pressure, and revealed the mechanism: the ejecting increases the mixing
of momentum, mass and energy to narrow the subsonic band and suppress the adverse
pressure gradient. Since 2009, CFD research has gradually started to use DES or LES to
perform simulations of the supersonic inlet/isolator so as to obtain a more refined flow
field structure and spatiotemporal correlation of turbulence. Morgan et al. [11] used LES
to simulate the normal shock train in a 3D constant-area isolator, and confirmed that the
isolator’s side wall has strong 3D effects. Due to the LES computational cost, this study only
conducted a relatively low Reynold (Re) flow simulation. Koo et al. [12] developed a LES
solver based on the conservative finite difference method, and carried out LES simulations
for a hypersonic inlet/isolator that was able to capture the large-scale features of the unstart
process, nearly identical to the experiment results. Although the current computing power
and storage capacity have been greatly improved, direct numerical simulation (DNS) of
the Navier–Stokes equation is still limited to solving some extremely simple configurations
with low Re, having no engineering application value. In 2014, NASA, together with
Boeing, Pratt and Whitney and other aerospace industry giants, released a vision of the
future development for CFD, which emphasized the use of LES for large-scale simulations
within the predictable range of computer computing power development (before 2030) is
still unrealistic [13], and the hybrid of RANS/LES algorithms provides a viable alternative,
of which DES is a typical representative.

To sum up, as far as the current level of computer development is concerned, RANS
will continue to be considered as the main method for CFD, but most of the popular CFD
commercial software’s highest spatial accuracy stops at 2nd or 3rd order, such as Fluent,
CFX, StarCCM++, and NUMECA. Only some of the in house CFD solvers can achieve
higher order accuracy. Therefore, this research concentrates on this aspect and develops
a high-performance CFD solver, which is based on multi-block structural grids with the
finite volume method to solve the compressible RANS equations, mainly using the LU-SGS
(steady-state)/dual-time step LU-SGS (transient-state) implicit time integration method.
These methods are integrated with high-order reconstruction schemes such as 3rd-order
MUSCL and 5th-order WENO/MP. A variety of flux computation schemes including FDS
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schemes (such as Godunov and Roe), FVS schemes (such as Steger Warming and HLLC),
and the mixed schemes (such as AUSM and AUSM+) are also embedded. Combined with
the k−ω SST turbulence model, this solver can be used to accurately capture the turbulent
flow details. For the purpose of improving computational efficiency, it is designed to
be compatible with MPI/OpenMP parallel algorithms, realizing the high-precision and
high-efficiency CFD simulation inside the supersonic inlet/isolator. In order to compare the
solutions of RANS/DES/LES, this paper uses the mainstream CFD commercial software
ANSYS Fluent 18.0 to achieve DES and LES simulations of this supersonic inlet/isolator
with the aim of capturing the detailed vortex structures.

2. RANS Computation Method
2.1. Governing Equations

This paper uses the finite volume method to solve the compressible RANS equations
in integral form:

∂

∂t

y

V

WdV +
{

∂V

FdS =
y

V

HdV, (1)

where W is the vector of the conservative variables, F is the normal flux at ∂V, and H is the
source term.

The field variables like density and pressure are decomposed by Reynolds averaging,
and considering the compressibility of high Re number flow, other variables like velocities
and temperature are decomposed into Favre-mean and fluctuating components by Favre
averaging. To make the equations look more concise, the symbols indicating the above
averaging methods are omitted in this paper. Since the compressible RANS introduces a
new unknown term in the governing equations: Reynolds stress, so it is necessary to add
the corresponding turbulence model to close the equations. RANS contains a variety of
turbulence models, which are roughly divided into two categories: the Reynolds stress
model and the eddy viscosity model. The latter is widely used due to its simplicity,
economy, robustness, easy implementation, and excellent performance. Eddy viscosity
models can be further classified as one-equation models (such as the Spalart–Allmaras
model [14]), two-equation models (such as the k− ε [15] and k− ω [16] models) and so
on. The k − ω SST model [17], which is adopted in this paper, has the best evaluation
performance among the current eddy viscosity models. It can adapt to the pressure gradient
changes and accurately simulate the flow near boundary layers through the wall function.
The model adopts the Wilcox k−ω model near the wall and the k− ε model at both the
edge of the boundary layer and the free shear layer, which combines the advantages of
these two turbulence models and is widely used in industry.

With the k−ω SST turbulence model, the vector W is presented as:

W = [ρ, ρU, ρE, ρk, ρω, ] (2)

where U = [u, v, w] is the velocity vector, ρ is the air density, E is the energy, k is the
turbulent kinetic energy, and ω is the specific dissipation rate. E is calculated based on the
following equation:

E = cvT +
1
2

(
u2 + v2 + w2

)
, (3)

where the cv is specific heat at constant volume.
The flux term F of viscous flow consists of two parts:

F = Fc + Fv, (4)
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where Fc is the inviscid flux, and Fv is the viscous flux. Each is defined as follows [18,19]:

Fc =


ρ(U−Us) · n

ρU(U−Us) · n + pn
ρE(U−Us) · n + pU · n

ρk(U−Us) · n
ρω(U−Us) · n,

 (5)

Fv =


0

τn
τU · n + (µ + µT/σk)Ok · n + KTOT · n

(µ + µT/σk)Ok · n
(µ + µT/σω)Oω · n,

 (6)

where the Us is the velocity vector of control volume’s boundary, p is the pressure, the O
operator is used to calculate the gradient, µT is the eddy viscosity, KT is the thermal
conductivity, and the positive direction of n is defined as pointing to the outside of the
control volume. Moreover, the σk and σω are constants determined by the standard k−ω
SST turbulence model [17].

A part of the source term H comes from the momentum source term, which is mainly
derived from the Coriolis force on the momentum in the rotating non-inertial system,
and the other part is the turbulence source term, which is defined by the k−ω SST model:

H =


0

ρΩ×U
0

Pk − β∗ρωk
ργ
µT

Pk − βρω2 + Sc,

 (7)

where the Ω is the angular velocity vector, Pk is the turbulent kinetic energy generation
term, Sc is the cross-generation term, and β∗, β, and γ are constant terms whose values are
determined by the standard k−ω SST turbulence model [17]. In this paper, the absolute
velocity in a rotating reference system is solved, which can be simpler than solving relative
velocity, eliminating the complex centrifugal potential energy term by introducing the
velocity of grid.

The ideal gas assumption is adopted, and the Sutherland’s law is used to describe
the relationship between the dynamic viscosity and the absolute temperature of ideal gas,
which is expressed as:

µ = µre f

(
T

Tre f

)3/2
Tre f + S
T + S

, (8)

where the Tre f is a reference temperature, µre f is the viscosity at the Tre f , and S is the
Sutherland temperature [20]. The Fourier’s law of heat conduction is used to obtain the
heat flux while considering the thermal conductivity coefficient is constant.

2.2. Spatial Discretization

The core of a CFD solution lies in spatial discretization, which is mainly divided into
two steps: reconstruction and flux computation.

Reconstruction is the process of using the values stored in the cell center to interpolate
the specific distribution in the cell. Some schemes need flux/gradient limiters to suppress
the numerical oscillations caused by interpolation during reconstruction, which would
decrease the spatial accuracy to varying degrees.

Flux has two contributing parts: viscous flux Fv and inviscid flux Fc. There are
various computational methods for inviscid flux Fc, and most of them are upwind schemes,
considering the effect of upstream information on downstream, which are roughly divided
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into three categories: flux difference splitting (FDS) schemes, flux vector splitting (FVS)
schemes, and mixed flux schemes (or AUSM schemes) [19]. Among the computation
methods for inviscid flux, AUSM stands out as a scheme that combines the advantages of
FDS and FVS while avoiding some of their shortcomings. Therefore, this paper mainly
chooses the Roe–FDS scheme [21] and AUSM scheme [22] to get the inviscid flux for
simulating the high Mach flow.

In order to accurately capture the details of the flow field, this paper uses the 3rd-order
MUSCL and the 5th-order WENO/MP schemes for high-order reconstruction, which are
briefly introduced below.

2.2.1. MUSCL Scheme

At any grid interface Ii−1/2,j(Ii+1/2,j) as shown in Figure 1, the value of WR
i−1/2,j

(WL
i+1/2,j), which is on the right (left) side of Ii−1/2,j(Ii+1/2,j) is given by the following

equations [18]: WL
i+1/2,j = Wi,j +

φi,j
4 [(1 + κ)4i,j + (1− κ)Oi,j]

WR
i−1/2,j = Wi,j −

φi,j
4 [(1− κ)4i,j + (1 + κ)Oi,j] ,

(9)

where κ is the parameter that controls the scheme precision,4i,j is pre-difference operator
and Oi,j is post-difference operator, which are defined as:

4i,j = Wi,j −Wi−1,j, Oi,j = Wi+1,j −Wi,j. (10)

When κ is equal to 1/3, it is the 3rd-order upwind scheme. φi,j is the Van Albada
limiter [23], which is used to identify smooth/non-smooth areas, and δ has a small value:

φi,j =
24i,jOi,j + δ

(4i,j)2 + (Oi,j)2 , δ = 10−6. (11)

Wi-1, j+1 Wi, j+1 Wi+1, j+1

Wi-1, j Wi, j Wi+1, j

Wi-1, j-1 Wi, j-1 Wi+1, j-1

+1/2,WL
i j1/2,

R
i j−W

Interface Ii-1/2, j

1/2,WL
i j−

Interface Ii+1/2, j

+1/2,WR
i j

Figure 1. Diagram of 2D structural grid reconstruction.

2.2.2. WENO Scheme

The WENO scheme is developed from the ENO scheme. A key idea of WENO is the
linear combination of lower order fluxes or reconstruction to obtain a higher order approxi-
mation.

fi+1/2 =
k

∑
j=1

ωj f j(xi+1/2), (12)

where k is the number of stencils, ωj is the nonlinear weighting coefficient, f j is flux on the
different stencil, and fi+1/2 is the numerical flux at interface i + 1/2.

At present, the most widely used WENO scheme is the 5th-order WENO-JS [24].
It introduces a parameter characterizing the smoothness of the interpolation function
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corresponding to the interpolation template—the smoothness factor β j, which is specifically
defined as follows:

β j =
k

∑
l=1

∫ xi+1/2

xi−1/2

4x2l−1

(
∂l f j(x)

∂l x

)2

dx, (13)

where the4x is cell size.
Based on Equation (13), the nonlinear weighting coefficient ωj can be obtained:

ωj =
ω̃j

∑j ω̃j
, ω̃j =

γj

(ε + β j)2 , (14)

where γj is a linear weighting factor, and ε has a small value preventing denominator from
being zero, such as 10−6. For structural mesh, the finite volume methods have the same
format for one and several space dimensions [25].

2.2.3. MP Scheme

The MP scheme can not only maintain the monotonicity of the numerical scheme near
the discontinuity point, but also maintain the accuracy near the extreme point, so it is very
beneficial to simulate the turbulent flow containing shock waves [26]. The MP interface
value is obtained by limiting a high-order polynomial reconstruction, which means this
scheme consists of linear interpolation and a nonlinear limiter. The former is used to
construct high-precision interpolation, while the latter mainly constrains the monotonicity
of the interpolation result at the discontinuity. The linear interpolation function of the
5th-order MP scheme is as follows:

f̃ L
i+1/2 =

1
60

(2 fi−2 − 13 fi−1 + 47 fi + 27 fi+1 − 3 fi+2). (15)

If f̃ L
i+1/2 satisfies the following formula, then it means that the local area is smooth

and no limiter is needed. (
f̃ L
i+1/2 − fi

)(
f̃ L
i+1/2 − f MP

)
< ε (16)

where the ε has a small value, and f MP is defined as follows:

f MP = fi + minmod[ fi+1 − fi, 4( fi − fi−1)]. (17)

Otherwise, the MP limiter needs to be activated to prevent possible non-monotonic
interpolation. The 2D/3D reconstruction scheme share the same computing method as 1D.

2.3. Time Integration Scheme

For steady-state calculations, this paper uses the LU-SGS/Runge–Kutta approach
for time integration, which can be combined with some acceleration techniques such as
using larger CFL numbers and local-time-step integration to quickly reach the steady
state. For unsteady-state flow simulations, the Runge–Kutta approach can still be used
but dual time-step LU-SGS approach is mainly chosen, which introduces inner iteration
on the basis of LU-SGS and the physical time step can be selected according to the actual
problem. For all the steady-state simulation in this paper, both large CFL number and the
local-time-step integration are applied to accelerate the computation.

2.4. Initial Conditions and Boundary Conditions

When dealing with the initial conditions in this research, the flow parameters about
the free stream are usually used to assign initial values for the entire computational domain.
However, for some simulations containing extremely complex flow, the initial conditions
of the flow field have greater impacts on the subsequent computation results: if the initial
values are not appropriate, the calculation can diverge. Therefore, for the high-precision
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CFD simulation of the supersonic inlet/isolator, the low-order steady-state simulation
results can be used as the initial condition. Boundary conditions are a crucial part of CFD
computation, and whether they are handled properly has a great impact on the final result.
This research mainly involves four types of boundary conditions:

(1) Inlet Boundary Conditions
a. Subsonic: set total temperature, total pressure and flow direction at the entrance;
b. Supersonic: all the parameters are decided by far-field free stream, including

density, static pressure and velocity;
(2) Outlet Boundary Conditions
a. Subsonic: set static pressure at the outlet, and the remaining parameters are

extrapolated from the inside of the flow field;
b. Supersonic: all the parameters are extrapolated from the inside of the flow field;
(3) No Slip Wall Boundary Condition
For viscous flow, no slip and no penetration conditions are imposed on the wall;
(4) Symmetry Boundary Condition
This boundary condition can be used to reduce computation.

2.5. Mesh

The structural grid is used in this paper, performing local densification where the flow
parameter’s gradient changes dramatically. For turbulent flow simulation, the Y+ factor
near the wall surface is kept equal to 1, and the grid aspect ratio of the mainstream area is
roughly ensured to be 1.

2.6. Numerical Test

To validate the CFD solver and compare the shock-capturing ability of different recon-
struction schemes, the one-dimensional inviscid Sod shock tube problem [27] is adopted
here, which is one of the few problems with an analytical solution. The computational
domain is [−1,1], and the initial condition is given by:

(ρ, u, p) =

{
(1, 0, 1) x ≤ 0
(0.125, 0, 0.1) x > 0.

(18)

Figure 2 shows the velocity profiles at time t = 0.14, and all the numerical results
are kept consistent with the analytical solution, which also indicates that, the higher the
reconstruction order, the better the simulation results will be get.

Figure 2. The velocity profiles of the Sod shock tube problem at time t = 0.14.
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3. DES/LES Computation Method

This part of the computation is completed by using the commercial software ANSYS
Fluent 18.0, which is briefly introduced below.

3.1. DES Computation

In the field of turbulence simulation, an obvious development trend is toward the
hybrid RANS/LES model. In the near-wall area, the RANS method is used to solve
the turbulent boundary layer flow state, and the LES method is used in the far-wall
area to analyze large-scale vortices. This hybrid approach is an easy-to-implement and
representative method [28].

Since the transition zone between the RANS/LES computational domain is prone
to exhibiting erroneous behaviors, Spalart proposed the delayed detached eddy simula-
tion (DDES) [29], but both DES and DDES mainly aim to solve complex flow problems
with large-scale separation; however, for small separation flow conditions, especially for
turbulent flow near the wall, log-layer mismatch always occurs. An improved method
is achieved by combining DDES and Wall-Modeled Large Eddy Simulation (WMLES) to
propose an improved delayed detached eddy simulation (IDDES) [30], which gives a new
definition of the subgrid-length-scale:

4 = min{max[Cwdw, Cwhmax, hwn], hmax}, (19)

where Cw is an empirical constant that is always set equal to 0.15, dw is the distance to the
wall, hmax is the maximum local grid spacing, and hwn is the grid step in the wall-normal
direction. Then the length scale of the IDDES model can be constructed:

lIDDE = f̃d(1 + fe)lRANS + (1− f̃d)lLES, (20)

where lRANS and lLES are the length scales for RANS or LES model, respectively, (lLES
depends on4). f̃d and fe are both blending functions.

The IDDES model is selected for DES simulation in this research, which is only
available for 3D computation. If a 2D flow solution is required, the physical model has to
be properly stretched along the thickness direction.

3.2. LES Computation

Compared with the DES computation, LES has a greater computing cost, but it still
saves a lot compared with DNS, which also directly avoids the non-universality of the
turbulence model under RANS. LES resolves the eddies larger than the filter scale, whose
accuracy can reach the inertial range of the turbulent kinetic energy spectrum, and the
smaller scale is modeled by establishing a subgrid model, so much more abundant and
accurate flow field information can be obtained.

Recently, a variety of subgrid models have been developed. Compared with Wall-
Resolved LES (WRLES), Wall-Modeled LES (WMLES) could slightly relax the requirements
of the number of grids for computation, but the cost incurs when the turbulence near
the wall cannot be resolved. The formula for solving eddy viscosity of WMLES is as
follows [30]:

ν = min[(κdw)
2, (CSMAG4)2]

(
1− exp

[
−(y+

25
)3
])

S, (21)

where CSMAG is an empirical constant equal to 0.2, κ is equal to 0.41, S is the strain rate,
and4 is the subgrid length-scale, defined as Equation (19).

The WMLES model is used for LES simulation in this research, and since LES is also
only available for 3D computation, the same strategy as the DES is adopted.
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4. Inlet/Isolator Simulations
4.1. Physical Configuration

A high-precision numerical simulation of a two-dimensional supersonic inlet/isolator
is carried out and compared with experimental data (the data are taken from the hyper-
sonic wind tunnel experimental platform of RWTH Aachen University, Germany) [1].
The detailed geometric parameters of the physical configuration are outlined in Figure 3.

Ma∞

h

lx

·wall pressure probe

δ3

δ2

δ4

y

α

2

3

4

(0,0) 10

(45.7,18.0) 21 5

(125.0,18.0) 9 5

(35.0,29.0) 5

mm(58.9,33.0)

.

.

:unit

















①

②

③

④

⑤

Figure 3. Configuration of the inlet/isolator: h = 15 mm, l = 79.3 mm.

4.2. Mesh and Boundary Conditions

This paper aims to achieve three different comparisons: 2D RANS computations
with different reconstruction schemes, 2D/3D RANS computations, and RANS/DES/LES
computations. Therefore, three types of meshes are involved: a 2D structural mesh, a 3D
structural mesh and a quasi-3D mesh (for DES and LES computations, the effects of the side
wall of the inlet/isolator are not considered here, and the two sides are set as symmetry
boundary conditions).

The mesh of the 2D computational domain and the setting of boundary conditions
are shown in Figure 4. Here, three sets of multi-block structural meshes with different
sparsities are used, as shown in Table 1, which are all refined near the wall. The Y+ of the
grid’s first layer near the wall is set to 1, and the aspect ratio of the grid in the mainstream
area is almost 1. To accelerate the computation, the fluid domain can be divided into many
more blocks.

Table 1. Three sets of meshes with different sparsities.

Sparse Mach Medium Mesh Fine Mesh

75 × 576 150 × 1252 300 × 1916

Farfield

Noslip Wall

Noslip Wall

Pressure Outlet

Figure 4. Mesh of the 2D computational domain.

The 3D computations must consider the influence of the inlet/isolator’s side wall on
the internal flow, which introduces a strong 3D effect. For simplifying the computations,
only half of the inlet/isolator is selected by using symmetry boundary condition, as shown
in Figure 5.
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Farfield

Noslip Wall

Noslip Wall

Symmetry

Figure 5. Mesh of the 3D computational domain.

The quasi-3D computation mesh is the stretching result of the 2D mesh in the thickness
direction. To reduce the computation costs as much as possible while ensuring the accuracy
of the solution, the stretched thickness d is taken as h/3. From experience, if d were set too
small, the computation would diverge, as shown in Figure 6.

Symmetry

Symmetry
hd

Figure 6. Mesh of the quasi-3D computational domain.

The free stream flow parameters for the farfield conditions are shown in Table 2,
and the corresponding turbulent values: turbulent kinetic energy k and specific dissipation
rate ω are determined by the specified turbulent intensity I:

k = 1.5(I ·V)2, ω = k/(0.001µ), (22)

where V is the velocity of the free stream, and µ is the dynamic viscosity.

Table 2. Free stream flow parameters: Pt—total Pressure, Tt—total Temperature, I—turbulence intensity.

Mach Re Pt Tt I

2.4 15.07×107 540 kPa 305 K 0.5%

4.3. Results and Analysis
4.3.1. Results—RANS

(1) 2D Computation
a. Reconstruction: 3rd MUSCL Scheme
Reinartz [1] mentioned that, for the flow at the central section of the two-dimensional

inlet/isolator, the 3D effects of the side wall can be ignored. So, in this part, a 2D simulation
based on RANS is performed. In order to complete the grid independence verification,
this paper solves three sets of meshes with different sparsity, as mentioned in the last
section “Mesh and Boundary Conditions”, by using the compressible RANS-based CFD
solver developed: combine the 3rd-order MUSCL reconstruction scheme, the AUSM flux
computation scheme, the k−ω SST turbulence model and the LU-SGS steady-state time
integration approach. The simulation results of different meshes mentioned in Table 1 are
shown in Figure 7: all the results are in good agreement with the experimental test, and the
simulation outcomes of the medium and fine mesh are almost the same, with only slight
differences, so in the subsequent computations, the medium mesh is adopted.
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It can be seen from Figure 8 that the wave system inside the intake duct is highly
complicated. The oblique shocks are reflected multiple times inside the isolator, and there
are strong interactions of shock waves/expansion waves and shock waves/turbulent
boundary layers, leading to obvious flow separations near the throat of the inlet. By the
comparison of Figure 8, the shocked flow field structure obtained through numerical
simulation is basically consistent with the experimental test results, and the pressure
distribution is also roughly the same as the test of Figure 7. However, there are some small
deviations between them: it can be seen from Figures 7 and 8 that, in the rear part of the
isolator, the simulation results show that the oblique shock incident point is slightly farther
back, and comparing the experimental Schlieren picture and the computation results, it
can be found that the simulation’s boundary layers are thinner and the separation near the
throat is smaller.
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(a) Pressure distribution on the cowl
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(b) Pressure distribution on the ramp

Figure 7. Comparison of RANS results for three different sparseness meshes.

(a) Experimental schlieren picture

(b) Numerical schlieren contour

Ma

(c) Numerical Mach contour

Figure 8. Comparison of experimental and numerical results.

b. Reconstruction: 5th WENO/MP Scheme
To improve the simulation accuracy, higher order reconstruction schemes are used to

obtain the higher flow field resolution. The specific results are shown below.
It is obvious in Figure 9 that, for the wall pressure distribution, the higher-order

schemes can capture flow field details more accurately, such as is evidenced by the second
peak of the pressure at the cowl, and the results of WENO and MP are very similar.
Comparing Figure 10 and Figure 8, the separation area obtained by the higher order
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schemes is more similar to the experimental Schlieren picture. As a result, for a steady-state
calculation, the flow fields obtained from the low-order reconstruction schemes can be
treated as the initial conditions for the higher order schemes.
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(a) Pressure distribution on the cowl
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(b) Pressure distribution on the ramp

Figure 9. Comparison of simulation results for the three reconstruction schemes.

(a) Numerical schlieren contour

Ma

(b) Numerical Mach contour

Figure 10. 5th WENO simulation results.

By comparing the results of this paper with those of other research teams [1,7,10,31,32]
(most of them are based on ANSYS Fluent, and have partly used in-house CFD solvers), as
shown in Figure 11, we verify the computation accuracy of the CFD solver developed in
this paper, and also find that the partial deviations between the simulation and experiment
are common problems of the 2D RANS computation—the RANS accuracy is limited.
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Figure 11. Comparison of other researchers’ results based on RANS.

(2) 3D Computation
The 2D computation of the inlet/isolator is a simplified ideal case. In reality, the 3D

effects of the side wall may cause unstart under some extreme conditions. Therefore, a 3D
computation is performed to compare the 2D/3D simulation results based on RANS. The
generation of 3D computation’s mesh is based on the 2D medium mesh, and it is divided
into 100 layers in the thickness direction, which are also refined near the side wall, ensuring
the Y+ of the first layer equals to 1. As shown in Figure 12, there is a strong rolled-up lateral
flow near the sidewall of the inlet throat, which also interacts with the separation area
at the ramp, and the flow inside the separation bubble is relatively disordered: the flow
distribution in the Z direction is extremely uneven, and the 3D effects are quite obvious.
Through Figure 13, it can be seen more intuitively that the 3D computation results are
closer to the experimental test, which are all extracted from the central plane in Z direction.

Separation Bubble 

Isosurface
Ma=0.6

Figure 12. 3D effects of binary supersonic inlet/isolator’s side wall.

0.05 0.10 0.15 0.20

0.05

0.10

0.15

0.20

0.25

0.30

0.35

p/
P t

X(m)

 Experiment
 Codes2D - 3rd MUSCL

 Codes3D - 3rd MUSCL
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Figure 13. Comparison of 2D/3D simulation results.
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4.3.2. Results—DES/LES

To break through the accuracy restriction of the turbulence model and capture the
small vortex structures of the inlet flow, ANSYS Fluent 18.0 is used to perform DES and
LES simulations, combined with the second-order upwind reconstruction scheme.The
generation of quasi-3D computation’s mesh is based on the 2D fine mesh, which is divided
into 50 layers in the thickness direction. The relevant results are shown in Figures 14–17.

Ma

Q criterion: 109 ~ 1010

b. Average Mach Field

a. Transient Mach Field

Figure 14. DES simulation: Mach field.

a. Average numerical schlieren contour

b. Average Pressure Field

Pressure / Pa
20,000 44,000 68,000 92,000 116,000 140,000 164,000

Figure 15. DES simulation: average fields of density gradient and pressure.

It can be seen from the above contours that DES/LES can capture the vortex structures
in the flow on a finer scale. These contours also show that the shock positions inside
the inlet/isolator by DES/LES are consistent with the experiment, and the prediction of
flow separation area is better than that of RANS. Comparing the time-average Mach fields
with those at a certain moment in Figures 14 and 16, it is obvious that there are density
fluctuations near the solid walls. This also demonstrates the average pressure fields and the
density gradient fields (known as numerical Schlieren contour) of DES/LES simulations.
However, due to the low-order reconstruction scheme and limited accuracy of Fluent, it is
difficult to extract precise pressure distribution on the cowl/ramp of the inlet/isolator for
high Re flow.



Appl. Sci. 2021, 11, 9272 15 of 17

Ma

Q criterion: 109 ~ 1010

b. Average Mach Field

a. Transient Mach Field

Figure 16. LES simulation: Mach field.

Pressure / Pa

a. Average numerical schlieren contour

b. Average Pressure Field

20,000 44,000 68,000 92,000 116,000 140,000 164,000

Figure 17. LES simulation: average fields of density gradient and pressure.

5. Conclusions

This research mainly uses a CFD solver that has been developed based on RANS to
perform high-precision and high-efficiency steady-state simulation for the internal flow
of a two-dimensional supersonic inlet/isolator, with high order spatial schemes. These
findings establish a strong agreement between computational and experimental results,
and also show a comparison of the 2D/3D simulation results. Moreover, the commercial
software ANSYS Fluent 18.0 was utilized to carry out DES and LES simulations, obtaining
the flow field details. In summary, the main conclusions of this research are as follows:

(1) The high-order reconstruction schemes can accurately capture the details of the
flow field, which is particularly important for computing the SWTBLI. In this work, by com-
bining the currently widely used turbulence model k−ω SST with the 3rd-order MUSCL
or the 5th-order WENO/MP reconstruction scheme, the accurate capture of the shocks’
positions inside the inlet/isolator was realized, and the simulation results of the pressure
distribution on the cowl/ramp were obtained and were found to be highly consistent
with the experiment;

(2) The side wall of the two-dimensional supersonic inlet has a vital impact on the
internal airflow conditions, and the 3D effects are obvious. By comparing the pressure
distribution on the cowl/ramp obtained by 2D/3D simulations, it can be found that 3D
computation can make up for some defects in the 2D results and capture the shocks’
positions and intensities more accurately. Through a detailed analysis of the results of the



Appl. Sci. 2021, 11, 9272 16 of 17

3D flow field, it is observed that the side wall of the inlet will induce a strong lateral flow,
which interferes with the separation bubbles generated near the throat of the ramp;

(3) The DES and LES computational methods can be used to obtain the flow details
near the flow separation area and the boundary layers, but these methods need to be com-
bined with high-order spatial discretization schemes. Otherwise, they cannot accurately
capture the vortex structures in the complex flow, leading to certain deviations between
the computational and experimental results.
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