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Abstract: With the widespread use of surveillance image cameras and enhanced awareness of
public security, objects, and persons Re-Identification (RelD), the task of recognizing objects in
non-overlapping camera networks has attracted particular attention in computer vision and pattern
recognition communities. Given an image or video of an object-of-interest (query), object identifi-
cation aims to identify the object from images or video feed taken from different cameras. After
many years of great effort, object RelD remains a notably challenging task. The main reason is that
an object’s appearance may dramatically change across camera views due to significant variations in
illumination, poses or viewpoints, or even cluttered backgrounds. With the advent of Deep Neural
Networks (DNN), there have been many proposals for different network architectures achieving
high-performance levels. With the aim of identifying the most promising methods for RelD for future
robust implementations, a review study is presented, mainly focusing on the person and multi-object
RelID and auxiliary methods for image enhancement. Such methods are crucial for robust object RelD,
while highlighting limitations of the identified methods. This is a very active field, evidenced by the
dates of the publications found. However, most works use data from very different datasets and
genres, which presents an obstacle to wide generalized DNN model training and usage. Although
the model’s performance has achieved satisfactory results on particular datasets, a particular trend
was observed in the use of 3D Convolutional Neural Networks (CNN), attention mechanisms to
capture object-relevant features, and generative adversarial training to overcome data limitations.
However, there is still room for improvement, namely in using images from urban scenarios among
anonymized images to comply with public privacy legislation. The main challenges that remain in
the RelD field, and prospects for future research directions towards RelD in dense urban scenarios,
are also discussed.
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1. Introduction

The task of object ReID on image cameras has been studied for several years by the
computer vision and pattern recognition communities [1], with the primary goal to RelD a
query object among different cameras.

Multi-object ReID, based on a wide range of surveillance cameras, is nowadays a vital
aspect in modern cities, to better understand city movement patterns among the different
infrastructures [2], with the primary intention of rapidly mitigate abnormal situations, such
as tracking car thieves, wanted persons, or even lost children.

This is still a challenging task, since an object’s appearance may dramatically change
across camera views due to the significant variations in illumination, poses or viewpoints,
or even cluttered backgrounds [2] (Figure 1). According to the state-of-the-art research
studies, existing object ReID methodologies can be divided into two main categories:
image-based and video-based object RelD.
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Figure 1. Some common problems found in object RelD.

The former category focuses on matching a probe image of one object, with an image of
the object with the same ID among gallery sets, which is mainly established based on image
content analysis and matching. In contrast, the latter category focuses on matching two
videos, exploiting different information, such as temporal, and motion-based information.
A gallery corresponds to a collection of object images gathered from different perspectives
over time. In both approaches, the pairs of objects to be matched are analogous. However,
in real scenarios, object RelD needs to be conducted between the image and video. For
example, given a picture of a criminal suspect, the police would like to quickly locate and
track the suspect from hundreds of city surveillance videos. The RelD under this scenario is
called image-to-video person RelD, where a probe image is searched in a gallery of videos
acquired from different surveillance cameras.

Although videos contain more information, image-to-video RelD share the same
challenges with image-based and video-based objects RelD, namely, similar appearance,
low resolution, substantial variation in poses, occlusion, and different viewpoints. In
addition, an extra difficulty resides on the match between two different datasets, one static
and another dynamic, i.e., image and video, respectively.

Image and video are usually represented using different features. While only visual
features can be obtained from a single image, both visual features and spatial-temporal
features can be extracted from a video. Recently, CNN has shown potential for learning
state-of-the-art image feature embedding [3,4] and Recurrent Neural Network (RNN) yields
a promising performance in obtaining spatial-temporal features from videos [5,6].

In general, there are two major types of deep learning structures for object RelD;
namely, verification models and identification models. Verification models take a pair of
data as input and determine whether they belong to the same object or not, by leveraging
weak RelD labels that can be regarded as a binary-class classification or similarity task [7].
In contrast, identification models aim at feature learning by treating object RelD as a
multi-class classification task [4], but lack direct similarity measurement between input
pairs. Due to their complementary advantages and limitations, the two models have been
combined to improve the RelD performance [8]. However, in the image-to-video object
RelD task, a cross-modal system, directly using DNN and the information provided by the
target task still cannot perfectly bridge the “media gap”, which means that representations
of different datasets are inconsistent. Therefore, most of the current works directly rely on
weights from pre-trained deep networks as the backbone to obtain initial values for the
target model and initiate the pre-trained network structure to facilitate the training of the
new deep model. Figure 2 depicts the common base architecture for person RelD.
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Figure 2. Common base architecture for person RelD.

With this problem in mind, we focus on identifying the promising techniques and
methods for RelD that lead to a unified use in public urban scenarios, in adversarial and
challenging conditions. This research article is organized toward identifying the main
methodologies and key aspects. The following section presents an overview of the deep
learning method for object RelD, and the most widely employed models proposed for
RelD tasks. The main goal is to improve existing methods and derive new approaches to
the RelD tasks. In the methods section, we detail the search used for this review article.
The results section presents the main findings achieved with the selected works grouped
by the person RelD and the multi-object RelD, with temporal constraints in consideration.
The final section provides a critical discussion of the results and draws the conclusions.

2. Deep Learning for Object Re-Identification

A turning point in the history of machine learning and computer vision was reached
by researchers of the University of Toronto, who proposed a new image classification
approach and achieved excellent results in the ImageNet [9] competition [10]. The winning
proposal, defined as AlexNet, consisted of a CNN composed of a set of stacked deep
layers and dense layers that enabled the reduction of the error drastically. However, the
first appearances of CNN dated from 1990, when Lecun et al. [11] proposed a CNN
method addressing the task of hand-written digit recognition to alleviate the work of the
postal office.

A CNN multi-layer contains at least one layer to perform convolution operations
from image inputs, by using filters of kernels that are translated across and down the
input matrix, to generate a feature representation map of the original image input. The
characteristics of these filters can be widely different, and each one of them is composed
of learnable parameters, updated through a gradient descent optimization scheme. The
same layer can employ other filters. For the same part of the image, each filter produces a
set of local responses, enabling correlation of specific pixel information with the content
of the adjacent pixels. After the proposal by [10], many different network architectures
were developed to address such a problem, each one with its inner characteristics, to name
a few, the VGG [12], Inception [13], and ResNet [13] architectures. Many other network
architectures were proposed, but in summary, they all share some building blocks.

In regard to the RelD task, the most used backbone model architecture is ResNet [14],
due to its flexibility and ease of reusing and implementation to solve new problems. Most
of the RelD tasks explore the use of pre-trained ResNet as backbones for feature extraction
for the object RelD task.

ResNets can address the vanishing gradient problem when the networks are too deep,
making the gradients quickly shrink to zero after several chain rule applications, leading
toward "not updating” the weights and, therefore, harming of the learning process. With
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ResNets, the gradients can flow directly through the skip connections backward from later
layers to the initial filters.

ResNets can have different sizes, depending on how big each model layer is, and
how many layers it contains. As an example, ResNet 34 [15] contains one convolution and
pooling layer step, followed by four similar layers (Figure 3). Each layer follows the same
pattern by performing 3 x 3 convolutions with a fixed feature map dimension, and by
bypassing the input every two convolutions. A concern with the special characteristics of
ResNet 34 is the fact that the width W and height H dimensions remain constant during the
entire single layer. The size reduction is achieved by the stride size used in the convolution
kernels, instead of the polling layers commonly used in other models.

Every layer of a ResNet is composed of several blocks, enabling it to go deeper.
This deepness is achieved by increasing the number of operations within a block, while
maintaining the total number of layers. Each operation comprises a convolution step, batch
normalization, and a ReLU activation to a particular input; except for the last operation of
the block, which does not contain a ReLU activation function.
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Figure 3. A common ResNet block architecture.

The aforementioned characteristics make ResNets particularly suitable for object RelD,
since it enables shallow lower-level features to be reused at higher-level stages. This scheme
allows exploring relevant information for RelD task from all layer feature maps, instead of
relying only on more abstract summarized features provided by the higher layers.

3. Evaluation Metrics

Cumulative Matching Characteristic curve (CMC) is a common evaluation metric for
person or object ReID methods. It can be considered a simple single-gallery-shot setting,
where each gallery identity only has one instance. Given a probe image, an algorithm will
rank the entire gallery sample according to the distances to the probe, with the CMC top-k
accuracy given as:

1 if top-k ranked gallery samples contain the query identity,
Accy = , 1

0 otherwise,

which is a shifted step function. The final Cumulative Matching Characteristics (CMC)
curve is built by averaging the shifted step functions over all the queries.

Another commonly used metric is the mean Average Precision (mAP), which is very
often employed on each image query, and defined as:

Zqul AveP(q)

MAP = ,
Q

()
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where Q is the number of queries

4. Methodology

The current bibliographic analysis involved two steps: (a) collecting related work and
(b) a detailed review and analysis of the gathered work.

The research methodology consisted of a keyword-based search of conference papers
or journal articles from scientific databases; namely, IEEE Xplore and Science Direct, and
from web scientific indexing services: Web of Science, Google Scholar, and arXiv. As
search keywords, one performed the following query: [“deep learning”] AND [“reid” OR
“re-identification” OR “person reid” OR “object reid”] The gathered information excluded
filtered out articles referring to DNN, but did not apply to the ReID domain. Articles were
initially identified from this process.

Restricting the search to articles in combination with connected papers, a web tool, the
initial number of articles was lessened to 47. In the second step, the 21 articles selected from
the previous step were analyzed one-by-one for the task of a person RelD, considering the
following research questions:

1. What was the RelD- or multi-object RelD problem addressed?

2. What was the general approach and type of DNN-based models employed?

3. What were the datasets and models proposed by the authors? Were there any varia-
tions observed by the authors?

Was any pre-processing of data or data augmentation technique used?

What was the overall performance in (depending on the adopted metric)?

Did the authors test their model performances on different datasets?

Did the authors compare their approaches with other techniques? If yes, what was
the difference in performance?

N oG

5. Person Re-Identification

Person RelD is the problem of matching the same individuals across multiple image
cameras or across time within a single image camera. The computer vision and pattern
recognition research communities have paid particular attention to it due to its relevance
in many applications, such as video surveillance, human—-computer interactions, robotics,
and content-based video retrieval. However, despite years of effort, person RelD remains a
challenging task for several reasons [16], such as variations in visual appearance and the
ambient environment caused by different viewpoints from different cameras.

Significant changes in humans pose—across time and space—background clutter
and occlusions; different individuals with similar appearances present difficulties to the
RelD tasks. Moreover, with little or no visible image faces due to low image resolution,
the exploitation of biometric and soft-biometric features for person RelD is limited. For
the person RelD task, databases and different approaches have been proposed by several
authors, which are summarized in the following sections.

5.1. Person Re-Identification Databases

The recognition of human attributes, such as gender and clothing types, has excellent
prospects in real applications. However, the development of suitable benchmark datasets
for attribute recognition remains lagged. Existing human attribute datasets are collected
from various sources or from integrating pedestrian RelD datasets. Such heterogeneous
collections pose a significant challenge in developing high-quality fine-grained attribute
recognition algorithms.

Among the public databases that have been proposed for person RelD, some examples
can be found in the open domain, such as the Richly Annotated Pedestrian (RAP) [17],
which contains images gathered from real multi-camera surveillance scenarios with long-
term collections, where data samples are annotated, not only with fine-grained human
attributes, but also with environmental and contextual factors. RAP contains a total of
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41,585 pedestrian image samples, each with 72 annotated attributes, as well as viewpoints,
occlusions, and body part information.

Another example is the VIPeR [18] database, which contains 632 identities acquired
from 2 cameras, forming a total of 1264 images. All images were manually annotated, with
each image having a resolution of 128 x 48 pixels.

A summary of the public available databases for person RelD, with main characteris-
tics, is presented in Table 1.

Table 1. Global overview of the found public available databases for person RelD.

# # # . Trackin,
Dataset Identities = Cameras Images Label Method Size Sequenc%s
VIPeR 632 2 1264 Hand 128 x 48 NO
ETH1,2,3 853,528 1 8580 Hand Vary YES
QMUL iLIDS 119 2 476 Hand Vary NO
GRID 1025 8 1275 Hand Vary NO
CAVIAR4reid 72 2 1220 Hand Vary NO
3DPeS 192 8 1011 Hand Vary NO
PRID2011 934 2 24,541 Hand 128 x 64 YES
WARD 70 3 4786 Hand 128 x 48 YES
SAIVT-Softbio 152 8 64,472 Hand Vary YES
CUHKO1 971 2 3884 Hand 160 x 60 NO
CUHKO02 1816 10 7264 Hand 160 x 60 NO
(5 pairs)
CUHKO03 1467 10 13,164 Hand Hand/DPM NO
(5 pairs)
RAiD 43 4 6920 Hand 128 x 64 NO
iLIDS-VID 300 2 42,495 Hand Vary YES
MPR Drone 84 1 - ACF Vary NO
HDA Person 53 13 2976 Hand/ACF Vary YES
Dataset
Shinpuhkan 24 16 - Hand/ACF 128 x 48 YES
Dataset
CASIA Gait 124 11 - Background Vary YES
Database B subtraction
Market-1501 1501 6 32,217 Hand/DPM 128 x 64 NO
PKU-reid 114 2 1824 Hand 128 x 64 NO
PRW 932 6 34,304 Hand Vary NO
Large scale 11,934 - 34,574 Hand Vary NO
person search
MARS 1261 6 1,191,003 DPM+GMMCP 256 x 128 YES
DukeMTMC- 1812 8 36,441 Hand Vary NO
reid
DukeMTMC4reid 1852 8 346,261 Doppia Vary NO
Airport 9651 6 39,902 ACF 128 x 64 NO
MSMT17 4101 15 126,441 Faster RCNN Vary NO
RPIfield 112 12 1,601,581 ACF Vary NO

DPM—deformable part models, ACF—pyramid features, GMMCP—generalized maximum multi clique.

Although many other datasets suitable for object RelD can be found, the ones listed in
Table 1 are widely used by most of the authors as benchmarks for performance evaluation
and comparison of the proposed works.

5.2. Person Re-Identification Methods

In this section, deep learning-based person RelD methods are grouped into four main
categories, as represented in Figure 4, including methods for feature learning, sequence
learning, generative learning, and deep learning metrics. These categories encompassed
several methods, and they are discussed in the following in terms of their main aspects
and experimental results.
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5.2.1. Feature Learning

Considering the features extracted from images, person RelD methods can explore
the extracted feature from a global and local perspective, to better represent the object of
interest. Global feature learning usually provides a single feature from the target image,
making it difficult to capture detailed information of the person image. To overcome this
problem, distinguishable local features are also used to capture subtle invariant features
that are often combined in a fusion scheme.

An example of the use of a fusion scheme to combine global and local features for
person RelD is presented by [19]. It consists of the formulation of an image-to-video person
RelD as a classification-based information retrieval problem, where a model of “person
appearance” is learned from the gallery images, and the identity of the interested person is
determined by the probability that the corresponding probe image belongs to one of the
gallery images.

To learn a model of person appearance, two kinds of features, Kernel Descriminator
(KDES) [20] and CNN, are extracted from each person’s image. Then, a Support Vector
Machine (SVM) model is employed to learn the model. For RelD, three fusion schemes,
early fusion, product rule, and query-adaptive late fusions, are proposed to aggregate the
features. A ranking scheme in descending order of similarity is employed between the
query image and the learned model to determine the most likely image pair. The work was
evaluated in two benchmark datasets, CAVIAR4reid [21] and RAID [22], and by using
CMC [23] as evaluation measures for person RelD. The model achieved a CMC of 96.11%
when using the CAVIAR4reid dataset, and contained balanced cases combined with data
augmentation during training, while employing late adaptive feature fusion. In contrast,
when using the same dataset containing imbalanced cases and the same training and fusion
methods, the model obtained an CMC of 93.33%. As for the RAID database, the model
presented a CMC of 94.29% when using data augmentation during training and late feature
fusion.

The same author refined in [24] its previous image-to-video person RelD frame-
work [19] by adding two extra features: the Gaussian of Gaussian (GOG) [25] and learned
features from Residual Neural Network (ResNet) [14]. The same feature fusion method-
ology employed in its previous work [19] was used, and the newly added features were
evaluated using the same CAVIAR4reid and RAID databases. The model on CAVIAR4reid,
containing balanced cases, and using late adaptive fusion combined with data augmen-
tation during training attained an CMC of 86.39%. In contrast, on CAVIAR4reid and
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with imbalanced cases, as well as the same fusion scheme and augmentation, the model
achieved a CMC of 91.94%. Conducted experiments on the RAID database using the
same fusion scheme and augmentation techniques achieved a CMC of 92.80%, proving
the effectiveness of the newly added features. When compared to the previous work, the
performance fell by approximately 2% on both datasets, mainly due to DNN co-adaptation
that led to some degree of overfitting. While these works are somehow complementary,
the suggested approach can overcome the difficulties in learning cross-scale features by
learning multi-scale complementary features.

Jointly learning of local and global features using a CNN is proposed by [26], exploring
advantages of jointly learning local and global features in a CNN, in order to obtain
correlated local and global features in different contexts scenarios for person RelD. A
deep two-branch CNN architecture was proposed, with one branch being responsible for
learning localized features (local branch) and the second directed to learning global feature
(global branch); the two components were not independent, but synergistically correlated
and jointly learned, concurrently. The proposed joint learning multi-loss (JLML) CNN
model consists of two branch CNN networks.

The local branch aims to learn the most discriminating local visual features of the
surroundings of a people bounding box. In contrast, the second branch is responsible for
learning the most discriminating global level features from the entire person’s image. The
joint learning scheme is employed for concurrently optimizing per-branch discriminative
feature representations, and discovering correlated complementary information between
local and global features by subjecting both local and global branches to the same identity
label supervision. For sharing low-level features, a multi learning methodology is explored,
as in the work proposed by [27]. An inter-branch common learning inter-permutation
is to be shared on the first convolution layer, with the intuition that lower convolution
layers capture low levels features, such as edged and corners that are common patterns
to all images, while the complementary discriminative features from local and global
representations are learned independently, and related to a given identity label. Moreover,
a structure sparsity-induced regularization [28] is introduced to discourage the use of
irrelevant features while encouraging discriminative features, to learn concurrently on
both local and global contexts, and to maximize a shared identity matching objective. The
final global feature representation corresponds to a sparsity measure with LASSO [29].
Cross-entropy is then used as the loss function for both global and local branches, in order
to optimize person identity classification and a pairwise person RelD. Concerning the
distance metrics for person RelD, a 1024-D deep feature representation is employed using
only a generic distance metric without camera-pair specific distance learnable metrics. The
models were evaluated on the CUHKO1, VIPeR [30], CUHKO03, Market-1501, and GRID
datasets. On CHUKO3, with the proposed method achieving a CMC of 83.2% Rank-1 using
labeled objects and 80.6% with automatically detected objects. On Market-1501, the method
achieved an CMC Rank-1 of 85.1% on single query, and 89.7% for multi-query. On CHUKO1,
the method achieved a CMC for Rank-1 of 91.2% when applying an 871 /100 dataset split
and 76.7% using a 486/485 split. For a GRID dataset, the method obtained a CMC Rank-1
of 37.5%. Finally, as to the VIPeR dataset, the method achieved a CMC Rank-1 of 50.2%. In
most datasets, the proposed method surpassed the compared state-of-the-art approaches
except for the VIPeR dataset. The combination of local and global features potentiates
model generalization, avoiding overfitting to image-specific features.

In [31], a novel deep ReID CNN is proposed for omni-scale feature learning (OSNet).
The model is based on residual blocks composed of multiple convolutional streams, with
each detecting feature at a certain scale. A novel unified aggregation gate is then introduced
to dynamically fuse multi-scale features with output-dependent channel-wise weights.
To efficiently learn spatial-channel correlations and to avoid over-fitting, pointwise and
depth-wise convolutions are used. Depth-wise separable convolutions are also adopted
to reduce the number of parameters. Person matching is based on the {2 distance from
512-D feature vectors extracted from the last layer. Two OSNet models were trained for



Appl. Sci. 2021, 11, 10809

9 of 35

comparison proposes, with the first model being trained from scratch during 350 epochs
using Stochastic Gradient Descent (SGD) as an optimizer. In contrast, a second model
was fine-tuned using ImageNet [9] weights and AMSGrad optimizer [32]. The images
were resized to 256 x 128, and common data augmentation techniques, such as random
flip, random crop, and random image patch, and random erase [33], were applied. Model
experiments were conducted on six widely used person RelD datasets: Market-1501,
CUHKO03, DukeMTMC-reid, MSMT17, VIPeR, and GRID datasets. Collected results showed
that the model achieved overall supremacy when compared with most of the state-of-art
methods, attaining a CMC Rank-1 of 94.8% on Market-1501, 72.3% on CUHKO3, 88.6% on
Duke, and 78.7% on MSMT17. The proposed fusion scheme shows the effectiveness of the
omni-scale features in different scales to comply with a large range of possible viewpoints
from image pairs.

To improve the capabilities of attention mechanisms and obtain fine detailed features
for person RelD, ref [34] proposes a feature refinement process in combination with filter
network, by weakening the high response features and eliminating the interference raised
by the background information. The model includes a network formed by the weaken
feature convolution blocks based on ResNet, in combination with a multi-branch scheme.
An attention mechanism is also set in place to act as an attention feature map in the
convolution module, with higher values corresponding to regions where the model has
paid more attention.

Extensive experiments were conducted in the Market-1501, DukeMTMC-reIlD, CUHK03
and MSMT17 person RelD benchmarks datasets, with the proposed model achieving a
mAP of 94.2% in Market-1501.

An automatic search for a CNN architecture, specifically suited for the ReID problem-
atic was proposed by [35], and denoted as Auto-ID. The method is based on the neural
architecture search (NAS) [36] to automate the process of architecture design without
human effort, directed to the task of RelD, by using a retrieval search-based algorithm. This
design enables to obtain more optimal architectures that make the best use of human body
structure information for person RelD, eliminating human expert efforts in the manual
design of CNN models for the task. The model starts by integrating structural body cues
into the input tensors, and then by vertically splitting the input feature tensor into four
body part features, averaging each tensor part into a vector, and transforming each of
the tensors into a new part feature vector using a linear layer. The obtained part vectors
interact between them via a self-attention mechanism, enabling each part of the vectors
to incorporate more specific body part information. Each obtained part vector is repeated
and concatenated to recover the original spatial shape as the input tensor. Finally, the
formed global feature tensor is fused with the original input tensor, using a one-by-one
convolutional layer. A class-balance data sampler to equal the sample batch data for the
triplet loss is used to overcome the original sensitivity of triplet loss to the batch data. This
sampler first samples some identities, uniformly, and then, for each identity, it randomly
samples the same number of images. To better explore the benefits from the cross-entropy
and triplet losses, a mixture retrieval loss between sample loss and triplet loss is considered.
Experiments were conducted on the Market-1501, CUHKO03, and MSMT17 public databases,
with the proposed Auto-ID model achieving a CMC rank-1 of 95.4% on Market-1501, when
using the re-ranking technique, 77.9% on CUHKO03 with labeled examples, and 73.3% on
detected ones. On MSMT17, the model achieved a CMC Rank-1 of 78.2%. The proposal
work enables increasing the RelD performance by taking into consideration attention
mechanisms combined with triplet loss methods.

A dropout technique was proposed by [4] for learning deep feature representations
from multiple domains with CNN. Multi-domain learning is frequently directed toward
solving the problem of using datasets across different domains simultaneously, by using
all data they provide for the task of multi-domain learning, while robustly handling data
domain discrepancies. The central problem in multiple learning relies on the fact that
samples from the same domain follow the same underlying data distribution, which
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degrades the model performance since some neurons may gain focus on some domain
representation, while discarding the remainder domains, and leading to a bad model
generalization. To overcome this problem, a domain guided dropout algorithm was
proposed to avoid the model to learn only from domains where samples follow the same
underlying data distribution. The CNN models are trained from scratch using all data
domains using a single Softmax loss, creating a solid baseline. For each domain, a forward
pass was performed on all data domains, and the impact that each neuron had on the
objective function was quantified. After a few epochs of training, the standard network
dropout layer was replaced by the proposed domain guided dropout layer, and the training
process continued for several epochs to guide the neurons to the effective domain, enabling
the CNN to learn more discriminative features for all of them. Experiments were conducted
using the CUHKO03, CUHKO01, CUHKO3, and PRID datasets, and compared with state-
of-the-art methods using the CMC metrics. The proposed method outperformed the
studied state-of-the-art methods, achieving a CMC Rank-1 of 75.3% on CUHKO03, 66.6% on
CUHKO1, and 64.0% on PRID. The introduced domain dropout layer acts as regularized
mechanism, avoiding the neurons co-adaptation to specific domains, reducing overfitting
that degraded the RelD performance.

Attention mechanism has gained relevance in recent years, showing good performance
in many fields, and it is often used as a local feature learning mechanism, which is useful
for the task of RelD.

One example of an attention mechanism for deep learning networks was presented
by [37] to provide simultaneously masks-free and foreground-focused samples for the
inference phase. The main objective was to generate synthetic data that are composed
of interleaved segments gathered from the original learning image set, while using class
information only from specific segments. The proposed augmentation technique was
evaluated using a baseline method proposed by [38], based on a deep learning-based
classification framework using the ResNet-50 as a feature extractor, with weights initialized
on ImageNet [9], along with a bag of tricks, known to be particularly effective for person
RelD tasks. Since the richly annotated pedestrian (RAP) [17] dataset does not provide
human body segmentation annotations, human binary segmentation masks were extracted
using Mask-RCNN [39] to obtain the human body segmentation binary masks. Afterwards,
fake images were generated to enlarge the dataset. For a matter of performance evaluation
of the augmentation method, the default parameter settings detailed on the official project
and the same weights were reused without modifications. The models were evaluated on
two different loss schemes: Softmax and Triplet, with the results being slightly better when
using triple loss on the RAP dataset. Accurately, the model presented a mAP Rank-1 of
62.9% when considering the upper body part, and 65.7% for the full body. The proposed
augmentation technique enabled an increase in the performance of the baseline method by
almost 20%.

Another attention mechanism based in Deep Learning (DL) models was proposed
by [40] to overcome the problem of learning fine-grained pedestrian features that are
useful for pedestrians RelD. A self-denominated HydraPlus-Net (HP-net), which multi-
directionally feeds the multi-level attention maps to different feature maps and to different
feature layers, is used. The method enables the model to capture multiple attention from a
low-level to a semantic level by exploring the multi-scale selectiveness of attentive features,
to enrich the final feature representations for the pedestrian image. The proposed approach
was evaluated on three publicly standard datasets: CUHKO3, VIPeR, and Market-1501
datasets. The model achieved a CMC Top-1 of 91.8 % on CUHKO03, 56.6% on ViPer, and
76.9% on Market-1501. The proposed method achieved top performance results, proving
the effectiveness of attention mechanisms to capture relevant features maps for RelD tasks.

Attention mechanisms are also explored by [41], by introducing a bilateral complemen-
tary network (BiCnet), formed by a two-branch scheme; the first operating in the original
image resolution, and the second called context branch, operating in downsampled resolu-
tion to capture long-range context. A specific attention mechanism, called diverse attention
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operation, was added to enforce consecutive frames to focus on different body charac-
teristics regarding each identity. The mining of spatial clues was carried by a temporal
kernel selection to jointly combine the short- and long-term temporal relations. Exhaustive
experiments were conducted in the MARS, DukeMTMC-VideoRelD, and LS-VID datasets,
with the model obtaining a mAP of 0.860 on MARS dataset.

Attention mechanisms used to obtain more robust salient features from images are
proposed by [42]. Since complex backgrounds can generate salient features that can degrade
the performance of the RelD task, a joint weak saliency, in combination with an aware
attention mechanism, is set in place to obtain refined global features, while weakening
some of the saliency features. Similar to [34], this model employs a ResNet scheme from the
weekend saliency block, where an attention mechanism is set in place, and final results of
both processes are fused together to form the final feature. The performance of the method
is evaluated using the Market-1501 and DukeMTMC-RelD datasets, with the method
achieving a mAP of 89.2% in the Market-1501 dataset.

A performance evaluation of the reviewed methods for person RelD that explore

Feature learning is presented in Table 2.

Table 2. Performance evaluation of the reviewed person RelD using feature learning methods.

Cat Ref. Main Technique(s) :L]l)cizass Pros/Cons
[19] KDE and CNN features, CAVIAR4reid Robust,
ate fusion, mode . simple
late fusion, SVM model CMC 0.933 impl
[24] GOG and ResNet features, CAVIAR4reid  Simple,
Data augmentation CMC 0.919 lack train data
Joint learning multi-loss, CHUKO3, . ..
Fusion [26] two-branch CNN CMC 0.832 Simple, efficient
[31] Residual blocks, Market-1501 Hard to train,
multi-scale feature . can over fit
Iti-scale f CMC 0.948 fi
[34] Weaken feature convolution, Market-1501 Robust,
ResNet mAP 0.942 reusable
Stri [35] Neural architecture, Market-1501 i?;d lteoxtram,
1ip search (NAS) CMC 0.954 piex,
not reusable
Easy train
CUHKO03 '
Drop [4] Modified dropout layer data domain,
CMC 0.666 problematic
[37] ResNet-50 as feature extractor, RAP Simple to replicate,
attention mechanism mAP 0.862 reusable
ResNet-50 as feature extractor, Complex,
[40]  multi-directional 252%0931 8 not reusable
and level attention maps ) state-of-the-art
Attenti
ention Two Branch, MARS Complex,
[41]  multi-scale mAP 0.860 reusable
and attention maps ' state-of-the-art
Attention, Complex,
[42]  saliency maps xzrll’( %t 8195201 generalizes well,
ResNet ’ state-of-the-art

CMC—cumulative matching characteristic (higher the better), mAP—mean average precision (higher the better),

all measures range: [0.0,1.0].

A performance comparison among the described works is depicted in Figure 5.
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Figure 5. Performance summary of the evaluated feature learning methods.

Although the Fusion scheme of local and global features is a reasonable approach to
explore, the use of attention mechanisms enables leveraging the performance of person
RelD, by capturing important aspects that are relevant to objectives set-in place.

5.2.2. Deep Learning Metrics

Deep learning metrics is one commonly used strategy that aims to learn the dissimi-
larity or similarity between two given objects. The main objective is to learn a projection
mapping from the original image into the embedding feature space, enabling to deter-
mine the degree of similarity between two-person images. This helps with learning the
discriminate features by the design of loss-specific functions for the DNN model.

One standard metric corresponds to the contrast loss, which enables quantifying the
similarity or dissimilarity between pairs of data, commonly used on the training of Siamese
Networks, with the function expressed as:

Le = yd(xa = %) + (1= y) m —d(x ~ %] , ©

where [-], = max(0, x), with x, and x;, corresponds to the two image pairs of the Siamese
Network, and a distance metric d(x,, x;), usually the Euclidean distance, quantifies the
degree of similarity among the pairs, m corresponds to a training parameter, and y is the
corresponding matching label. When y = 1 the two input mages belong to the same ID
(positive sample pair); on the other hand, when y = 0, it reflects the opposite case (negative
sample pair).

One example of a Siamese Network for person RelD is explored by [43], by applying
different distance metrics to corresponding feature maps. Defined as MSP-CNN, the
approach starts by using image pairs as network input, with all images going through
the same share-weighted deep CNN network, formed by small convolution filter layers
followed by a simple inception module [44]. To attain the distinct characteristics from
the diverse feature maps, similarity constraints are applied to both low-level and high-
level feature maps during the training stage to effectively learn discriminative feature
representations at different levels. The objective function was designed to emphasize
low-level features that are frequently related to schoolbags, T-shirts, and higher-level
special textures, which are shared among persons from the same personality to propagate
those relevant features to the upper layers. At the higher-level feature maps, a Euclidean
distance after L2normalization [45] is used to represent the abstract global similarities.
The approach enables the CNN to extract robust feature representations without any
complicated distance metric to be learned in the process, contrary to those found in more
traditional hand-crafted systems. This enables easily incorporating constraints, forming a
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unified multi-task network with similar constraints. Model evaluations were conducted
using the CUHKO3 [46] and Market-1501 [47] datasets, and the small CUHKO1 dataset [48],
being evaluated by the use of the CMC metric. Results on the CUHKO03 dataset show
that the proposed model achieved an CMC Rank-1 accuracy of 85.7% when using manual
hand-labeled object boxes, and 83.6% when using a deformable parts model detector for
object extraction. While the proposed model obtains competitive results, it still requires
some degree of human annotation to achieve good performance.

A novel filter pairing neural network (FPNN) was proposed by [46], which is com-
posed of six layers to jointly handle misalignment, photometric and geometric transforms,
occlusions, and background clutter in person RelD tasks. The network was initially com-
posed by a convolution and max-pooling layer that operated on two pair of RGB or Lab
Color space (LAB) images from different cameras, generating the responses from local
patches as local features. Each feature map is partitioned into H; x Wj stripe sub-regions,
and only the maximum response in each sub-region is taken into account, with the max-
pooling layer outputting a H; x W; x K; feature map. The computed feature maps are
processed by a patch matching layer to match the filter responses from local patches across
the different views. Considering that each input image contains M horizontal patches,
these image patches are only compared with the corresponding stripe from the other pair
images, forming displacement matrices to encode the spatial patterns of each matching
patch under the different features representations. The patch matching is then further
refined by dividing the patch displacement matrices into T groups, and within each group,
a max out-grouping layer is used. Only prominent feature activations are passed to the next
layer, allowing each feature to be represented by multiple redundant channels, enabling
the modeling of a mixture of photometric transforms. For body parts, convolution and a
max-polling layer are added to the patch displacement matrices to obtain the displacement
matrices of body parts on a larger scale. For the final identity recognition, a Softmax
function is used to measure the degree of similarity between two input person images,
given the global geometric transforms detected on the previous layer. During the model
training, several conventional techniques, such as dropout [49], data augmentation, and
bootstrap were employed. The model was evaluated using the constructed CUHKO3 [46],
and the results were collected and compared with other state-of-the-art methods using the
CMC metric, with the proposed method achieving a 20.65% when considering Rank-1 rate.
The partial region patch makes the method suitable for partial pairs matching, enabling
refining similarity metrics, according to the context of the image.

In contrast, an unsupervised learning approach is explored by [50], where an unsuper-
vised incremental learning algorithm, denominated TFusion, aided by the transfer learning
of pedestrian spatial-temporal patterns from an unlabeled target domain, is used for person
RelD. The algorithm transfers the visual classifier trained on a small labeled source dataset
to the unlabeled target dataset and learns pedestrian spatial-temporal patterns. A Bayesian
fusion model is then used to combine the learned spatial-temporal patterns with extracted
visual features to create an improved classifier. A learning-to-rank based on the mutual
promotion procedure is used to optimize the classifiers based on the unlabeled data domain
incrementally. The proposed framework explores a Siamese Network scheme [8] based on
two ResNet50 [14] CNN pre-trained networks to extract visual features from different pair
object images. The outputs of the Siamese Network are flattened into two one-dimensional
vectors, with the model predicting the identities of each of the input pair images and
their similarity score by using cosine similarity. A spatial-temporal pattern learning is
formulated considering pedestrian patterns among different cameras and corresponding
time intervals of objects that were previously considered similar by the model. In the last
stage, the Bayesian fusion model combines the visual features with the spatial-temporal
features to achieve a composite similarity score of the given pair of images. Exploring
the fact that the Bayesian fusion model is based on the Bayes theorem, it is possible to
access the likelihood of the scores of each image that belong to the same object. Model
experiments were conducted using the GRID [51], Market-1501 [47], CUHKO1 [48], and
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VIPeR [30] datasets using a cross-validation strategy, where one of the datasets is selected as
the source and another one as the target dataset to test, enabling performing cross-dataset
person RelD evaluation. The results show that the proposed TFusion model achieved
an CMC in Rank-1 of 64.10%, when using the GRID dataset, and 73.13% when using the
Market-1501 dataset. The results, when compared to the work of [24] using fusion schemes,
are much lower, mostly since the author relies only on ResNet50 as backbones, and uses
simple cosine similarity metrics that may not capture other image similarity domains.

A deep convolutional network with layers, specially designed to address the problem
of RelD, was proposed by [52], by outputting a similarity value, indicating whether the
two input images are from the same person. The network encompasses two layers: the
neighborhood difference layer for comparing convolutional image features from each patch
and a subsequent layer where features are summarized. For the extracted features to be
comparable across the two images in later layers, the first two layers are set to perform a
tied convolution, with weights shared across the two views, ensuring that the same filters
are used in both image pairs to compute the corresponding features. Two tied convolution
layers enable providing a set of feature maps for each input image, from where relations
between the two views are learned and supplied to a cross-input neighborhood difference
layer, to compute the differences between the two views around a neighborhood of each
feature location, generating a set of 25 neighborhood difference maps. Subsequently, a
patch summary layer summarizes these neighborhood difference maps by producing a
holistic representation of the differences in each view 5 x 5. The learning of the spatial
relationships across neighborhood differences is achieved by employing a convolution
layer using 25 filters of size 3 x 3 with stride 1, and the resulting features are passed
through a max-pooling kernel to reduce the height and width. Finally, a fully connected
layer captures the relations by combining information from patches that are far from each
other and with a Softmax layer to output the similarity of both images. The proposed
methods were evaluated using the CUHK03, CUHKO1, and VIPeR datasets and the CMC
curve. The model achieved a CMC Rank-1 accuracy of 54.74% on CUHKO03-labeled and
44.96% on CUHKO03-detected; in VIPeR, the method obtained a 34.81% Rank-1 accuracy,
while in CUHKO], it achieved a Rank-1 recognition rate of 65%. The use of shared weights
ensures fair feature selection; however, some specific image domains can be neglected,
harming the RelD process.

Triplet loss is one of the most widely used deep learning metrics used in person
RelD problems, aiming to minimize the intra-class distance while maximizing the intra- to
intra-class distance of the given samples. The triplet loss can be expressed as:

Ltrip = [m +d(xq, xp) —d(xa, xn)} e 4)

When compared to contrast loss, the input of the triplet Loss consists of three images,
with each triplet set containing a pair of a positive sample x;, a negative sample x,, with
a corresponding anchor image x,. x;, and x, correspond to images with the same ID,
while the pair x, and x, to images with different IDs. During model training, the distance
between the same ID pairs x, and x, is minimized, while the distance between different ID
pairs x,; and x, is set apart. To increase the performance during training, a combination of
classification loss and triplet loss [53] is used, enabling learning discriminatory features.

One example of the use of triplet loss is in the work by [53], which also explores
a modification of the triplet loss, defined as TrilNet, to perform end-to-end deep metric
learning to tackle the person RelD problematic. Triplet loss has been proposed previously
by [54], and vastly explored on FaceNet [45], where a CNN is used to learn an embedding
for faces. Two approaches were explored in the proposed work, with the first being based
on a ResNet-50 [14] architecture and the weights provided from the ImageNet pre-training
procedure, with the last layer being discarded and replaced by two Fully Connected
(FC) layers. The first contains 1024 units, followed by batch normalization [55] and
Rectified Linear Unit (ReLU) [56], and the second goes down to 128 units, forming the final
embedding dimension. The second approach consists of a network trained from scratch,
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denoted as LuNet, which follows the style of [57], but uses leaky ReLU [58], nonlinearities,
multiple 3 x 3 max-polling’s with stride 2, and omits the final average pooling of feature-
maps in favor of a channel-reducing final res-block. Distinct training parameters were used
to train both networks, being the TriNet trained with the modified batch triplet loss, by
setting the batch size to 72 to circumvent memory issues, due to the number of parameters
(25.74 M); while in the second network, LuNet contains 5.00 Million parameters, and
was trained using a large batch size (128). Model experiments were conducted on the
CUHKO03, Market-1501, and MARS [59] datasets, and several triplet variations and model
comparisons were evaluated. One advantage of the use of triplet loss is that it allows
performing end-to-end learning between the input image and the target embedding space,
directly optimizing the network for the final task. Person comparison is performed by
computing the Euclidean distance of their embeddings. The proposed pre-trained TriNet
achieved a CMC of 89.63% when using CUHKO03 and labeled box sets, and of 87.58% when
automatically detecting box sets. Additionally, the proposed LuNet achieved competitive
performance. One of the main disadvantages of using pre-trained networks is the flexibility
to try out new advances in deep learning or to make task-specific changes in a network.

Once traditional triplet loss randomly selects three images from the training set
during training, on many occasions, the sample combinations may evidence the lack of
complex sample combinations that correspond to the more difficult cases, degrading the
generalization capabilities of the model. To overcome this, many researchers improved the
triplet loss to mine hard samples.

A multi-channel parts-based on CNN under a modified triplet framework for person
RelD was proposed by [60]. The CNN network consists of multiple channels to jointly
learn both the global full-body and local body-part features of the input image. The person
RelD modeled network is trained using a modified triplet loss function to pull the feature
instances of the same person together, while setting those instances further, corresponding
to different persons in the learned feature space. Three CNN with the same sets of weights
and biases are used, with the triplets from image [; space being mapped into a learning
feature space from I;. The multi-channel CNN model is composed of the following distinct
layers: one global convolution layer, one full-body convolution layer, four body-part
convolution layers, five channel-wise full connection layers, and one network-wise full
connection layer. A global convolution layer acts as the first layer of the CNN network. It
is split into four equal parts, with each part forming the first layer of the independent body-
part channel, responsible for learning features of the corresponding body parts. Moreover,
a full-body channel that considers the entire global convolution layer as its first layer is
added to learn the global full-body features of the persons. The four body-part channels,
together with the full-body channel, constitute five independent channels that are trained
separately from each other. The final outputs of the channel-wise full connection layers,
from the five separate channels, are concatenated into one vector and fed into the final fully
connected layer. For model training, a novel data augmentation technique is performed
by cropping the center of each image region of 80 x 230 pixels and introducing a small
random perturbation to augment the training data, a technique close to [61]. Experiments
were conducted in the VIPeR, i-LIDS [62] and PRID2011 [63] datasets. The models were
assessed using the CMC metric for quantitative evaluation on each of the referred datasets,
and several model variations were also evaluated, with the best-proposed model variation
formed by the full version of the proposed multi-channel CNN model trained with the
modified triplet loss function achieving a CMC Rank-1 accuracy of 60.4% on i-LIDS, a 22.0%
CMC Rank-1 on PRID2011, 47.8% on VIPeR, and 53.7% on CUHKO1. The proposed method
showed promising performances in competitive scenarios and positive RelD person in
partially occluded environments.

A performance evaluation of the reviewed methods for person RelD using deep
learning metrics is given in Table 3.
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Table 3. Performance evaluation of the reviewed person RelD using deep metric methods.

Cat Ref. Main Technique(s) # Data Pros/Cons
Success
Unsupervised, ResNet50 Good dfitas.et
[43] features, Siamese networks CUHKO03, generalization,
L ) ’ CMC0.857 Cross domains,
Bayesian fusion
Complex
. .. Bad performance
[46] Filter pairing neural CHUKO3, Complex
network CMC 0.206 L
Contrast Loss Not robust
Unsupervised, ResNet50 Good dataset
[50] features, Siamese networks, CUHKO3, generalization,
Bayesian fusion, CMC 0.857 Cross domains,
spatial-temporal model Complex
Siamese networks, CUHKO03 .
[52] Tied convolution CMC 0.547 Simple, reusable
(53 Tripletloss CUHK03 ecttacure s
pre-trained ResNet CMC 0.876 e p
restraints
Triplet Loss Three CNN with shared . Simple train
. e . i-LIDS
[60] weights, modified triplet Scalable
CMC 0.604 ..
loss Efficient

CMC—Cumulative matching characteristic (higher, the better), mAP—mean average precision (higher, the
better), all measures range: [0.0,1.0].

A performance comparison among the described works is depicted in Figure 6.
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Figure 6. Performance summary of the evaluated deep learning metric methods.

Concerning the use of deep learning metrics, the use of contrast loss and triplet loss are
the most common and usual methods employed in the person RelD task. This preference is
mainly related to the simplicity of the methods, without major modifications to the existing
pre-trained backbone, with the Siamese scheme being extremely suitable for pair image
comparison.

5.2.3. Sequence Learning for RelD

One common approach to capture the spatial-temporal cues for the task of RelD is
to explore a sequence of videos or a small set of images to train RNN models that can be
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employed in the person RelD task. Many approaches explore 3D CNN to capture temporal
and spatial features simultaneously [64].

The 3D CNN, in combination with a non-local attention mechanism, was proposed
by [64] for person RelD, inspired by video action recognition models that involve the
identification of different actions from video tracks. For the task, 3D convolutions on
video volume, instead of using 2D convolutions across frames, are used to extract spatial
and temporal features simultaneously. To handle misalignments, a non-local block is
employed to capture spatial-temporal long-range dependencies, resulting in a network
being able to learn useful spatial-temporal information as a weighted sum of the features in
all space and temporal positions from the input feature map. Triplet loss function with hard
mining proposed by [53] and a Softmax cross-entropy loss function with label smoothing
regularization are employed to train the network. As for the network, 3D convolutions are
replaced with two consecutive convolution layers, one one-dimensional (1D) convolution
layer acting purely on the temporal axis, followed by a two-dimensional (2D) convolution
layer to learn spatial features on the residual block. The modified 3D ResNet-50 is pre-
trained on kinetics [65] to enhance the generalization performance of the model, and the
final classification layer is replaced to output person identity. Experiments were performed
using three datasets, namely, the iLIDS-VID, PRID-2011, and MARS datasets, and the results
were compared with the ones of several state-of-the-art methods and of an established
baseline model, which corresponds to a ResNet50 trained with Softmax cross-entropy loss
and triplet with hard mining on an image-based person RelD. The proposed framework
showed competitive results, outperforming several state-of-the-art approaches by a large
margin on multiple metrics, attaining a mAP of 84.3% on the MARS dataset.

In [66] is proposed a two-stream convolution network to extract spatial and temporal
cues for video-based person RelD. A temporal stream network was built by inserting
several multi-scale 3D (M3D) convolution layers into a 2D CNN network. The M3D
convolution network introduces a fraction of parameters into the 2D CNN to gain the
ability of multi-scale temporal feature learning. In addition, a temporal stream was included
using residual attention layers to refine the temporal features further. The jointly learning
of spatial-temporal attention masks in a residual manner enables the identification of the
discriminative spatial regions and temporal cues. Model evaluations were performed on
three widely used benchmarks datasets: the MARS, PRID2011, and iLIDS-VID datasets,
with the proposed model obtaining a mAP on 0.740 on the MARS dataset.

RNN in the form of Long Short-Term Memory (LSTM) of Gated Recurrent Unit (GRU)
are commonly employed to capture temporal or spatial features. In RelD tasks, often the
use of RNN is applied into sequences of images or video frames to capture spatial features
extracted from CNN.

One example of use of LSTM is presented by [6], to progressive aggregate frame-wise
human region representation at each frame extracted from the Local Binary Patterns (LBPs)
detector, yielding a sequence feature representation. LSTM enables remembering and
propagating previously accumulated representative features while forgetting irrelevant
ones. The proposed RNN acts as a feature aggregation, generating highly discriminating
sequence-level object representations. The evaluations of the models were conducted using
the iLIDS-VID and PRID 2011 datasets, obtaining a Rank 1 of 49.3 on iLIDS-VID.

A RNN to jointly use spatial and temporal features is presented by [67], enabling ex-
ploring all relevant information useful for the person RelD task. The method encompasses
a temporal attention mechanism to automatically pick the most discriminating features
in a specific frame obtained from a CNN, while integrating surrounding information.
Experiments were carried out using the iLIDS-VID, PRID 2011, and MARS datasets, with
the proposed model achieving a Rank-1 of 70.6 on MARS.

A performance evaluation of the reviewed methods for person RelD using sequence
learning is given in Table 4.
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Table 4. Performance evaluation of the reviewed person RelD Sequence methods.

Cat Ref. Main Technique(s) # Data Pros/Cons
Success
o DA was - Srb ol
3D CNN Attention, triple loss mAP 0.834 state-of-the-art
[66] 3D- Two stream CNN, MARS Replicable,
Residual attention mAP 0.740 SOTA
(6] LSTM, iLIDS-VID Not robust,
RNN LBP features Accl 0.493 Old
[67] LSTM, MARS Simple,
CNN features Rank1 0.706 replicable

CMC—cumulative matching characteristic (higher, the better), mAP—mean average precision (higher, the better),
all measures range: [0.0,1.0].

A performance comparison among the described works is presented, as depicted in
Figure 7.
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Figure 7. Performance summary of the evaluated sequence model methods.

While the use of RNN networks seems to e a natural choice to capture relevant features
for the person RelD task, recently, authors have relied on 3D CNN to automatically capture
these dependencies, obtaining models that are less complex to train and achieve superior
performance when compared with traditional RNN, such as LSTM or GRU.

5.2.4. Generative Learning for ReID

One of the main difficulties in RelD tasks is the small diversity of images from the
same object with different surroundings and conditions, which poses difficulties for models
to generalize well to unseen image contexts. Among the identified datasets, one of their
main limitations concerns the uniform illumination, and similar image poses. The use
of generative learning, mainly by Generative Adversarial Network (GAN) to increase
the amount of training data while presenting the model with more complicated cases,
is one common practice in the field of computer vision, and was recently used in RelD
tasks. GAN commonly employ the use of two neural networks that compete against each
other to become more accurate and output more precise predictions. They are composed
of the generator responsible for generating artificial data that can be mapped into the
unknown training data distribution. In contrast, a discriminator tries to identify with the
generator outputs that correspond to the real examples or the generated ones. The GAN
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training is performed in an adversarial way, improving the capabilities of the generator,
simultaneously representing the natural data distribution, and the discriminator to identify
the artificially generated images, overcoming the training data limitations. One of the main
problems in person RelD concerns the reduced number of images from different poses.

To overcome this limitation, a feature distilling generative adversarial network (FD-
GAN) is proposed by [68] in combination with a Siamese CNN structure to learn identity-
related and pose-unrelated representations. In addition, a novel same-pose loss was also
formulated and integrated, requiring the appearance of the same person’s generated images
to be similar. The proposed FD-GAN explores the Siamese scheme, where an image encoder,
an image generator, an identity verification classifier, and two adversarial discriminators
are included. The corresponding branch of the network takes a person image and a target
pose landmark map as inputs. The image encoder at each branch initially transforms the
input person image into feature representations. Then, the identity verification classifier is
used to supervise the feature learning for person RelD. The image generator starts by taking
the encoded person features and target pose map as inputs, and outputs another image of
the same person in a different target pose. The target pose map is represented by an 18-
channel map, with each channel representing the location of one pose landmark’s location,
and with the one-dot landmark location being converted to a Gaussian-like heatmap. The
encoding is performed by using a 5-block convolution-Batch Normalization (BN)-ReLU
subnetwork, generating a 128-dimensional pose feature vector. The visual features, target
pose features, and an additional 256-dimensional noise vector, sampled from standard
Gaussian distribution, are then concatenated and input into a series of 5 convolution-
BN-dropout-ReLU upsampling blocks to output the generated person images. Concerning
training, it was performed in three main stages. Initially, the Siamese network baseline
built on ResNet-50, using the weights from ImageNet [9], was established. The network
was firstly optimized with SGD and trained during 80 epochs. In the second training stage,
the encoder and validation classifier were fixed, and the generator was integrated. Adam
optimizer [69] was employed to optimize the generator, while the identity discriminator
and posed discriminator were optimized with SGD. Lastly, a global fine-tuning was done
on the model through all blocks in an end-to-end fashion. For performance evaluation,
Market-1501, CUHKO03, and DukeMTMC-RelD datasets were used, with mAP and CMC
Rank-1 accuracy metrics being adopted for performance evaluation on all the three datasets,
and the proposed FD-GAN obtained a CMC of 90.5% on Market-1501, 92.6% on CUHKO03,
and 80.0% on DukeMTMC-RelD. The inclusion of the FD-GAN and pose encoder enables
a substantial increase in model performance.

Another standard limitation concerns the lack of diversity in the image domain,
namely, different images gathered and subjected to other illumination conditions. A style
transfer GAN is proposed by [70] to serve as a data argumentation approach to smooth
camera style disparities. The method employs CycleGAN [71] to style transfer trained
labeled mages from different cameras aiming an increase of the diversity of training
examples, avoiding model overfitting. Focusing on a better handling of noise, a smooth
label regularization is introduced. The style transfer method is evaluated on the RelD task
using the Market-1501 and DukeMTMC-RelD datasets, with the proposed model achieving
a mAP of 71.55% in the Market-1501.

The vast domain range of images poses difficulties to the RelD tasks. To reduce the
impact of image domain diversity, ref [72] proposes a joint learning scheme to improve
domain adaptation, to disentangle ID-related /unrelated features, which enforces adapta-
tion to focus on the ID-related features space only. The disentangle module is responsible
for encoding cross-domain images into a shared appearance and two separated structure
spaces, with the adversarial alignment being performed by the adaptation module. Exten-
sive experiments using the Market-1501 and DukeMTMC-RelD datasets were performed,
with the model achieving a Rank-1 of 83.1 in the Market-1501.

A careful evaluation of methodologies for person RelD was performed by [38]. The
evaluation starts by setting a baseline backbone architecture based on ResNet-50 [14] with
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weights initialized on ImageNet [9], and changing the dimension of the fully connected
layer to the number of identities in the training set. Similar assumptions were made
for all experiments for training as described in the article [38]. Several training tricks
were evaluated, such as warm-up learning rate [73], to bootstrap the network for better
performance; random erasing augmentation [33], where an image I in a mini-batch has
the probability of undergoing random erasing of p.; label smoothing [44] to prevent the
model from overfitting the training ID, where a small constant € is introduced to avoid the
overfit of the training set; last stride [74] to obtain a higher spatial resolution, enriching the
granularity of features. To embedded different features distances to accommodate different
class distributions in different sub-spaces on the ID loss during inferring stage several
strategies are employed, such as BNNeck, which adds only BN layer after features and
before classifier FC layers; and, finally, a center loss [75], to simultaneously learning deep
features of each class, while penalizing the distances between the deep features and their
corresponding class centers, avoiding the drawbacks of the triplet loss. The performance
and contribution of each of the tricks were evaluated, with the best model using all the
described tricks used, achieving a CMC Rank-1 of 94.5% on Market-1501 and CMC Rank-1
of 86.9% on DukeMTMC-RelD. While the study shows the effectiveness of the DNN tricks
to the RelD task, in [76] is proposed a k-reciprocal encoding method to re-rank the RelD
results, to increase the accuracy. The main underline consideration concerns the fact that if
a gallery image is on par with the probe in the k-reciprocal nearest neighbors, it is more
likely to be a true match. In detail, given an image, a k-reciprocal feature is calculated by
encoding its k-reciprocal nearest neighbors into a single vector used for re-ranking under
the Jaccard distance.

A performance evaluation of the reviewed methods for person RelD using Generative
learning and other complementary methods is given in Table 5.

Table 5. Performance evaluation of the reviewed person RelD using generative methods.

# Data

Cat Ref. Main Technique(s) Pros/Cons
Success
GAN, ResNet-50, Market-1501 Uses GAN,
[65] re-trained, pose generator CMC 0.905 hard to train
P 1 posed ’ state-of-the-art
GAN [70] GAN, style transfer, Market-1501 g:s lce; AN,
smooth regularization mAP 0.715 p
replicable
[72] GAN, joint learning, Market-1501 isris iﬁN’
domain adaptation Rank 1 0.831 p
replicable
Evaluajclon of techniques, Market-1501 Simple to reuse,
Others [38] Pre-trained, CMC 0.945 reusable
Modified Triple loss ' explanatory

CMC—cumulative matching characteristic (higher, the better), mAP—mean average precision (higher, the better),
all measures range: [0.0,1.0].

A performance comparison among the described works is depicted in Figure 8.
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Figure 8. Performance summary of the evaluated generative model methods.

5.2.5. Summary of Person RelD

The different techniques reviewed in this section focus on solving the person RelD
problematic. The study about the different methods, which researchers among the literature
have proposed, reveals that very few methods can achieve accurate results on a wide range
of datasets that contain different varying position, occlusions genres, shapes, and the
illumination of the person in the scene. The performance of the enlisted methods is useful
for comparison purposes, giving insight on how to devise a robust, yet simple, person
RelD method that can achieve high accuracy. The best performing models are mostly
based on pre-trained deep neural network models for feature extraction, combined with
schemes and modified triplet loss for person RelD. New approaches are focusing on 3D
CNN networks by transfer learning their embedding and reusing them into person RelD.
Other methods explore baseline models and complement then using data augmentation
and other tricks to improve their performance for RelD tasks. Moreover, a clear trend in the
RelD research community relates to the use of GAN methods, in combination with ResNets,
to increase model robustness against different object poses, overcoming the number of
pair examples in the training dataset, and achieving superior results. A recent trend in
person RelD is the use of attention mechanisms to capture relevant features, leading to a
significant improvement in model performance.

An important issue regarding the person RelD is the use of biometric characteristics,
such a human faces or people’s skin. In [77], an important study was conducted using
obfuscated and non-obfuscated person faces, and most of the case models performed in
the majority of benchmark datasets were better when trained and used people’s faces as
expected. However, this can lead to biased models (discriminating ones). The public usage
of these models can collide with current policies in law practices in several countries; it is
helpful to always have a side-by-side comparison of both modalities.

6. RelID and Spatial-Temporal Multi Object ReID Methods

One of the main difficulties of object RelD is to operate in distributed scenarios and
account for spatial-temporal constraints for multi-object ReID. Main techniques explore
the use of RNN models to construct tracklets to assign IDs to objects, enabling to robustly
handle occlusions. In contrast, others rely on 3D CNN to attain temporal dependencies of
the object in track.

6.1. Multi Object RelD Datasets with Trajectories

Multi-Object RelD considers attributes, such as shape and category combined with
trajectories, and is one of the objectives that go towards the objective to perform multi-object
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RelD in a real urban scenario. However, the development of suitable benchmark datasets
for attribute recognition remains sparse. Some object RelD datasets contain trajectories
collected from various sources, and such heterogeneous collection poses a significant
challenge in developing high-quality fine-grained multi-object recognition algorithms.

Among the publicly available datasets for ReID, one example is the NGSIM dataset [78],
a publicly available data set with hand-coded Ground Truth (GT) that enables evaluating
multi-camera, multi-vehicle tracking algorithms on real data, quantitatively. This dataset in-
cludes multiple views of a dense traffic scene with stop-and-go driving patterns, numerous
partial and complete occlusions, and several intersections.

Another example is the KITTI Vision Benchmark Suite [79], which is composed of
several datasets for a wide range of tasks, such as stereo, optical flow, visual odometry, 3D
object detection, and 3D tracking, complemented with accurate ground truth provided by
Velodyne laser 3D scanner and real GPS localization system, Figure 9. The datasets were
captured by driving around the mid-size city of Karlsruhe, in Germany, in rural areas, and
on highways, and on average, there are up to 15 cars and 30 pedestrians per image. A
detailed evaluation metric and evaluation site are also provided.

Figure 9. Example of the multi-object tracking and segmentation system (MOTS).

A summary of the public available databases for multi-object car RelD with trajectories
is presented on Table 6.

Table 6. Global overview of the public available databases for multi-object car ReID with trajectories.

# # . Trackin

Dataset Identities Cameras # Images Label Method Size Sequencgs
NGSIM

KITTI - - - R-CNN 1392 x 512 Yes
UA-DETRAC 825 24 121 M Manual 960 x 540 Yes
VehicleID 26,267 - 221 K Manual Vary Yes
VeRi-776 776 18 50 k Manual Vary Yes
CompCar 1687 - 18k Manual Vary Yes
PKU-Vehicle - - 18 M Manual Cropped Yes
MOT20-03 735 - 356 k R-CNN 1173 x 880 Yes
MOT16 - - 476 k R-CNN 1920 x 1080 Yes
TRANCOS 46,796 - 58 M HOG Vary Yes
WebCamT - 212 60 k - - No

R-CNN—region proposals with CNN, HOG—histogram oriented gradients.

In addition, the PASCAL VOC project [80], provides standardized image datasets
for object class recognition, with annotations that enable evaluation and comparison of
different methods. Another useful dataset is ImageNet [10]. This image database is
organized according to the WordNet hierarchy (currently only the nouns), where each
node is represented by hundreds and thousands of images. Currently, each node contains
an average of over 500 images. The dataset encompasses a total of 21,841 non-empty sets,
forming a total number of images of around 14 million, with several images with bounding
box annotations of 1 million. In addition, it contains 1.2 million images with pre-computed
SIFT features [81]. Pre-trained networks on these two datasets are commonly reused as
backbones for feature extraction to perform several tasks, such as object RelD.
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6.2. Spatial-Temporal Constrained and Multi Object ReID Methods

In this section, deep learning-based vehicle RelD methods are grouped into four
main categories, as represented in Figure 10; which includes methods for feature learning,
sequence learning, deep learning metrics, and tracking, with these categories encompassing
several methods. The main aspects of each category method and their experimental results
are discussed in the following.

/v{ Global-Local Features ‘

Feature Learning —D{ Multi-Scale Fusion ‘
\{ Attention Mecanisms ‘
P 3D CNN
Object RelD Sequence Learning — RNN
T Temporal-Attention

Constrastive Loss ‘

Deep Learning .
Metrics Tripist Lass ‘

Classification Loss ‘

Kalman ‘
Tracking
Markowv-chain ‘

Figure 10. Deep learning-based vehicle re-identification methods.

6.2.1. Deep Learning Metrics for Vehicle RelD

Similar to person RelD, triplet loss are a excellent tool for vehicle RelD tasks. A
variation of the triplet loss commonly used in deep learning methods, defined as a group-
sensitive-triplet embedding (GS-TRE), was proposed in [82] to recognize and retrieve
vehicles, where the intraclass variance is elegantly modeled by incorporating an interme-
diate representation “group” between samples and each vehicle in the triplet network
learning. The main objective is to address the car RelD problematic, namely the fact that
common deep metric learning with a triplet network common configuration ignores the
impact of intra-class variance-incorporated embedding on the performance of vehicle
ReID, where robust fine-grained features for large-scale vehicle RelD have not been fully
studied. In addition, a clustering strategy to derive group labels, and in particular, an
online clustering method, is employed, and a mean-valued triplet loss [83] is also proposed
to enhance the learning of discriminative features. The performance of the proposed
group-sensitive-triplet embedding (GS-TRE) was evaluated on the VeRi-776 and VehicleID
datasets, with the model obtaining a mAP of 0.743 on the VehicleIlD dataset, with the
modified triplet loss well suitable to help in the RelD task.

An improvement of triplet loss is presented by [84], focusing on two aspects: first, a
stronger constraint, namely classification-oriented loss augmented with the original triplet
loss; second, a new triplet sampling method based on pairwise images is proposed in
combination with a classification-oriented loss to implicitly impose a constraint for the
embedded features of the images of the same vehicle to be similar, and also by ensuring
negative samples in one triplet act as positive samples in another triplet. The system
architecture consists of three parts: a shared deep CNN to learn a mapping from raw
images to Euclidean space, with the distance reflecting the relevance between the images, a
triplet stream for calculating the distances and providing the constraint of the triplet loss,
and a classification stream for ID level supervision provided by the classification-oriented
loss, with the image triplets being generated by the proposed triplet sampling method. The
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deep CNN for feature extraction was fine-tuned from VGG CNN using the pre-trained
weights from the ILSVRC-2012 dataset [10]. Stochastic gradient descent was employed
during the training process. Results were gathered based on the VeRi dataset using the
CMC and mAP, with model obtaining a mAP of 0.5740 on this dataset. While the results
show a lower level of performance, making evident that simple triplet usage is not sufficient
for robust RelD systems.

Contrast loss is a useful tool for pair-wise marching, enabling the model to focus
on discriminate features. A novel deep learning-based approach to progressive vehicle
RelD, called PROVID, was proposed by [85]. The approach starts by addressing the RelD
as two distinct search processes: coarse-to-fine search that operates in the feature space
and near-to-distant search to address real-world scenarios. The first searching process
employs the appearance attributes of the vehicle for coarse filtering, while simultaneously
exploring Siamese Neural Network architecture for license plate verification for vehicle
identification. The near-to-distant search process enables to retrieve vehicles” identity by
searching from near to faraway cameras and from close to a distant time. To account for
the spatial-temporal domain, an assumption is that two images have a higher probability
of being the same object, if they have a small space or time distance among frames, and a
lower probability of being the same vehicle if they have large space or time distance. With
this in mind, for each query image i and test image j, a spatial-temporal similarity ST (i, j)
is defined, and with a re-ranking strategy in combination to model the spatial-temporal
information with the appearance and plate features. The model was evaluated using the
VeRi-776 dataset, showing that the proposed method achieved a 0.277 mAP. The results
are much lower when compared with related works. In addition, the use of discriminating
features, such as the vehicle identification plate, may cause problems in the usage on public
surveillance systems and comply with legislation in place.

A unified multi-object tracking (MOT) framework is presented in [86], enabling ex-
ploring the full potential of the long-term and short-term cues for handling complex cases
in MOT scenes. For better association, a switcher-aware classification (SAC) is proposed,
exploring the potential of the identity-switch causer (switcher). Specifically, the proposed
method incorporates a single object tracking (SOT) subnet to capture short-term cues, a
RelD subnet to extract long-term cues and a switcher-aware classifier to make matching
object decisions, using extracted features from the main target and the switcher. The main
objective of short-term cues is to help find false negatives, while long-term cues avoid
critical mistakes when occlusion occurs, with the SAC learning used to combine multiple
cues in an effective way to improve robustness. The SOT subnet and the RelD subnet are
trained independently. For the SOT subnet, image pairs of targets are generated according
to the GT of the videos, and the pairs are extended to include part of the background
according to the training schema of Siamese-RPN. On the other hand, for the ReID subnet,
each target is regarded as one class, with the network trained to predict the class of the
input target. Extensive model evaluations were performed using the challenging MOT16
benchmarks [87], achieving a CLEAR MOT of 71.2%, proving the effectiveness of the
switcher to robustly assign long-term occluded objects to corresponding tracklets.

Performance evaluation of vehicle RelD using deep learning metrics is resumed
in Table 7.

Since it is similar to person RelD, several authors explore the Siamese and triplet loss
for the RelD task. Because the scheme is similar in what concerns the job itself, the leaned
features are very distinct, hampering the use of Siamese and triplet loss, both for person
and vehicle RelD in a single unified framework.
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Table 7. Performance evaluation of the reviewed vehicle RelD using deep leaning metric methods.

Cat Ref. Main Technique(s) # Data Pros/Cons
Success
[82] CNN features, VehicleID Reproducible,
Triplet group-sensitive-triplet emb. ~ mAP 0.743 ranking problems
riple
[84] VGG features, VeRi-776 reproducible,
triplet sampling method mAP 0.574 robust
[85] Siamese Neural Net, VeRi-776 Simple,
spatial-temporal similarity mAP 27.77 not robust
1
Contrast loss 5] Siamese-RPN, switcher MOT16 Complex,

-aware classification (SAC) CLEAR 0.712 trajectory ID handled
mAP—mean average precision (higher, the better; range: [0.0,100.0]).

6.2.2. Sequence Models for Vehicle RelD

To capture temporal features, RNN are commonly employed.

In [88], two end-to-end deep architectures, defined as the spatially concatenated CNN
and CNN LSTM bi-directional loop, were proposed to address the problematic of vehicle
viewpoint uncertainty. The models exploit the great advantages of CNN and LSTM to
learn transformations across different viewpoints of vehicles, enabling to attain multi-view
vehicle representation containing all viewpoints; information that can be inferred from the
only one input view, and then used for learning to measure distance. The evaluation of
the model was performed using a new proposed toy car RelD dataset with images from
multiple viewpoints of 200 vehicles and the public multi-view car, VehicleID, and VeRi
datasets. Conducted experiments showed that the proposed model could achieve a mAP
of 18.13 on the VeRi dataset.

In [89], a deep spatial-temporal neural network is proposed to solve the task of se-
quentially counting vehicles from low-quality videos acquired by city cameras (citycams).
Citycam videos are characterized by low resolution, low frame rate, high occlusion, and
broad perspective, making most existing methods lose efficacy. To overcome the limitations
of the current methods and incorporate the temporal information of traffic video, a novel
FCN-rLSTM network was proposed to jointly estimate vehicle density and vehicle count
by connecting Fully Convolutional Network (FCN) with LSTM in a residual learning ap-
proach. The design enables leveraging the strengths of FCN for pixel-level prediction and
the strengths of LSTM to learn complex temporal dynamics. The residual learning connec-
tion reformulates the vehicle count regression as a learning residual function concerning
the sum of densities in each frame, leading to a significant reduction in network training.
To preserve feature map resolution, a hyper-atrous combination was proposed to integrate
atrous convolution on the FCN, and combine feature maps of different convolution lay-
ers. FCN-rLSTM enables refined feature representation and a new end-to-end trainable
mapping from pixels to vehicle count. The proposed method was extensively evaluated on
different counting tasks using three datasets, with experimental results demonstrating their
effectiveness and robustness. In particular, the proposed FCN-rLSTM reduced the Mean
Absolute Error (MAE) from 5.31 to 4.21 on the TRANCOS dataset, showing the abilities of
LSTM in combination with FCN to track objects in low-resolution videos.

A practical vehicle tracking framework and trajectory-based weighted ranking method,
which significantly improves the performance of cars RelD, were proposed in [90]. The
proposed approach makes use of a ResNet50 [14] as the backbone for feature extraction,
trained using the set of Al City Challenge [91] and VisDrone2018 [92] datasets, and only
considering only the vehicle category. In the inference phase, the image is resized into
1440 x 800, to capture small vehicles in the video. By using the unified multi-object tracking
framework proposed by [86], long-term and short-term cues are fully used as a detector
with high recall, considering only boxes with higher confidence as input for the multiple
target tracking algorithm. The similarity between the two features space is calculated
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through cosine similarity with the overall loss function containing the cluster loss, tra-
jectory consistency loss, and classification loss. During the inference phase, a re-ranking
with spatial-temporal cue is used, with all trajectories encoded in a feature vector of 2048
dimensions. A density clustering DBSCAN is used to gather similar vehicles with the
different ID that belong to the same class. Finally, a ranking with weighted features and
trajectory information is set in place to identify individual trajectories from the class group.
Conducted experiments using the Al city challenge dataset achieved a mAP of 0.730,
showing competitive tracking results in real urban scenarios.

In [93] is proposed an extension to the prevalent task of multi-object tracking and
segmentation (MOTS). It explores widely annotated dense pixel-level annotations of two
existing tracking datasets using a semi-automatic annotation procedure, containing the
masks for 977 distinct objects (cars and pedestrians) in 10,870 video frames. To tackle
detection, tracking, and segmentation, i.e., the MOTS task, a neural network is employed
jointly with a baseline method built upon the famous Mask R-CNN [39] architecture, which
extends the faster R-CNN [94] detector with a mask head.

The TrackR-CNN model provides mask-based detection and association features. Both
are used as input to a tracking algorithm that decides which detection to select, and how to
integrate temporal context information. The temporal context of the input video is explored
by the integration of 3D convolutions (to account for time), into Mask R-CNN on top of a
ResNet-101 [14] backbone. The 3D convolutions layers are used to extract the backbone
features and to obtain a temporal augmentation context. These new augmented features
are then used by the Region Proposal Network (RPN) for the RelD task. For evaluation
purposes, the proposed method was set as a baseline that jointly addresses detection,
tracking, and segmentation with a single CNN. Conducted experiments demonstrated the
relevance of the constructed datasets, enabling them to achieve considerable improvements
in performance when trained on MOTS annotations. The datasets, proposed metrics,
and baselines, such as MOTSA and sMOTSA, were considered with the baseline model
achieving a SMOTSA of 52.7% and MOTSA of 66.9% on the KITTI MOTS dataset, enabling
to account for temporal multi-object RelD.

Table 8 summarizes the discussed works and establish comparisons among the perfor-
mance and used datasets.

Table 8. Performance evaluation of the reviewed vehicle RelD using sequence learning methods.

Cat Ref. Main Technique(s) # Data Pros/Cons
Success
[88] Spatially Concatenated CNN, VeRi-776 Simple,
CNN-LSTM bi-directional loop mAP 18.13 applicable
LSTM o CNN features, gFCN- TRANCOS Reproducible,
rLSTM network + Atrous MAE 4.21 ranking problems
[90] ResNet50, LSTM Al City Complex,
+ clustering DBSCAN MAE 0.730 trajectory problems
[93] Mask R-CNN, KITTI Robust,
3D 3D convolutional layers MOTS 0.669 Short term ID handled

mAP—mean average precision (higher, the better; range: [0.0,100.0]).

6.2.3. Feature Learning for Vehicle RelD

Feature learning are sometimes implicit when using pre-trained backbones, such as
ResNets. However, many works explore the use of specialized schemes to explore the
potentialities of global and local features, often by using fusion schemes.

In [95], the authors proposed an approach on vehicle RelD without any knowledge
about localization or movements of the cars. This method obtains real-time traffic informa-
tion based on linear regression with SVM, according to feature vectors, which consist of
a color histogram and oriented gradients. First, the vehicles are detected in the video by
an object classifier model that creates 3D bounding boxes around the cars. Only the side
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and front (or back) faces vehicle images are extracted. The extracted image is then fitted
into a grid and color histograms to be found in another vehicle image set by simulating
a different camera view to be used for the first-round regression. Vehicles with positive
first-round regression results are then tested on the second-round regression, where the
average Histogram of Oriented Gradients (HOG) vector is used. Cars with both regression
results positive are added to another set and are considered as highly potential positive
RelD candidates. Experiments were performed on pre-selected semi-automatically 1232
image pairs likely to be matching vehicles, and using a web interface and crowd-sourced
people’s opinion of vehicles that “are likely to be the same vehicle”. The findings showed
that 60% of matches could be retrieved (TPR), with only about 10% of False Positive (FP)
being included. The proposed method lacks robustness and relies on great percentages on
non-robust features that are not optimal to be used in a variety of urban scenarios.

A two-branch CNN scheme was presented in [96] to learn deep features and the
distance metric simultaneously. The proposed model uses the late fusion scheme to
combine attributes and color features (FACT). It is the late fusion scheme that starts by
ranking scores of all test images with the semantic feature learned by GoogLeNet [97]
separately. Conducted experiments were performed against other methods, with the rank
scores being calculated by the Euclidean distance. The model evaluation was performed
on the VeRi dataset, with the proposed model achieving a mAP of 19.92.

In [98], the authors proposed a new spatially constrained similarity measure (SCSM)
to handle object rotation, scaling, viewpoint change, and appearance deformation for object
RelD in combination with a robust re-ranking method with the k-nearest neighbors of
a given query for automatically refining the initial search results. The retrieval system
is implemented with SIFT descriptors [81] and fast approximate k-means clustering [99]
creating a bag of words (BoW) classification scheme. Extensive performance evaluations
on INRIA dataset achieves a mAP of 0.762.

In [100], the authors presented a forecasting mechanism to forecast pedestrian desti-
nations in a large area with a limited number of observations. To address the challenges
posed by a limited number of observations (e.g., sparse cameras), and change in pedestrian
appearance cues across different cameras, a new descriptor is defined as social affinity
maps (SAMs) to link broken, or unobserved trajectories of individuals in the crowd. To
continuously track the pedestrians, a Markov-chain model is used to connect every inter-
mediate track x! in trajectory T, to subsequent track x:™! with a given probability encoded
as priors over Origin and Destination (OD) preferences. In addition, the proposed work
also introduces a dataset of 42 million trajectories collected in train stations. The conducted
experiments were performed using SAM features, and results showed that the performance
of OD forecasting with a different number of in-between cameras increased, and more
accurate trajectories were predicted, obtaining an overall OD error rate of 0.672. The
SAM enables the extraction of relevant features to maintain continuous track in occluded
pedestrians over time.

The fine-grained recognition of vehicles, mainly in traffic surveillance applications,
is addressed in [101]. The approach is based on recent advancements in fine-grained
recognition: automatic part discovery and bilinear pooling. In contrast to other methods
that focus on fine-grained recognition of vehicles, viewpoints are not limited only to a
frontal/rear viewpoint, but it allows the vehicles to be seen from any viewpoint. The
approach is based on 3D bounding boxes built around the vehicles that are automatically
constructed from traffic surveillance data. An CNN based on ResNet50 is used for the
estimation of the directions towards the identified vanishing points by feeding the vehicle
image into a ResNet50 with three separate outputs regarding the probabilities for directions
of vanishing points in quantized angle space. A new annotated dataset BoxCars116k is
proposed, focusing on images gathered from surveillance cameras. Several experiments
were conducted, with the proposed method significantly improving the CNN classification
accuracy, achieving a 12% increase (80.8%) on bounding box determination.

A summary regarding the methods for vehicle RelD is presented in Table 9.
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Table 9. Performance evaluation of the reviewed vehicle RelD using feature learning methods.

Cat Ref. Main Technique(s) # Data Pros/Cons
Success
SVM, Own .
[95] HOG ) Not replicable,
Fusion [96] GoogLeNet, VeRi-776 Simple,
Feature fusion mAP 19.92 Baseline
[98] SIFT + BOW, INRIA OLD fashion,
re-ranking mAP 0.762 Not SOTA
[100] Social Affinity Maps (SAM), Own Complex,
Markov-chain model - Only indoors
[101] 3D box prediction, BoxCars116k Not useful,
ResNet ACC 0.808 simple

mAP—mean average precision (higher, the better; range: [0.0, 100.0]).

6.2.4. Tracking for Vehicle RelD

Continuously tracking of objects of interest is a common requirement for any RelD
system that has been addressed using different strategies ranging form Kalman filtering
based, Optical flow, and many combinations of those with other mechanism.

In [102], the authors proposed an object tracking and 3D reconstruction method to
perform 3D object motion estimation. Object tracking and 3D reconstruction are often
performed together, with tracking used as input for the 3D reconstruction. To improve
tracking performance, a novel method is proposed to close this gap, by first tracking and
reconstructing to track. The proposed multi-object tracking, segmentation, and dynamic
object fusion (MOTSFusion) approach exploits the 3D motion information extracted from
dynamic object reconstructions to track objects through long periods with complete oc-
clusion and recover missing detections. The method first builds up short tracklets using
2D optical flow and then fuses them into dynamic 3D object reconstructions. The precise
3D object motion of these reconstructions is used to merge tracklets through occlusion
into long-term tracks and to locate objects in the absence of detection. Conducted exper-
iments were performed on the KITTI platform [93,103], with the reconstruction-based
tracking reducing the number of ID switches of the initial tracklets by more than 50%.
CLEARMOT [104] was adopted as evaluation metric for bounding box tracking to rank it
in terms of MOTA [103], which incorporates FP, False Negative (FN), ID switches (IDS)
and sMOTSA to account the segmentation Intersection over Union (IoU) accuracy, with
the method achieving a MOTA of 84.83%. The method enables to robustly incorporate
long-term occluded objects in an optimized manner.

A recent and widely used tracking-by-detection algorithm is the DeepSort [105].
Simple online and real-time tracking (SORT) enables tracking multiple objects for more
extended periods. The method relies on object detector backbones, such as Yolo [106],
where an appearance integration is integrated into the Kalman filter to effectively track
uniquely similar objects in strong occluded environments, while reducing the number
of tracking or ID switch. When an object in track by the Kalman filter, the update of the
filter is performed considering the dynamics, the association mechanism based on the
Mahalanobis distance, with an extra feature concerning the object appearance, for each
object bounding box appearance, a gallery of associated appearance descriptors is kept
for each track. Cosine similarity on new observation is used to compute the distance of
the current object in track and the new observation, enabling to correctly associate the
observation even for an object with high dynamics that cannot be handled solely by the
Kalman filter association metrics. The experimental evaluation shows that the inclusion of
deep features into the Kalman filter reduces the number of identity switches by 45%.

Table 10 summarizes the discussed works and establish comparisons among the
performance and used datasets.
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Table 10. Performance evaluation of the reviewed vehicle ReID Tracking methods.
Cat Ref. Main Technique(s) # Data Pros/Cons
Success

[102] 3D reconstruction, KITTI Robust,
2D optical flow MOTA 0.848 Short term ID handled

[105] CNN features, - Robust,
Kalman + Association - Short term ID handled

mAP—mean average precision (higher, the better; range: [0.0, 100.0]).

6.2.5. Summary of Vehicle ReID Methods

Several research works concerning object RelD with spatial-temporal constraints
can be identified in the literature. However, the RelD in non-overlapping cameras with
tracking is commonly accepted to be difficult task, and the range of works that address this
problem is not vast. However, there is a clear trend in the use of deep learning features
or 3D CNN commonly used in action recognition, explored in the RelD task to capture
spatial-temporal invariant features to improve RelD generalization performance in unseen
objects over time; however, RelD with spatial-temporal constraints is a difficult task to
accomplish soon, mainly in urban scenarios due to the infinite number of partial occlusions,
uneven, and dynamic illumination conditions.

7. Methods for Image Enhancement

Severe weather conditions, such as rain and snow, adversely may affect the visual
quality of the images acquired under such conditions; thus, rendering them useless for
further usage and sharing. In addition, such degraded images usually drastically affect
the performance of vision systems. Mainly, it is essential to address the problem of single
image de-raining. However, the inherent ill-posed nature of the situation presents several
challenges.

In [107], it is proposed an image de-raining conditional generative adversarial network
(ID-CGAN) that account for quantitative, visual, and also discriminative performance into
the objective function. The proposal method explores the capabilities of conditional genera-
tive adversarial networks (CGAN), in combination with additional constraint to enforce the
de-rained image to be indistinguishable from its corresponding GT clean image. A refined
loss function and other architectural novelties in the generator—discriminator pair were
also introduced, with the loss function aimed towards the reduction of artifacts introduced
by GAN, ensuring better visual quality. The generator sub-network is constructed using
densely connected networks, whereas the discriminator is designed to leverage global and
local information and between real/fake images. Exhaustive experiments were conducted
against several State-of-the-Art (SOTA) methods using synthetic datasets derived from
the UCID [108] and BSD-500 [109] datasets, and with external noise artifacts added. The
experiments were evaluated on synthetic and real images using several evaluation metrics
such as peak signal to noise ratio (PSNR), structural similarity index (SSIM) [110], universal
quality index (UQI) [111], and visual information fidelity (VIF) [112], with the proposed
model achieving an PSNR (DB) of 24.34. Moreover, experimental results evaluated on
object detection methods, such as FasterRCNN [94], demonstrated the effectiveness of the
proposed method in improving the detection performance on images degraded by rain.

A single-image-based rain removal framework was proposed in [113] by properly
formulating the rain removal problem as an image decomposition problem based on the
morphological decomposition analysis. The alternative to applying a conventional image
decomposition technique, the proposed method first decomposes an image into the low
and high-frequency (HF) components by employing a bilateral filter. The HF part is then
decomposed into a “rain component” and a “non-rain component” using sparse coding.
The model experiments were conducted on synthetic rain images built using an image
software, with the model achieving a VIF of 0.60. While the method has some degree of
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performance with common rain conditions, it has difficulties to handling more complex
rain dynamic scenarios.

In [114], an effective method based on simple patch-based priors for both the back-
ground and rain layers is proposed, which is based on the Gaussian mixture model (GMM)
to accommodate multiple orientations and scales of the rain streaks. The two GMMs for
the background and rain layers, defined as GB and GR, are based on a pre-trained GMM
model with 200 mixture components. The method was evaluated using synthetic and real
images, and the results compared to SOTA methods, with the proposed method achieving
an SSIM of 0.88.

In [115], it is proposed a DNN architecture called DerainNet for removing rain streaks
from an image. The architecture is based on a CNN, enabling the direct map of the
relationship between rainy and clean image detail layers from the data. For effective
enhancement, each image is decomposed into a low-frequency base layer and a high-
frequency detail layer. The detail layer corresponds to the input to the CNN for rain
removal to be combined at a final stage with the low-frequency component. The CNN
model was trained using synthesized images with rain, with the model achieving an SSIM
of 0.900, increasing by 2% the performance in comparison to [114] using GMM.

A performance evaluation of the reviewed image de-raining methods is given in
Table 11.

Table 11. Performance evaluation of the reviewed image de-raining methods.

# Data

Reference Main Techniques Pros/Cons
Success

[107] GANS, UCID Robust,

conditional GAN PSNR 24.34 SOTA
[113] Bilateral filter, Systeticg Simple,

image decomposition VIF 0.60 Parameter dependent
[114] GMM, Systetic Simple,

image decomposition SSIM 0.880 Pre-trained dependent
[115] CNN, Systetic Simple,

HF component layer SSIM 0.900 Robust

PSNR—peak signal to noise ratio (higher, the better; range: [0.0, —]), VIF—Information Fidelity (higher the better,
range: [0.0,1.0]), SSIM—structural similarity index (higher, the better; range: [0.0,1.0]).

While many other methods can be found, the aforementioned ones highlight the
most common approaches to the image enhancement problematic when operating in urban
scenarios, where illumination conditions are not constant, due to rain, fog, and illumination,
which potentially hamper the performance of the ReID methods.

8. Conclusions

A detailed overview of SOTA methods to date were presented in this paper, including
comparisons to identify the main advantages and problems the methods present. In
addition, the most commonly used image datasets and their main characteristic were
identified.

Image enhancement is a vital component of any computer vision system. It can im-
prove the performance of the initial object detectors and classification, leading to improved
RelD systems. Most of the works explore the use of pre-trained DNN, acting as a backbone
for feature extraction, with most of them exploring a residual network, enabling to easily
reuse the extracted feature maps for ReID model variations. However, the person and
vehicle RelD are addressed separately, and fewer research studies have proposed long-term
tracking with RelD simultaneously.

The published articles for person RelD concerned DNN using Siamese networks are
the most prominent, exhibiting good performance results. Most of the identified works
explore novel augmentation and dropout techniques during training, framed with different
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triplet loss variations. Most of the research studies have obtained competitive results in
the common RelD datasets. However, without proper generalization evaluation in real
scenarios where light conditions are more challenging.

In this review, the focus was only on object ReID methods; however, a reliable system
comprehends two stages for the task, the detection process and the RelD mechanism
by itself. However, a fully end-to-end object RelD requires high precision of the object
detection, as well as unlabeled ones, and difficulties on the effective combinations of object
detection and RelD in a fully integrated RelD system are directions that require attention
in the near future.

From this review, it is possible to conclude that there is a lot of room for improvement
regarding the multi-object ReID and long-term tracking that is still not explored in the
scientific community, combined with the object detection stage, is still an open problem,
and commonly not addressed in the identified RelD works.
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