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Abstract: Recently, deep learning has been successfully applied to object detection and localization
tasks in images. When setting up deep learning frameworks for supervised training with large
datasets, strongly labeling the objects facilitates good performance; however, the complexity of the
image scene and large size of the dataset make this a laborious task. Hence, it is of paramount
importance that the expensive work associated with the tasks involving strong labeling, such as
bounding box annotation, is reduced. In this paper, we propose a method to perform object lo-
calization tasks without bounding box annotation in the training process by means of employing
a two-path activation-map-based classifier framework. In particular, we develop an activation-
map-based framework to judicially control the attention map in the perception branch by adding a
two-feature extractor so that better attention weights can be distributed to induce improved perfor-
mance. The experimental results indicate that our method surpasses the performance of the existing
deep learning models based on weakly supervised object localization. The experimental results show
that the proposed method achieves the best performance, with 75.21% Top-1 classification accuracy
and 55.15% Top-1 localization accuracy on the CUB-200-2011 dataset.

Keywords: weakly supervised object localization; attention mechanism; joint training

1. Introduction

To this day, deep learning models have performed better than heuristic methods,
but they have been expressed as a ‘black box’, and thus, it is not clear how the models
work. Recently, in contrast to the concept of a ‘black box’, Explainable AI (XAI) has been
introduced. XAl is a methodology that enables humans to understand and trust the results
and outputs created by deep learning models. In other words, XAI allows humans to
understand how deep learning models solve certain problems. For example, in situations
involving the detection of an object in the field of object detection, when an image is
given as an input to a deep learning model, humans are able to understand which part
the model saw in the given image to produce the result. In XAI, explainability involves
two factors: interpretability (transparency) and completeness. The former describes the
structure of a deep learning model so that humans can understand it, and the latter
can explain how a deep learning model works in an accurate way. To meet these two
requirements, Activation-Based Methods (ABMs) can explain what part of the input image
the deep learning model has seen and made judgments about. In the most widely known
method, a Class Activation Map [1] uses the weights of the activated values of the layers of
convolutional neural networks (CNNSs).

Weakly Supervised Learning (WSL) [2] is a machine learning framework that trains a
deep learning model using the partial labels of training samples. In the field of computer
vision and image processing, WSL has been mainly used for classification and object lo-
calization. Furthermore, WSL tasks are divided into object classification, segmentation,
3D object reconstruction and object localization. Weakly Supervised Object Detection
(WSOD) [3,4] aims to detect every object from an image. Unlike supervised segmentation,
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Weakly Supervised Segmentation (WSS) [5,6] performs segmentation by receiving a bound-
ing box or a scribble annotation as a label without pixel level annotation. In WSL, 3D object
reconstruction performs reconstruction task [7] using only the pixel or bounding-box level
instead of voxel or mesh level annotation. Weakly Supervised Object Localization (WSOL)
aims to localize an object as well as classify it without expensive labelling. That is, WSOL
identifies the locations of objects by training the model without the need for bounding box
annotations of the locations of these objects in an image. When training a deep learning
model without bounding box annotations, localizing the object becomes difficult using only
the classifiers of Convolutional Neural Networks (CNNs) because the feature extractor of
a CNN learns only the features useful for classifying objects. That is, the classifier learns
only the characteristic part of the input images and falls into sub-optimal localization.
Therefore, for example, when a deep learning model identifies a bird’s position, it localizes
only the beak or face, which are important features of a bird. An example of this is shown
in Figure 1.
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Figure 1. Sub-optimal localization problems: using the CAM [1] method alone, birds’ tails, wings, and legs are not localized.

In order to solve this problem, a previous paper [8] proposed an approach involving
the application of the regional dropout method to the input data, and several papers [9-11]
have proposed various methods to solve the sub-optimal localization problem. However,
in WSOL, this problem is still a difficult issue to solve.

In this paper, we propose a method of adjusting the classifier weights to solve the sub-
optimal problem with greater efficiency than the existing method. Our proposed method is
composed of two classifiers, and the features reduced from those that are intensively used
by the first classifier are given as inputs to the second classifier so that the wider area of an
object can be learned.

Our contributions are as follows:

e  There is no pre-processing task, such as hiding part of an image, required before
training the model. Therefore, it does not take extra time to train the model.



Appl. Sci. 2021, 11, 10953

30f11

e  The number of learning parameters is minimized without an additional layer to
solve the sub-optimal problem of WSOL, but the proposed method shows better
performance than the existing methods.

e  Some of the existing studies had to inject the same input several times to obtain the
attention result for one image at the inference stage, but our method can obtain the
attention with only one input.

The rest of the paper is composed as follows. Section 2 describes the related research
work, while Section 3 describes the proposed method. Section 4 presents and discusses the
experimental test results and Section 5 provides the concluding remarks.

2. Related Work
2.1. Class Activation Map

CAM [1] is the most representative Activation-Based Method (ABM) of Explainable Al
(XAI). The ABM method uses a weight value that linearly combines the activation values
from the convolutional layers to explain how CNNs draw conclusions. The CAM uses
the global average pooling (GAP) method proposed in [12] to prevent the loss of location
when the fully-connected layer of the CNNSs flattens the feature maps. The CAM equation

is as follows:
Se=Y wi ) fulx, y) =) ) wife(x,y) (1)
k Xy Xy k

Mc(x, y) = ;wifk(x/y) @)

When the scalar value located at the pixel (x, y) in the k-the channel element of the
feature map is expressed as fi(x, y), the value after GAP is Y fi(x, y). Here, wf is a
weight corresponding to the k-to channel of the feature map and class ¢, and Sc is a value
given as an input of the SoftMax function for class c. M. in Equation (2) is an activation
map for class ¢, and M. (x, y) denotes the eventual influence of the information located at
pixel (x, y) on class c. As shown in Figure 2, if only CAM is used, attention is paid to only
the most characteristic part when classifying the class of the input image, leading to sub-
optimal localization in the object localization task. In order to overcome the disadvantages
of using CAM mentioned above, recent efforts [11,13-15] tried to overcome the sub-optimal
localization problem by adding different algorithms. Dane [13] is a method involving the
creation of attention maps by adding 1 x 1 convolution to each convolutional layer and
then adding all attention maps to localize the object. AcoL [14] is a method that involves
creating an attention map by adding the attention maps extracted from the two classifiers.
ADL [15] produced a drop mask using thresholding and an importance map with a sigmoid
activation function. Here, an attention map was obtained through random selection and
object localization was performed. In CAAM [11], not only the highest probability of
the classifier but also the lowest value were combined to increase the object localization
performance.
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Figure 2. Network structure of Class Activation Map.
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2.2. Attention Mechanism

The Attention Mechanism has been applied to not only natural language processing
but also other fields [16-18], and recently, it has been applied to image recognition [19-21].
In Residual Attention Networks [19], several attention modules were added to the backbone
network to learn the mask in each convolutional layer. In general, the attention module
has been used as shown in Equation (3).

H; o(x) = Mo (x)-Ti(x) 3)

where H(x) is the attention module, M(x) is the attention mask, and T(x) is the filter. In
other words, the attention module emphasizes the robust features by performing element-
wise multiplication of an existing filter and a mask for all indices and channels. However,
as the layer of the CNN model becomes deeper, the gradient vanishing problem develops.
To solve this, in Residual Attention Networks the attention module is modified as shown
in Equation (4) [19].

Hj o(x) = (14 M;c(x)) Tic(x) 4

Through the approach described above, the performance of classification was im-
proved by adding attention modules to the convolutional layer in [22]. In the attention
branch networks [21], the class attention map is focused on improving the CNN perfor-
mance by introducing an attention mechanism that focuses on a specific region of an image.
The structure of the ABN consists of a feature extractor, an attention branch, and a percep-
tion branch. That is, the above study improved the performance of image recognition by
using an attention map and adding an attention mechanism to the existing CNNs.

ABN provided improved image recognition performance by using an attention mech-
anism to give more robust features as inputs to the classifier.

2.3. Weakly Supervised Object Localization

Weakly supervised learning (WSL) has recently received a lot of attention in the fields
of computer vision and image processing. WSL is a field for training deep learning models
with only labels that are cheaper than the labels required for supervised learning. For
example, to perform 3D object reconstruction, Voxel or mesh level labels are required in
supervised learning, but in WSL, a pixel or bounding box level that is cheaper than the
labels required in supervised learning is required. In this field of WSL, Weakly supervised
object localization (WSOL) mainly aims to localize a single object in each given image scene.
In a previous paper [1] related to the WSOL, object localization was performed by mapping
the class score predicted in the inference stage and the feature map of the last layer of
the feature extractor. However, this method [1] encountered the suboptimal problem of
locating only the main points without locating the entire object. This was because, in
supervised learning, the object location is given as a label to perform the object localization
task, whereas in WSOL, only the class of the object that exists in the input image is simply
given as a label. In order to solve such research issues, in previous papers [8,9], some
improvements were made by adding a preprocessing process for the input data or adding
specific layers. In addition to this, previous papers [10,23,24] tried to solve the sub-optima
problem through various methods.

3. Proposed WSOL Method with Adjusted Weights

In ABN [21], the classifier used more robust features to classify by dot-producting
the attention map in the attention branch to the input feature map of the perception
branch. Although this approach improves the performance of the classifier, since it further
strengthens the distinct characteristics of the object, it suffers from the WSOL sub-optimal
problem. In this paper, the attention mechanism method used in ABN [21] is modified to
improve the extracted attention map, such that the classifier and feature extractor would
instead allow the possibility of identifying a larger area of the object. First, the proposed
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method is shown in Figure 3, and the differences between ABN [21] and the proposed
method are briefly shown in Figure 4.
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Figure 3. Structure of the proposed method.
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Figure 4. Differences between ABN [21] and the proposed method: (a) ABN, (b) proposed method. (a) uses the class
activation map method to improve the performance of the classifier. However, this method gives a greater weight to the
robust feature map in the training process. Therefore, this method encounters a sub-optimal problem in the field of object
localization. On the other hand, our proposed method (b) creates a new feature map by reducing the high value so that it
can learn areas other than the area used in the upper classifier.

The method is now described in detail. For input image X, the upper classifier after the
feature extractor computes the probability that the input image belongs to each class using
the feature map extracted from the feature extractor as input, and then creates attention
map M(X). Since the generated attention map M(X) is a feature that is deemed important
for prediction by the upper classifier, the lower classifier of the model uses a method to
compensate for the large value of the attention map extracted from the upper classifier.
This method can be described as Equation (5).
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M(x, y) = Mc(x,y) — Mc(x,y)

where, M.(x,y) > W (5)

- | Ho1w-1
M(x,y) = oW L L Mc(x,y)

y=0 x=0

The elements of M.(x, y) are formed by a process of significant reduction in the
highlighted values of the attention map M.(x, y), and the attention map extracted from
the upper branch of Figure 2 becomes the area used mainly by the classifier of the upper
branch. In this respect, the approach is identical to that in the paper for CAM [1], and
also encounters the sub-optimal localization problem, as shown in Figure 4. Thus, we
created an attention map that is a new M’ by mitigating the elements of M greater than
ﬁ Zf;ol Z};V;Ol Mc(x,y), as in Equation (5). Here, when generating M’ that mitigates
M, we replaced only those pixels larger than the average by taking a difference from the
average. In fact, besides this particular approach, we also experimented with a variety of
other architectural schemes to deemphasize the large values for better distribution. Among
all the schemes considered that included the inversion of large and small values of the
attention map M of the upper classifier and the replacement of the large values with 0, the
proposed method showed the best results. Subsequently, by dot-producting the feature
map extracted from the feature extractor, the feature map could be provided as the input
value to the bottom branch, such that the input feature map of the bottom branch could be
written as Equation (6).

ge(xi) = (1+ M (x))-ge(xi) (6)

Unlike ABN [21], the proposed method leaves open the possibility of learning different
features of the top branch by providing a feature map that mitigates the robustly used
features in the top classifier being used as inputs to the bottom classifier. Thus, the attention
map M" (X) could be created at the bottom branch, just as the attention map M(X) is
created at the top branch. Afterward, we trained the model so that the two attention maps
became similar through joint training. That is, unlike the previous studies, we applied the
attention mechanism and the two attention maps extracted from two different classifiers
to object localization. As a result of applying the proposed method, it showed superior
performance compared to the existing methods by attaining greater classification accuracy,
which will be presented in the Experiments section.

Finally, the total loss function for this paper is shown in Equation (7):

Ltotal(xi) = Lcls1 (y' ypred(g(x)))
+Lclsz(y' ypred(g/(X)) (7)
+a-Lat(M(x, y), M (x, y))

where L, (y, Ypred (g(X))), and L, (Y, Yprea(8' (X)) are the categorical cross-entropy

loss function and Lay (M(x, y), M” (x, y)) is the mean square error loss function. In this
experiment, « was experimentally given a setting of 5.

4. Experiments

To verify our proposed method, we compared the performance of many types of
WSOL methods with the CUB-200-2011 dataset. We used VGG-16 or Inception-v3 as the
feature extractor. The learning rate was 0.0001, the batch size was 128, and the value
of « was 5. We implemented the proposed framework using PyTorch on an RTX 2080Ti
GPU with 64 GB of RAM. Our preprocessing only needed to make the input data and
the input size of the feature extractor the same, which took only 7.21 s. However, the
preprocessing of the Hide-and-Seek [8] algorithm took an average of 41.61 s per epoch, and
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the Where to Look [9] preprocessing took an average of 78.86 s per epoch. Nevertheless, the
experimental results revealed that our proposed method exhibits superior performance in
terms of Top-1 localization accuracy and Top-1 classification accuracy [18] compared to the
other WSOL algorithms. The Top-1 localization accuracy calculates the fraction of images
that are correctly classified with the predicted bounding box having 50% IoU (intersection
over union) with the ground truth bounding box. Meanwhile, the Top-1 classification

accuracy determines the fraction of images that are correctly classified.

4.1. Dataset

CUB-200-2011 [24]: the CUB-200-2011 dataset includes 200 species of birds, consisting

of 5994 train images and 5794 test images.

e  Number of categories: 200;
e  Number of images: 11,788;

e Annotations per image: 15 Part Locations, 312 Binary Attributes, 1 Bounding box.

When training the model, only the species of birds were used as the labels.

4.2. Results of the Experiments

The Figures 5-8 present the results for the prediction of the bounding box of an object

using the proposed method.
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Figure 5. Results of the proposed method (1).
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Figure 8. Result of the learning process per epoch.

Finally, Table 1 compares the Top-1 localization accrual and Top-1 classification accrual
with existing studies, and it is shown that the proposed method outperformed the existing
methods.

Table 1. Comparative experiments using other baseline algorithms.

Method Top-1 Loc Top-1 Clas
Inception V3-CAM [1] 43.67 73.80
Inception V3-DANet [13] 49.45 71.20
Inception V3-Ours 52.71 75.21
VGG-CAM [1] 34.41 67.55
VGG-AcoL [14] 45.92 71.90
VGG-ADL [15] 52.36 65.27
VGG-CCAM [11] 50.07 73.20
VGG-Ours 55.15 73.51
Best-Performance 55.15 75.21

Inception V3 and VGG-16 were used as feature extractors for comparative experiments
with other existing methods [1,19-22].

5. Discussion and Conclusions

In this paper, we introduced a WSOL method that used the pre-FC layers of VGG-16
and Inception-v3 as feature extractors, as well as using an attention mechanism. In order
to minimize the learning parameters and minimize preprocessing, the proposed method in
this paper simplified the model by only introducing an attention mechanism, rather than
using the methods applied in existing studies, in order to avoid extensive sub-optimal lo-
calization problems. In this experiment, the proposed method showed higher performance
on the CUB-200-2011 dataset with 75.21% top-1 classification accuracy and 55.15% top-1
localization accuracy. To establish why our proposed object localization outperformed
other existing algorithms even without adding preprocessing and convolutional layers, we
generated two attention maps from different feature maps and minimized the difference
between these attention maps. The results provided vindication that the use of two atten-
tion maps makes it possible to cover a wider area than the area covered by attention maps
generated by one classifier.

Author Contributions: Conceptualization, N.P.; Formal analysis, N.P.; Project administration, H.K;
Supervision, H.K.; Writing—original draft, N.P.; Writing—review & editing, H.K.; All authors have
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