Hospital Site Suitability Assessment Using Three Machine Learning Approaches: Evidence from the Gaza Strip in Palestine

Khaled Yousef Almansi 1,2,*, Abdul Rashid Mohamed Shariff 2,3, Ahmad Fikri Abdullah 2,3 and Sharifah Norkhadijah Syed Ismail 4

1 Department of Civil Engineering, Faculty of Engineering, Universiti Putra Malaysia (UPM), Serdang 43400, Malaysia
2 GISRC Research Group, Universiti Putra Malaysia, Serdang 43400, Malaysia; rashidpls@upm.edu.my (A.R.M.S); ahmadfikri@upm.edu.my (A.F.A.)
3 Department of Biological and Agricultural Engineering, Faculty of Engineering, Universiti Putra Malaysia (UPM), Serdang 43400, Malaysia
4 Department of Environmental and Occupational Health, Faculty of Medicine and Health Sciences, Universiti Putra Malaysia (UPM), Serdang 43400, Malaysia; norkhadijah@upm.edu.my

* Correspondence: kymansi1@gmail.com

Abstract: Palestinian healthcare institutions face difficulties in providing effective service delivery, particularly in times of crisis. Problems arising from inadequate healthcare service delivery are traceable to issues such as spatial coverage, emergency response time, infrastructure, and manpower. In the Gaza Strip, specifically, there is inadequate spatial distribution and accessibility to healthcare facilities due to decades of conflicts. This study focuses on identifying hospital site suitability areas within the Gaza Strip in Palestine. The study aims to find an optimal solution for a suitable hospital location through suitability mapping using relevant environmental, topographic, and geodemo-graphic parameters and their variable criteria. To find the most significant parameters that reduce the error rate and increase the efficiency for the suitability analysis, this study utilized machine learning methods. Identification of the most significant parameters (conditioning factors) that influence a suitable hospital location was achieved by employing correlation-based feature selection (CFS) with the search algorithm (greedy stepwise). Thus, the suitability map of potential hospital sites was modeled using a support vector machine (SVM), multilayer perceptron (MLP), and linear regression (LR) models. The results of the predicted sites were validated using CFS cross-validation and the receiver operating characteristic (ROC) curve metrics. The CFS analysis shows very high correlations with R2 values of 0.94, 0.93, and 0.75 for the SVM, MLP, and LR models, respectively. Moreover, based on areas under the ROC curve, the MLP model produced a prediction accuracy of 84.90%, SVM of 75.60%, and LR of 64.40%. The findings demonstrate that the machine learning techniques used in this study are reliable, and therefore are a promising approach for assessing a suitable location for hospital sites for effective health delivery planning and implementation.
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1. Introduction

The Gaza Strip has faced several challenges in the last seven decades that have led to the poor distribution of infrastructural facilities, especially in the healthcare sector which, notably, is of the utmost importance. The healthcare sector suffers inadequate spatial coverage and poor planning standards in their distribution in line with population and urban growth. A report published by the World Health Organization [1] narrated the vulnerable population groups suffering from the lack of access to primary healthcare, emergency services, and mental health services in Palestine. According to the report, there are 250,000 people in communities within the restricted access areas (about 2 km of the
Gaza Strip border); over a million people fall into vulnerable groups across the Gaza Strip, including 287,000 neonates and children, 60,000 pregnant women, 700,000 chronic disease patients, 41,000 elderly people, and 6,475 of the most vulnerable people with a disability due to conflict.

Central to improving healthcare service delivery in the region under study is the issue of location. A suitably located hospital addresses important issues such as accessibility within a reasonable distance and time at a reasonable cost, availability of space that meets current service operational capacity and, at the same time, accommodates future development/emergency needs, capability for the projected target service population, and delivering community obligations [2–4]. From the forego, it is obvious that finding suitable sites for locating a hospital is a multicriteria problem that has numerous fundamental societal factors to be considered for the maximum benefit.

Among healthcare experts and other stakeholders, there are mixed views and arguments on which criteria are most important–social, environmental, or economic. However, the entire decision-making process requires a multidisciplinary approach, involving healthcare professionals, government officials, engineers, environmentalists and social scientists, and other stakeholders [5]. On the part of the government, locating a hospital in the most appropriate place will help enhance the efficient allocation of medical resources, matching the provision of healthcare with the social and economic demands. In addition, it will ease the coordination of urban–rural health service development network and social challenges [6]. From the citizen point of view, building a hospital in a suitable location will improve access to healthcare services, minimizes emergency response time, improves citizen medical service satisfaction, and ultimately enhances the quality of life [7,8]. For the healthcare services investors and operators, locating a hospital in the right place will certainly reduce the cost and guarantee a return on investment. For this, stakeholders usually employ the services of cost accounting to adapt to the development of the market economy. Overall, suitably locating a hospital in the appropriate site enhances the competitive advantage, and promotes branding, marketing, and human resources supply [6].

The optimal location of healthcare facilities is crucial to healthcare service delivery, accessibility, cost, and time response to patient-centered emergency needs. Over the recent decades, the capabilities of geospatial technologies have been utilized to optimize suitable site selection for different purposes [9]. Site suitability assessment has been widely accepted as a tool for making objective decisions related to locating public infrastructures by considering and balancing key factors such as topography, land availability, land use, population, economic, and other relevant parameters [2]. For example, the siting of some facilities requires that the site is free of any natural and environmental interference, such as natural hazard, noise, or business or traffic hazards, while at the same time is accessible to the present and future populations [10,11].

The advances in computational intelligence have promoted the development of different algorithms, techniques, and procedures to solve issues of location problems such as site suitability, hazard susceptibility mapping, and spatial prediction [12–14]. In recent times, artificial intelligence and machine learning algorithms have gained wide applicability in the field of geosciences. For example, identifying suitable land for agricultural purposes [15], predicting locations susceptible to flooding [14,16–18], landslides [19–21], forest fire [22,23], and groundwater potential [24–26] have been accomplished using prominent algorithms such as artificial neural network (ANN), support vector machine (SVM), multilayer perceptron (MLP), multivariate adaptive regression splines (MARS), boosted regression tree (BRT), fuzzy logic, and logistic regression. Locating a healthcare facility like a hospital is a critical multicriteria location-based problem but based on a thorough literature search by the authors, no work has been reported specifically for a hospital location using these novel techniques to optimize the decision-making process despite its success in similar fields. This study investigates the efficiency of SVM, MLP, and LR models to predict suitable locations to site a hospital in the Gaza Strip. The outcome of this study will provide a
methodology to assist in the site suitability assessment of hospitals in the study area for efficient healthcare planning, management, and delivery.

2. Background

The site selection of public facilities is a strategic matter. The selection of a public facility site usually results in success or failure, especially a hospital [27]. The selection of a hospital location is theorized as a problem of multicriteria decision making that includes many criteria that can be conflicting and dependent, or independent [28]. Various studies have used geographic information systems (GIS) to select a proper site for constructing a new hospital. The analytical hierarchy process (AHP) developed by Saaty (1980) is one of the most valuable methods which plays a major role in the optimal preference selection [29,30]. Wu et al. [31] identified the optimal location of hospitals in Taiwan and performed a sensitivity analysis utilizing AHP together with a modified method of Delphi. Another study by Lin and Tsai [32] implemented an expert system for the selection of the health utilities for ideal cities. The researchers utilized a combined system operated by the analytic network process (ANP) integrated with the TOPSIS method. Vahidnia et al. [33] suggested a combination method of GIS and a fuzzy AHP for hospital site selection in Tehran. Another research project used a fuzzy AHP (FAHP) to select a suitable site for constructing a new hospital in Ankara by Aydın [34]. Soltani and Marandi [35] proposed a two-stage method of fuzzy multicriteria. First, the authors assessed developable parcels using GIS and FAHP, while for the second, they employed a fuzzy ANP (FANP).

Previous studies have demonstrated the use of several approaches to analyze datasets with a different application for different parameters [12–14,36]. Among the methods used are correlation feature selection, multilayer perceptron, support vector machines, and linear regression models. These are machine learning’s most common models, and yet they have not been applied in hospital site suitability which motivated their selection and application. Correlation feature selection (CFS) is a method of choosing a feature that uses subset evaluators and search algorithms to produce the most accurate subset for each dataset. In this analysis, the correlation feature selection subset evaluator and the search method of greedy stepwise were applied directly to the algorithm of the feature selection. The subset ranked the features according to the correlation with the class label and other features using the correlation feature selection subset evaluator (CfsSubsetEval). The subsets of the features that were highly correlated with the class label and less correlated with other features were classified as giving a higher value. Moreover, this method eliminates inappropriate and repetitive features of the dataset [37–39]. The greedy stepwise search begins from the blank set, then defines the variables through the forward selection, and also reduces the unwanted variables through the back selection to get the most accurate subset of the feature. A new set of nominee feature subsets forms by attaching additional features to the most accurate subset during the search process. After evaluating all of the subsets, the best feature subset is selected. The algorithm persists these processes until the newly created set of the subsets exceeds no more than the best existing subset [39–41].

The multilayer perceptron (MLP) is an important artificial neural network model that feeds sets of input data to a suitable set of outputs. The MLP model helps understand the system behavior according to input notes and can round values without prior knowledge of the data relationships [42]. MLP has many advantages, such as distributing training datasets that are not based on the presumptions, and no decision is required regarding the relevant importance of individual input measures, and most of the input measures are chosen according to the weight adjustment throughout the training phase [43]. MLP is comprised of various layers of nodes that are directed in lines, completely associated with each layer. It has been largely utilized in classification [44,45]. Three major structures are input layers, hidden layers, and output layers, which construct the neural networks of a MLP (Figure 1). The input layers are considered to be factors of relevance and the output layers are the categorized outcomes, while the hidden layers are the categorized layers to convert the inputs to the outputs.
Figure 1. Neural network (MLP) model.

The support vector machine (SVM) is an important machine learning model that is based on the theoretical foundation of statistical learning and applies the principle of structural risk reduction, which Cortes and Vapnik first introduced in 1995 [15,46,47]. The SVM works through a learning algorithm that makes use of high-dimensional features. The precision of the SVM model largely depends on specifying the parameters of its model. Structured strategies for selecting the parameters are critical, and it is extremely important to arrange the alignment of the model parameters. SVMs have been successfully performed for multiple purposes [16,19,48–50]. The SVM is a supervised learning algorithm usually used to sort images of different classes of images from different disciplines. The SVM has been used in classification problems of two classes and is usable for the analysis of the classification of linear and nonlinear data. The SVM produces two types of hyperplanes in a high-dimensional space, namely, single and multiple hyperplanes. The optimum hyperplane splits the data into several classes with the highest division between classes. The nonlinear classifier employs several kernels for margins estimation. The primary purpose of these kernels (i.e., radial basis, polynomial, sigmoid, and linear) is to increase the margins between the individual hyperplanes. Recently, researchers have developed a very good number of promising applications due to the growing interest in SVMs [14,36,51].

Linear regression (LR) is the most popular regression model which is generally employed to discover the relationship between a dependent variable and a single or multiple explanatory variables. In terms of the number of explanatory variables, a linear regression has two types of models, which are simple and multiple. A simple linear regression is the case of an explanatory variable that contains one independent variable (predictor) and a continuous dependent variable (response). Multiple linear regression is the case where more than one explanatory variable (predictors) is present. The linear regression model is used to indicate the linear dependence of one variable on another, to gauge the estimations of one variable from the estimations of different variables, and to address the linear dependence of one variable over the other to show the other features of its variability [52].

3. Materials and Methods

3.1. Study Area and Data Used

The Gaza Strip is one of the administrative regions of Palestine, located on the southwestern Mediterranean coast. Geographically, it is located between longitudes 34°13’ E and 34°34’ E and latitudes 31°13’ N and 31°59’ N with an approximate area of about 365 km² and an altitude ranging between 0 m and 90 m above mean sea level (MSL) [53]. The population of the Gaza Strip is reported to be about 2 million people (5315 people
per square kilometer) according to the Palestinian Central Bureau of Statistics [54]. The Gaza Strip is bordered in the east by the Sinai Peninsula, Egypt in the south, and Israeli settlements in the east and north (Figure 2). In terms of climate, the Gaza Strip belongs to the temperate Mediterranean climate and the arid climate of the Negev and Sinai deserts’ climatic zones with annual rainfall ranges of about 335 mm/y and temperature between 27 °C and 13 °C [55]. The Gaza Strip is made up of five administrative regions, namely, the Gaza Governorate, which is the capital of the Gaza Strip and accounts for about 34.3% of the population of the Gaza Strip [56], the North Governorate, the Middle Governorate, Khan Yunis, and the Rafah Governorates in the south.

Figure 2. Map of the study area showing Palestine (a) and the Gaza Strip (b).

In this study, the process of assessing site suitability for locating a hospital in the Gaza Strip involves a number of datasets on the geodemographics, the environment, and the topography, as well as remote sensing imagery obtained from the Ministry of Local Government, the United Nation Relief and Work Agency (UNRWA), and the United States Geological Survey (USGS) data archive. The Gaza Strip and its governorates’ boundary data (in shapefile), neighborhood data, and land-use base map were provided by the Ministry
of Local Government; the geographic position of the hospitals was provided by the health ministry; the population census data of 2018 was obtained from the Ministry of Interior, while the no-go zone, aerial photo, and digital elevation model (DEM) were obtained from the UNRWA. In addition to these sources, Landsat 8 imagery acquired on June 2016, and downloaded from the USGS data depository on April 2018 (http://earthexplorer.usgs.gov, accessed on 4 November 2021) was utilized to update the land-use map. From these datasets, 15 conditioning factors were obtained: population number, population density, distance from road, distance from main road, distance from river, distance from residential areas, distance from agricultural land, distance from refugee camps, slope, altitude, plan curvature, topographic wetness index, topographic roughness index, and stream power index. Based on the literature sources [12,13,57], the conditioning factors are identified as important criteria for determining hospital locations.

3.2. Methodology

First, we obtained the sampling dataset of 29 hospital inventory points from the Gaza Strip Ministry of Health and an additional 29 nonhospital locations were randomly selected and added to the hospital points as the dependent variable. This was followed by the generation of 15 conditioning factors (independent variables) generated from the data collected from the various sources mentioned earlier. Thereafter, the raster values of the 15 conditioning factors corresponding to the position of the sampling points were extracted for these points as input for the modeling process. For the modeling operation in Weka, using SVM, MLP, and LR algorithms, the sampling data, comprised of a combination of the dependent and independent variables, was divided into a 70% and 30% ratio for the model training and validation, respectively, and the results were subsequently used to produce hospital site susceptibility maps. The performance of the models was evaluated using the 30% testing sample dataset through the interpretation of the statistical evaluation metrics, including the sensitivity, specificity, and area under the curve (AUC) parameters. Figure 3 shows the overall methodology of the study.

3.3. Data Preparation

To assess suitable sites for locating hospitals in the Gaza Strip, the datasets collected in digital format from different organizations were assembled in a GIS environment and evaluated for quality and suitability for the purpose by comparing them with the Landsat 8 imagery and high-resolution Google Earth map. The conditioning factors used are
categorized under three classifications: environmental (land use related), topographic, and geodemographic factors. In the literature, there is no consensus among researchers on specific factors to be used for location suitability assessments. However, some specific factors that have been widely used by researchers indicate their importance in the location-based decision-making process \[58,59\]. From each of the classifications, the relevant data layers were organized for further processing. All of the conditioning factors were transformed to 10 m resolution raster products using ArcGIS 10.5.

The topography of an area has a direct impact on site selection because it controls a number of natural processes that constitute environmental concerns, such as flooding and erosion. In this study, the 6 topographical factors identified to be relevant to assessing hospital site suitability are slope, altitude, plan curvature, topographic wetness index, topographic roughness index, and stream power index (Figure 4a–f). These data layers were derived from the 20 m resolution DEM obtained from the UNRWA.
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Human settlement is largely controlled by natural phenomena, such as the physical landscape, water availability, vegetation/forest distribution, and fertile soil for crop production. For the environmental variables, 6 data layers, including roads, main road, river network, residential area, agricultural land, and refugee camps, were extracted from the land use data. Using the Euclidean distance tool, the distance from any road, the distance from a main road, the distance from the river network, the distance from a residential area, the distance from an agricultural area, and the distance from a refugee camp, the conditioning factors were generated (Figure 4g–l). The Euclidean distance analysis allows...
quantifying the spatial relationship between the factors and the suitable location in linear distance [13,20,60–62].

In any community, the inhabitants are not spread evenly; this accounts for the variation in population density along different societal dimensions that influence the choice of siting a new hospital [6,63–66]. In terms of the cost and response time, locating a hospital close to where people live has a direct implication on the emergency response during disasters. Combining the demographic parameters to the geographic factors allows for the addition of population size and density as important factors to provide a comprehensive foundation for the analysis and planning of the health service. In the current study, the population data obtained from the Ministry of Interior 2018 census data of districts and governorate area were interpolated using the inverse distance weightage (IDW) algorithm [13] to generate a raster data layer and were combined with the vector map of each district in ArcGIS 10.5, thus the population size and the population density geodemographic factors (Figure 4m,n) were produced.

### 3.3.1. Environmental Factors

The distances from road and main road, river network, residential areas, agriculture areas, and refugee camps merit special attention. Accessibility is key to locating a hospital, so, the decision makers are usually interested in locations close to roads, particularly main roads; the nearer to the road a hospital is sited, the better for ease of service delivery and facility maintenance. Beyond the advantages of proximity to a road is also the concern about noise pollution from motor vehicles and/or a railway line. Therefore, there is always a compromise between how far or close to roads the ideal location should be.

The distance from a river is considered another related conditioning factor. As water runoff increases and drains into streams/rivers, there is a risk of floods in areas abutting the river, particularly at a lower elevation and slope. In this respect, the distance of a potential site from streams/rivers is an important criterion.

Healthcare facilities are sited to serve the people; thus, residential areas are favorable targets for locating a healthcare facility. The nearer a hospital is to a residential area, the better. The residential factor is normally examined in terms of the population data and distribution, which is converted to a thematic map layer in raster format. The better the information provided, the better the resulting factor contributes to the overall accuracy.

Food security is important to the well-being of any society. So, policies exist all over the world to prohibit the location of facilities on land designated as agricultural lands. For this, a specified distance away from agricultural areas is imposed as a condition to evaluate whether a candidate piece of land that is suitable for building a hospital is outside of agricultural land.

Political crisis and civil unrest across the world gave birth to a completely new settlement called a refugee camp. Such refugee camps are an important factor to be considered in the site selection for suitable space to construct a hospital and other healthcare facilities. The reason being that refugee camps are always overcrowded, often unorganized, and without the provision for basic infrastructure. This is the case in the Gaza Strip, which has been in crises for decades.

### 3.3.2. Topographical Factors

The slope and elevation altitude are geographical characteristics that influence high accelerated runoff potential (high altitude, high slopes) and water stagnation areas that are highly prone to flooding, generally at low altitudes and slope. These factors determine how stable the topography is to the slope related hazard, such as flooding, landslides, and erosion. With respect to building siting, many studies have identified the slope and altitude as vital conditioning factors [67–69].

Like the slope and altitude, the plan curvature influences the runoff potential of any topography. It is described as the surface perpendicular to the direction of the maximum slope [70]. A negative plan curvature indicates areas where there is a convergent (accel-
erated) overland flow, while positive values show the divergent areas with a decelerated overland flow.

The stream power index (SPI) is a secondary product of the DEM that indicates the power of flowing water and erosion potential based on the presumption that the erosive power of a topography is related to the quantity of water discharge to the definite catchment area. The SPI is computed from the combination of the information of the catchment area and slope gradient \cite{71} using the formula introduced by Moore and Wilson \cite{72}.

\[
SPI = \frac{A \tan \beta}{b}
\]  

where \(A\) is the specific catchment area and \(\beta\) is the local slope gradient computed in degrees.

The topographic wetness index (TWI) is a secondary derivative of the DEM obtained from the flow accumulation and flow direction. High values of this index is indicative of areas favoring water accumulation. It has been widely used to measure the effect of topography in terms of the location and size of the saturated source of water runoff \cite{73}. The TWI can be calculated using the equation \cite{74}:

\[
TWI = \log_e \left( \frac{A}{b \tan \beta} \right)
\]  

where \(A\) denotes flow accumulation in square meters, \(b\) refers to the pixel width through which water flows in meters, and \(\beta\) (radian) represents the slope.

The topographic roughness index (TRI) is also a secondary derivative of a topographic product that characterizes the variability in elevation within a spatial unit \cite{71}. This factor is used to define landform components. The terrain roughness is usually considered with other terrain attributes in order to understand and describe the landform process that differentiates the geomorphological units \cite{75}. The TRI is derived using the following equation proposed by Riley \cite{76}.

\[
TRI = \sqrt{|x| (max^2 - min^2)}
\]  

where \(max\) denotes the pixel largest value in nine rectangular altitude neighborhoods, and \(min\) denotes the minimum value.

3.3.3. Geodemographic Factors

Population size is associated with the demand and performance of a hospital. Population density is directly linked to the demand and supply factors. In addition, it influences the effectiveness and performance of healthcare service delivery to the citizenry. Population density is the number of people per unit area, e.g., persons per square meter or kilometer, calculated using the census data on a census tract base as the spatial unit of analysis.

3.4. Model Implementation and Validation

As mentioned earlier, the current study implements SVM, MLP, and LR models in Waikato Environment for Knowledge Analysis (Weka Version 3.8.2, developed by the University of Waikato, New Zealand \cite{77}). Using the random partition algorithm in Weka, the sampling data was divided into training and validation data subsets in the ratio 70\% (41 points) and 30\% (17 points), respectively. In practice, there is no generally acceptable mechanism for partitioning a sampling dataset; the choice varies in the literature, usually depending on the quantity and quality of the sample data \cite{61}. Before using the data for modeling, it was subjected to a correlation-based feature selection (CFS), employing the greedy stepwise search algorithm 10-fold cross-validation method to reduce the error rate, increase efficiency, and to achieve a better performance \cite{78,79}. CFS is an efficient feature selection technique; the greedy algorithm adds either the most favorable feature or deletes the most unfavorable one in each round \cite{80}. In the current study, the process ranks attributes in their order of influence on the model. The resulting models were
executed in ArcGIS 10.5 and the output raster data was reclassified into five suitability classes using the quantile classification method [13] to produce the final hospital suitability maps. The quantile method is an efficient classification technique that measures equivalent representation of each class by statistically evaluating the range of raster values in the input layer [81].

Validation is essentially a necessary step in any predictive modeling task. In this study, the data was divided into 70% training dataset and 30% test dataset for validation. For every classifier, a 10-fold cross-validation was executed. The cross-validation process splits the dataset into 10 subgroups; 9 subgroups utilized for training and the remaining subgroup for testing. In each step of the 10-fold processing stage, a different segment is utilized for testing the accuracy and the final result represents the average of the 10 results [82]. The performance of each model was assessed using the correlation coefficient (R²), and the associated quantitative metrics, root mean square error (RMSE), mean absolute error (MAE), relative absolute error (RAE), and root relative squared error (RRSE) for the cross-validation result. In addition, the overall performance of the models was validated using the receiver operating characteristics (ROC) accuracy assessment parameter, specifically, sensitivity, specificity, and area under the curve (AUC) measures.

4. Results

An assessment of the independent variables (conditioning factors) relative to the dependent variable (hospital location) using the correlation feature selection provides insight into the degree of importance of each conditioning factor to the overall model building. The CFS analysis ranks the parameters according to the correlation with the class label and the other parameters (Table 1). From the table, it can be observed that the relative influence between hospital locations and the other parameters showed that the population density and distance from the road had the highest values of CFS (100%), closely followed by the distance from the main road and the distance from the residential area (90%). The factors in the mid-range are the distance from agricultural land and population number (70%), slope, plan curvature, and no-go zone with a relative influence value of 60%, 50%, and 40%, respectively. Those with a low relative influence on hospital siting are altitude, the distance from the refugee camp (20%), and the distance from a river (10%). The result also reveals that SPI, TWI, and TRI have 0% influence and therefore were eliminated from the model building process. The CFS evaluation is based on merit, evaluated based on the coefficient of correlation and error rates [83].

Table 1. Relative influence (%) of the effective parameters.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
<th>Relative Influence %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Population density</td>
<td>Density of population</td>
<td>100%</td>
</tr>
<tr>
<td>Road</td>
<td>Distance from the road</td>
<td>100%</td>
</tr>
<tr>
<td>Main road</td>
<td>Distance from the main road</td>
<td>90%</td>
</tr>
<tr>
<td>Residential</td>
<td>Distance from the residential</td>
<td>90%</td>
</tr>
<tr>
<td>Agriculture</td>
<td>Distance from the agriculture</td>
<td>70%</td>
</tr>
<tr>
<td>Population</td>
<td>Populations number</td>
<td>70%</td>
</tr>
<tr>
<td>Slope</td>
<td>Slope degree</td>
<td>60%</td>
</tr>
<tr>
<td>Curvature</td>
<td>Plan curvature</td>
<td>50%</td>
</tr>
<tr>
<td>Prohibited zone</td>
<td>No-go zone</td>
<td>40%</td>
</tr>
<tr>
<td>Altitude</td>
<td>Altitude</td>
<td>20%</td>
</tr>
<tr>
<td>Refugee camp</td>
<td>Distance from the refugee camp</td>
<td>20%</td>
</tr>
<tr>
<td>River</td>
<td>Distance from the river</td>
<td>10%</td>
</tr>
<tr>
<td>TRI</td>
<td>Topographic roughness index</td>
<td>0%</td>
</tr>
<tr>
<td>TWI</td>
<td>Topographic wetness index</td>
<td>0%</td>
</tr>
<tr>
<td>SPI</td>
<td>Stream power index</td>
<td>0%</td>
</tr>
</tbody>
</table>

In this study, we investigate the performance of the SVM, MLP, and LR models at different stages of the modeling process. The first is at the level of feature selection to
appraise the conditioning factors relative to the models through an analysis of the cross-validation accuracy measures (correlation coefficient, MAE, RMSE, RAE, and RRSE). The second stage assesses the performance of the model, also determined using the ROC curve metrics; sensitivity, specificity, and area under curve (AUC) values. Table 2 presents detailed result of both of the stages of evaluation.

Table 2. Model validation result: area under the curve and CFS 10-fold cross-correlation.

<table>
<thead>
<tr>
<th>Model</th>
<th>AUC</th>
<th>Std Error</th>
<th>Lower Bound</th>
<th>Upper Bound</th>
</tr>
</thead>
<tbody>
<tr>
<td>MLP</td>
<td>0.849</td>
<td>0.017</td>
<td>0.816</td>
<td>0.883</td>
</tr>
<tr>
<td>SVM</td>
<td>0.756</td>
<td>0.021</td>
<td>0.714</td>
<td>0.798</td>
</tr>
<tr>
<td>LR</td>
<td>0.644</td>
<td>0.024</td>
<td>0.596</td>
<td>0.692</td>
</tr>
</tbody>
</table>

10-Fold cross-correlation method

<table>
<thead>
<tr>
<th>Model</th>
<th>R2</th>
<th>MAE</th>
<th>RMSE</th>
<th>RAE(%)</th>
<th>RRSE(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MLP</td>
<td>0.925</td>
<td>0.070</td>
<td>0.231</td>
<td>13.62</td>
<td>25.20</td>
</tr>
<tr>
<td>SVM</td>
<td>0.940</td>
<td>0.011</td>
<td>0.001</td>
<td>4.18</td>
<td>12.23</td>
</tr>
<tr>
<td>LR</td>
<td>0.751</td>
<td>0.254</td>
<td>0.310</td>
<td>19.73</td>
<td>40.58</td>
</tr>
</tbody>
</table>

The cross-validation result revealed a high correlation between the conditioning factors and hospital site for the models used (Table 2). SVM and MLP have a very high correlation with the R2 value of 0.94 and 0.93, respectively. However, the SVM has the lowest error rate with the MAE, RMSE, and RAE value of 0.011%, 0.001%, and 4.18%, respectively compared to 0.07%, 0.231%, and 13.62% for the MLP classifier. The LR model also indicates a moderately high correlation with the R2 value of 0.75 but with a slightly high error rate based on the reported MAE, RMSE, and RAE value of 0.25, 0.31, and 0.60, respectively. The cross correlation is a pre-modeling assessment of the applicability of the SVM, MLP, and LR models for predicting a suitable site to locate a hospital with the conditioning factors considered in the study.

Figure 5 and Table 2 show the result of the model performance evaluation using the 30% validation (testing) dataset. The graph of sensitivity–specificity plots provides a visual and statistical understanding of how well the models can classify a suitable site for a hospital location from an unsuitable position. It can be seen from the figure that the ROC curves of the three models approach the upper left corner of the plot. This is interpreted to mean a high overall accuracy [84]. Comparatively, the results of the modeling process yield a superior classification capability with sensitivity (lower band) and specificity (upper band) values of (0.82, 0.88), (0.71, 0.80), and (0.60, 0.69) for the MLP, SVM, and LR models, respectively (Table 2). The model performance based on the area under the ROC curve analysis produced an overall accuracy value of 0.85, 0.76, and 0.64 for the MLP, SVM, and LR models with a standard error of 0.017, 0.021, and 0.024, respectively, at 95% confidence interval.

The results of the hospital site suitability map are presented in Figure 6. The maps were generated from the effective conditioning factors with a relative influence greater than zero (in Table 1) to determining potentially suitable sites in which to locate hospitals in the study area. The modeling process exploits the interaction between these indicators (independent variables) based on the sampled dataset to establish a relationship that accurately produces the hospital site suitability map using SVM, MLP, and LR models. In each map, the degree of susceptibility is categorized into five classes: very high, high, moderate, low, and very low (Figure 6), utilizing the quantile classification method [13].
Figure 5. Comparative plot of the ROC curve for MLP, SVM, and LR.

Figure 6. Cont.
Figure 6. Suitability map produced using (a) multilayer perceptron, (b) support vector machine, and (c) linear regression models.

Obviously, there is spatial variation in the respective suitability class across the models. For example, the MLP output map (Figure 6a) shows a relatively balanced presence of
all the suitability classes across the study area. However, the central region, a section of the southern part, and small portion in the north indicate very high suitability levels. Moreover, the SVM-generated map (Figure 6b) is biased to very high (in small areas), high, and moderate classes, whereas the low and very low classes rarely exist. Unlike the other maps, the LR map product shows a distinct pattern (Figure 6c); the study area appears divided into two where the very high and high suitability classes occupy the southern section and the low and very low classes, interposed with the moderate class, are in the central and northern part of the Gaza Strip.

The quantitative analysis has shown that for the MLP, the very high, high, and moderate suitability classes cover 10.10%, 27.74%, and 29.82%, approximately 36.9 km$^2$, 101.25 km$^2$, and 108.8 km$^2$, respectively. Moreover, the low and very low classes take up 21.62% (78.9 km$^2$) and 10.72% (39.15 km$^2$). For the suitability map produced with the SVM model (Figure 6b), the very high (3.65%), low (9.85%), and very low (0.35%) suitability classes represent a relatively very small percentage of the total area (~13.85%) which constitutes 50.5 km$^2$. Meanwhile, the larger percentage of the area is shared between the high and moderate suitable classes (36.38 and 49.77% respectively), amounting to 314.5 km$^2$ with the latter occupying nearly half of the study area. Moreover, for the LR-generated suitability map (Figure 6c), the model predicts spatial coverage of 10.78%, 15.02%, 23.47%, 32.61%, and 18.12% for the very high, high, moderate, low, and very low suitability class, respectively, representing 39.35 km$^2$, 54.80 km$^2$, 85.65 km$^2$, 119.10 km$^2$, and 66.10 km$^2$, respectively.

5. Discussion

Determining an appropriate method to identify suitable locations to build a hospital is a difficult process that involves taking decisions on the appropriate conditioning factors and dealing with the spatial heterogeneity associated with them. Therefore, the first step to ensure a reliable result was to assess how related the chosen variables considered are to determining a potential hospital location by examining their relative influence and correlation with the models using the 10-fold cross-correlation approach. Through this process, the conditioning factors that have no contribution were excluded from the modeling process. Moreover, the correlation values obtained, 0.94, 0.93, and 0.75 for the SVM, MLP, and LR, respectively, shows that the variables considered are fit for the purpose. Top on the list of relative influence are population density and the distance from the road (100%), the distance from the main road and from residential areas (90%), the distance from agricultural land and population number (70%), while the slope, plan curvature, and no-go zone are in the average with a relative influence of 60%, 50%, and 40%, respectively. This indicates that human factors dominate the choice of location rather than topographic factors since the altitude of a place determines the slope, curvature, and other morphometric elements.

The model performance evaluation is based on the ROC curve parameters (sensitivity, specificity, and AUC) measured on a standard scale of 0–1; where a value <0.6 indicates low accuracy, while those between 0.6–0.7, 0.7–0.8, 0.8–0.9, and >0.9 are interpreted to be in the accuracy range of either moderate, good, very good, or excellent [61]. The sensitivity and specificity metrics interactively provide insight into the classification capability of the models. Sensitivity, otherwise called the true positive, indicates how well a model can classify the sampled data to truly identify the ideal position to build a hospital, while the specificity (or true negative) indicates the model’s ability to correctly classify unsuitable locations through the sample data. The sensitivity–specificity values obtained for the MLP model are 0.82, 0.88, SVM are 0.71, 0.80, and LR are 0.60, 0.69. According to Idrees and Pradhan [84], on a scale of 0 to 1, the closer the value obtained is to 1, the better the capability of the model in classifying data. In this study, the overall performance evaluation produced AUC values of 0.85, 0.76, and 0.64 for the MLP, SVM, and LR model, which fall into very good, good, and moderate accuracy, respectively.

Using the knowledge of the first author about the study area, combined with exploration of high-resolution Google Earth map, we observed that the result of the MLP
truly reflects the natural environmental setting of the study area (consistent with previous reports in the study area [54]). For example, the very high and high suitable area occurred in the cities with more population and easy accessibility (Figure 6a). Similarly, the low and very low suitable area appears in areas designated as a no-go zone, open land, and very sparsely populated area. In contrast, the SVM result (Figure 6b) predicts high and moderate classes in areas such as a no-go zone and open unoccupied areas ordinarily considered inappropriate as optimal locations. The map in Figure 6c (LR model) partitions the classes into upper, middle, and lower bands as a contiguous neighbor in a way that neither reflects the input data nor the reality on the ground.

The application of SVM, MLP, and LR models in this study provides scientific evidence of the resourcefulness of multilayer (ML) techniques for a hospital site suitability assessment similar to the results obtained in other fields of study, such as flooding [14,16–18], landslide [19–21], forest fire [22,23], erosion, and water resources [24–26], etc. In this investigation, MLP and SVM perform satisfactorily with AUC values of 85% and 76%, respectively, compared to the LR model which produced poor results. Obviously, the MLP model is the most appropriate and stable model because of its ability to constructs and weight the conditioning factors using a nonlinear projection, unlike the LR model that analyzes the conditioning factors as linear functions [21]. The MLP model, for each training sample subset, calculates the neuron output from each layer and makes a prediction with the final layer (forward pass). The prediction is based on how fast the variation between the predicted and the actual output is calculated to get the prediction error, which is subsequently used to vary the weights of the neurons in all of the previous layers (backpropagation) until it reaches the optimal prediction accuracy [43,85]. This intricate procedure allows it to handle both linear and nonlinear datasets accurately.

The result of the SVM model based on the standard evaluation [86,87] is normally acceptable, but in this study, it is observed that the classification map appears more suitable than it is in the actual situation. This is traceable to the influence of the neighboring training points of the optimal hyperplane using the radial basis function which employs a nonlinear kernel function to project a linear model [22,88–90], even though not all of the conditioning factors exhibit a linear feature. As a result, error is introduced in the classification result, particularly in the very high and very low suitability classes. Similarly, the LR model employs a linear function [52], contrary to the characteristics of the conditioning factors. For instance, it is observed that some conditioning factors which have a high relative influence, in turn have a negative effect on determining hospital site suitability. In the Gaza Strip, road, river, and population density influenced the LR model most but contrary factors such as altitude and slope, both of which have a low relative influence, indicate a relatively high sensitivity in the resulting suitability map. Perhaps, testing SVM with other kernels may improve the accuracy but caution needs to be observed with the LR model.

6. Conclusions

The prolonged conflict in Palestine over the past seven decades has inflicted enormous suffering to the Palestinians, particularly in the health sector. The Gaza Strip, which is one of the most important service sectors in terms of population, suffers from an inadequate distribution of healthcare service facilities. This paper examined three novel prediction models, multilayer perceptron (MLP), support vector machine (SVM), and linear regression (LR), to optimize and analyze the influence that some selected factors considered have to influence assessing hospital site suitability. The models were considered because they have been successfully implemented in different areas of study and proven to be superior to the traditional methods. Motivated by the void in the research in the application of these methods for hospital site suitability prediction, the models have been experimented in this study and the result is validated at different stages of the work.

In this study, fifteen hospital site suitability conditioning factors were optimized and ranked using the CFS algorithm (greedy stepwise search method). The process permits the identification of factors that contribute to determining a suitable site and, thus, the unfit
factors detected can be removed to minimize error in the model. The result of the CFS indicated that twelve conditioning factors (slope degree, altitude, plan curvature, distance from the road, distance from the main road, distance from the residential area, distance from the agricultural area, distance from the refugee camp, distance from the river, density of population, populations number, no-go zone) are fit for use. The topographic wetness index, topographic roughness index, and stream power index factors were excluded based on our investigations. Amongst the three models implemented, the MLP model has proven not only to perform optimally but produced a more balance result in terms of the reality of the study area. According to the experimental result, it is valid to conclude that MLP is the most suitable machine learning method as provided in the validation results with the CFS and the AUC values. The outcome is very reasonable in agreement with the location of existing hospitals and field inspection. In summary, the high performance achieved with the MLP model indicates that the proposed approach is appropriate and promising for hospital site suitability assessment. With further studies, experimenting different kernels, accuracy of the SVM may be improved. Based on this study, the authors believe the LR model should be used for hospital site suitability assessment with caution because it is unable to capture the nonlinear characteristics of the conditioning factors. Future studies may involve investigating other machine learning models for the same purpose, integrating advanced optimization and ensemble methods to improve the model predictive efficiency. Traffic variations within the day, variations between the weekdays, weekends, holidays, and celebration effects on traffic are also the subject of future studies.
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