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Abstract: Automatic facial action detection is important, but no previous studies have evaluated pre-
trained models on the accuracy of facial action detection as the angle of the face changes from frontal
to profile. Using static facial images obtained at various angles (0°, 15°, 30°, and 45°), we investigated
the performance of three automated facial action detection systems (FaceReader, OpenFace, and
Py-feat). The overall performance was best for OpenFace, followed by FaceReader and Py-Feat. The
performance of FaceReader significantly decreased at 45° compared to that at other angles, while
the performance of Py-Feat did not differ among the four angles. The performance of OpenFace
decreased as the target face turned sideways. Prediction accuracy and robustness to angle changes
varied with the target facial components and action detection system.
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1. Introduction

With the rise in affectivism [1], automatic facial action detection system is gaining
widespread attention [2-5]. Given the importance of facial expressions for emotional
communication [6,7], machines that can automatically detect facial movements are expected
to be useful for studies of facial expressions and emotional communication. The most
common index of facial movement is the action unit (AU), which is derived from the Facial
Action Coding System (FACS) [8]. FACS describes facial movements in anatomical terms,
while AU represents a single facial movement. For example, pulling of the lip corner and
lowering of the eyebrows correspond to AUs 12 and 4, respectively. Automated facial
action detection systems mainly provide outputs in terms of AUs.

As for automated facial action detection systems, the processing pipeline includes
face detection, face registration, feature extraction, and classification [9]. A wide variety of
algorithms have been proposed at each stage [2-5]. For example, Shao et al. [10] proposed
a novel end-to-end deep learning framework for joint AU detection and face alignment,
resulting in robust AU detection. Many facets of automated facial action detection systems
(e.g., 3D [11] and multimodal information [12]) have been discussed in several review
papers [2-5,13,14]. However, too few automated facial expression analysis systems are
available for novice users who are motivated to study human facial expressions but are not
experts in engineering techniques.

For such demands, the available options include commercial software [15] and limited
open software (e.g., OpenFace [16], AFARtoolbox [17], and Py-Feat [18]), which usually
have several pre-trained facial databases. Commercial tools are expensive, and open-source
software often lacks user-friendly graphical user interfaces. To evaluate the software avail-
able to non-programmers with the best graphical user interface and performance for facial
action detection, Namba et al. [19] compared the performances of three automatic facial ac-
tion detection systems (AFAR toolbox, OpenFace, and FaceReader) using several dynamic
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facial databases, including one derived from YouTube. OpenFace [16] was able to detect
facial expressions more accurately than the other automatic facial action detection systems,
including commercial software. Thus, among the many automated facial action detection
systems available, OpenFace is easy for naive researchers to use and performs well.

The identification of facial expressions in an unconstrained setting is limited by the
commonly observed variability among facial poses. A major issue is the perception of
facial movements from varying angles, including the facial profile. Human facial angles
influence the psychological reactions of observers. A recent study reported that emotion
recognition was more accurate for the frontal view of the face compared to the profile [20].
However, other studies reported that emotion recognition had similar accuracy between
the profile and frontal views of the face [21,22]. Additionally, perception intensity [21],
face recognition [23], impression evaluation [24], and threat perception [25] depend on
the facial angle. Assuming that perceptions of facial expressions change with facial angle,
automated facial action detection systems must show robustness to facial angles with
respect to the detection of facial expressions to be useful for psychological experiments.
Thus, it is important to systematically evaluate the robustness of these systems to different
facial angles.

To the best of our knowledge, no previous study has compared the facial expression
detection accuracy of pre-trained facial action detection systems as the facial angle changes
from the frontal to profile view. The current study aimed to investigate the viewpoint
robustness of four automated facial action detection systems: OpenFace, AFAR toolbox,
Py-feat, and FaceReader. The former three are open software packages designed for
use in academic research, whereas FaceReader is a commercial software package. The
AFAR toolbox has a smaller number of estimable AUs than the other software packages.
Furthermore, the AFAR toolbox did not reliably estimate AU intensity for more than
half of the facial stimuli used in this study when the yaw angle was 45° (available N/all
N =16/72). To make full use of the available data, here, we report analysis results excluding
data computed by AFAR toolbox. However, for their informational value, we also report
the results that include AFAR toolbox data in Supplementary Materials (hence the variation
in the amount of data for each angle) (Figure S1).

This study aimed to evaluate the robustness of automated facial action detection
systems (FaceReader, OpenFace, and Py-feat) to varying camera poses (0°, 15°, 30°, and
45°) when calculating AUs for static facial images. These data were compared with those
obtained via manual FACS coding. The exploratory nature of the study did not permit
directional hypotheses to be formulated.

2. Materials and Methods
2.1. Dataset

Facial emotional expressions of 12 Japanese people (6 females and 6 males) were
used as stimuli. Part of the data (i.e., analysis of data for the 0° condition) are reported
elsewhere [26]. Each expresser was videotaped while expressing anger, disgust, fear,
happiness, sadness, and surprise at angles of 0°, 15°, 30°, and 45° from the left using
four video cameras (DSR-PD150, Sony, Tokyo, Japan). The expressers were instructed to
“Imitate the facial expression in the photograph.” As a model, we presented photographs
of emotional expressions selected from Pictures of Facial Affect [27] (model: J]). The video
data were digitized and synchronized, and then a coder who was blind to the research
objectives selected the apex frames of emotional expressions. The final dataset resulted in
288 images (i.e., 12 individuals x 6 emotions x 4 angles). Figure 1 shows representative
photographs of an expresser. This study was approved by the Ethics Committee of the
Primate Research Institute, Kyoto University, Japan, and conducted in accordance with the
ethical guidelines of our institute and the Declaration of Helsinki. Manual FACS coding
was performed by two certified coders. The dataset contained the following 20 AUs:
1 (inner brow raised), 2 (outer brow raised), 4 (brow lowered), 5 (upper lid raised), 6 (cheek
raised), 7 (lid tightened), 9 (nose wrinkled), 10 (upper lip raised), 12 (lip corner pulled),
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14 (dimple), 15 (lip corner depressed), 17 (chin raised), 18 (lip puckered), 20 (lip stretched),
23 (lip tightened), 24 (lip pressed), 25 (lips parted), 26 (jaw dropped), 27 (mouth stretched),
and 43 (eyes closed). The data were binary (presence or absence of each action unit in an
expression). Interrater reliability was confirmed (Cohen’s kappa = 0.81).

Figure 1. Example facial images exhibiting anger. The original images were in full color.

2.2. Automatic Facial Action Detection System
2.2.1. FaceReader

We used version 7 of FaceReader (Noldus Information Technology, Wageningen,
The Netherlands). Although no information was available regarding the algorithms and
training data of FaceReader, the documentation stated that it uses Active Appearance
Models and facial shape as feature vectors, and a neural network learning model. Twenty
AUs can be predicted (1, 2,4, 5,6, 7,9, 10, 12, 14, 15, 17, 18, 20, 23, 24, 25, 26, 27, and 43).
Because the current study used facial expressions made by Japanese participants, we used
a facial model trained on East Asian faces.

2.2.2. OpenFace

OpenFace was developed to detect facial landmarks, head pose, facial AUs, and eye
gaze [16]. OpenFace detects facial landmarks using the Convolutional Experts Constrained
Local Model (CE-CLM) [28] and dimensionally reduced histograms of oriented gradients
as feature vectors. It uses a linear kernel support vector machine learning model. The
following databases were used for model training: Bosphorus [29], BP4D [30], DISFA [31],
FERA2011 [32], SEMAINE [33], UNBC [34], and CK+ [35]. Eighteen AUs were recognized
(AUs1,2,4,5,6,7,9,10, 12,14, 15, 17, 20, 23, 25, 26, 28 (lip suck), and 45 (blink)). We used
the default settings of the CE-CLM.

2.2.3. Py-Feat

Py-Feat [18] is an open-source software package that uses Python-based tools to detect
facial expressions in images and videos. This toolbox uses several models, including
state-of-the-art algorithms for detection of faces, facial landmarks, head poses, AUs, and
emotions (https://py-feat.org/content/intro.html (accessed on 25 November 2021)). The
current study used the default model settings: face detection = RetinaFace [36], facial
landmark detection = MobileNets [37], and AU detection = Random Forest. The model
was trained on histograms of oriented gradients extracted from BP4D, DISFA, CK+, UNBC,
and AFF-wild2 [38—43]. Twenty AUs were recognized (AUs 1,2,4,5,6,7,9,10,11 (deep
nasolabial fold), 12, 14, 15, 17, 20, 23, 24, 25, 26, 28, and 43).

2.3. Evaluation Metrics

To evaluate the detection algorithms, we calculated biserial correlations of AUs be-
tween manual and machine FACS coding according to angle. The manual coding data
for the frontal view were considered the “gold standard” when assessing machine per-
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formance. A 3 (between-group factor: machine system) x 4 (within-group factor: angle)
mixed-design ANOVA was used for the analysis.

Area under the curve (AUC) values are superior to other indices (such as F1 scores)
for comparison of the performance of automated facial action detection systems and were
thus used here [19,44].

Statistical analyses were performed using R statistical software (version 4.0.3; R

Development Core Team, Vienna, Austria) and the “pROC”, “data.table”, “psych”, and
“tidyverse” R packages [45-47].

3. Results

To evaluate the robustness of the automatic AU detection systems to changes in angle,
biserial correlations between manual FACS coding and the machine output for each facial
image were calculated, as stated above. In the ANOVA model, angle was the within-group
factor (0°, 15°, 30°, and 45°) and machine type was the between-group factor (FaceReader,
OpenFace, and Py-Feat), as also stated above. The number of images differed among angles
because FaceReader sometimes failed to fit or compute facial data (0°: 72 images, 15°:
71 images, 30°: 69 images, and 45°: 60 images).

The ANOVA (Figure 2) showed a main effect of system (F(2, 536) = 22.07, 172,, =0.08,
p < 0.001). Multiple comparisons using Shaffer’s modified sequentially rejective Bonferroni
procedure indicated that the correlation coefficient for OpenFace was higher than that for
the other two systems (ts > 3.46, ps < 0.001). The correlation coefficient was also higher for
FaceReader than Py-Feat (1(268) = 2.93, p < 0.004, Hedge’s g = 0.25, 95% CI = 0.08-0.42).
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Figure 2. Average biserial correlation values between manually coded and machine-predicted action units (AUs) by angle.

Error bars represent standard error.

Machine performance significantly differed by facial angle (F(3, 268) = 9.82, 7%, = 0.10,
p < 0.001). Performance at 45° was significantly lower than at other angles (ts > 3.69,
ps < 0.001), while no significant performance difference was observed at any other angle
(ts <1.23, ps > 0.66).
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There was also a significant interaction effect between machine and angle (F(6, 536) = 8.37,
772p =0.09, p < 0.001). For OpenFace and FaceReader, there was a significant main effect of an-
gle (Fs > 12.51, %5 > 0.12, ps < 0.001) but not for Py-feat (F(3, 268) = 0.48, %, = 0.01, p = 0.70).
For OpenFace, there was no significant difference in performance between 0° and 15°, or
between 30° and 45° (fs < 2.17, ps > 0.06). However, in the other comparisons, the correlation
coefficient gradually decreased from 0° to 45° (ts > 2.74, ps < 0.02). For FaceReader, the
performance at 45° was significantly lower than that at the other angles (s > 5.17, ps < 0.001),
but there were no other significant differences (ts < 0.19, ps = 1.00).

To confirm that the facial particularities of the individual being tested affected the
results, the analysis was repeated with each participant removed. The result showed a
significant effect similar to the above (main effect of system Fs > 15.74, ps < 0.000 and facial
angle Fs > 7.60, ps < 0.000; interaction effect Fs > 6.86, ps < 0.000). The estimated perfor-
mance accuracy for each individual’s data is depicted visually in Supplementary Materials.

Figure 3 shows the average AUC values by AU. The receiver operating characteristic
curves are available online (https://bit.ly/2ZKaT22 (accessed on 25 November 2021)).
The AUC values for the facial angles varied among the AUs. A sharp reduction in AUC
values was noted at 45° for FaceReader. The variation by angle was relatively low for
AUs 7 (lid tightened), 12 (lip corner pulled), and 25 (lips parted), excluding at 45° for
FaceReader. Regardless of angle, all three systems detected AUs 12 and 25 accurately
but had difficulty in detecting AU 7. For AU 9 (nose wrinkled), OpenFace outperformed
Py-feat and FaceReader. Py-feat had a significantly lower AUC value for AU 4 (brow
lowered) and higher scores for AUs 5 (upper lid raised) and 24 (lip pressed) than the other
two systems. Importantly, in contrast to OpenFace and FaceReader, AUs in the frontal view
(0°) were not easily detected by Py-Feat. For Py-Feat, the AUC values for the frontal view
were lower than those of the other systems for AUs 14 (dimpled), 15 (lip corner depressed),
and 23 (lip tightened).
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Figure 3. Average area under the curve (AUC) values for action units (AUs) predicted by the
machines. FR: FaceReader; OF: OpenFace; PY: Py-Feat.


https://bit.ly/2ZKaT22

Appl. Sci. 2021, 11, 11171

6 0f 9

4. Discussion

We evaluated the robustness of three automated facial action detection systems to
changes in facial angle by calculating the accuracy of predicted AUs. OpenFace had the
best performance, followed by FaceReader and Py-Feat. The performance was significantly
lower at 45°, and there was no significant performance difference among 0°, 15° and 30°.
Importantly, the robustness to angle changes differed among the systems. FaceReader had
markedly poorer performance at 45°. For OpenFace, performance was similar between 0°
and 15°, and between 30° and 45°. However, the performance gradually decreased as the
angle moved toward the profile view. Although the performance of Py-feat was poorer
than the other two systems, it did not vary by angle.

FaceReader provided inaccurate results at 45°. The poor performance of FaceReader
for recognizing dynamic facial expressions reported in a previous study [19] may be due
to its vulnerability to angle changes. In this study, the AUC values were significantly
lower at 45°, especially for AUs 1 (inner brow raised), 2 (outer brow raised), 5 (upper lid
raised), 25 (lips parted), and 26 (jaw dropped). These AUs correspond to the prototypical
surprised facial expression [8]. Therefore, FaceReader may not be suitable for evaluating the
prototypical surprised expression, suggesting that future models should learn to recognize
that expression from various angles.

OpenFace had the best AU detection performance among the systems evaluated in this
study, consistent with the previous findings pertaining to dynamic facial expressions [19].
Among the pre-trained models, OpenFace had the best AU detection performance based
on facial expression images. As shown in Figure 3, the AUC values for AUs 14 (dimpled),
15 (lip corner depressed), 17 (chin raised), and 23 (lip tightened) were lower at 45° compared
to the frontal view. When using OpenFace, recognition of the lower part of the facial
expression was likely to be affected by angle, whereas for static facial images, the AUC
values were high for AUs 2 (outer brow raised), 9 (nose wrinkled), 12 (lip corner pulled),
17 (chin raised), and 25 (lips parted), even at 45°.

Although the overall performance of Py-Feat was not superior to that of FaceReader
and OpenFace, it provided robust results at 0-45°. Therefore, the use of a large amount of
“wild” data (i.e., Aff-Wild2 [38-43]), including various angles, for model pre-training may
have been effective. The lower performance for the frontal view compared to the other
angles for AU 23 may have been related to the properties of the training data. Importantly,
despite the lower AU detection performance in the frontal view of Py-Feat compared to
the other two systems, the detection of AU 5 (upper lid raised) was superior for Py-Feat
(Figure 3). Therefore, Py-Feat may be particularly useful for evaluating eyelid opening in a
static facial image.

Novice users should use a pre-trained automated facial action detection system;
OpenFace may be the best choice. The performance of OpenFace is affected by facial
angle, but it was still more robust to angle changes than FaceReader (Figure 2). Despite
the inadequate performance of Py-Feat in the current study, it is still very promising. Py-
Feat uses multiple models for face detection (e.g., MTCNN [48] and FaceBoxes [49]),
AUs (e.g., JAANET [10] and DRML [50]), and facial landmarks (e.g., PFLD [51] and
MobileFaceNet [52]). In this study, we used the default settings, which are the best-
performing combination [18], although other combinations of pre-trained models may be
used depending on the properties of the target facial expressions. Moreover, the settings
of Py-Feat and OpenFace can be fine-tuned. The overall performance of Py-Feat can be
improved by using a database of frontal view facial expressions as training data. Future
research is required to improve its robustness to angle changes.

We investigated the performance of three systems in terms of identifying AUs from
static facial images at various angles. Several limitations of this study must be mentioned.
First, automated facial action detection systems may be affected by training data bias.
Garcia et al. [53] reported that algorithms for deep face recognition show demographic bias.
Dailey et al. [54] reported that facial expression detection systems performed differently
depending on whether they were trained on Asian or Western facial expressions. To



Appl. Sci. 2021, 11, 11171 70f9

overcome this problem, it is necessary to develop training and test datasets with a wide
range of facial expressions. When developing an algorithm, the design is informed by the
robustness to angle changes. Niimura et al. [55] evaluated robustness to pose variation,
including pitch, of algorithms for “deep facial action coding” according to pre-training,
feature alignment, model size, and optimizers. Many computer vision researchers have
attempted to develop pose normalization techniques [56,57]. Li and Deng [3] recommended
the use of the GAN network to overcome the effects of variations, including in head
pose, when developing deep learning models to analyze facial expressions. We hope that
future research will lead to the development of automated facial action detection systems
accessible to novice users and non-programmers

5. Conclusions

This study showed that the overall recognition performance for static facial images,
at various angles (0—45°), was best for OpenFace, followed by FaceReader and Py-Feat.
The performance of FaceReader was significantly lower at 45° compared to the other
angles, while Py-Feat’s performance did not differ by angle. The performance of OpenFace
decreased as the target faces turned sideways. Prediction accuracy and robustness to angle
changes differed depending on the type of target facial components (i.e., AUs). Facial AU
detection systems should be selected according to the particular purpose of the user.

Supplementary Materials: The supplementary materials are available online at https:/ /www.mdpi.
com/article/10.3390/app112311171/s1. Figure S1: Average biserial correlation values between
manual coded AU and predicted AUs, for all angles and machines. Error-bars represent standard
errors, Figure S2: Average biserial correlation values between manually coded AU and predicted
AUs for all angles, machines, and participants. f, female; m, male. Error bars represent standard
errors.
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