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Abstract: In recent years, online course learning has gradually become the mainstream of learning.
As the key data reflecting the quality of online courses, users’ comments are very important for
improving the quality of online courses. The sentiment information contained in comments is the
guide of course improvement. A new ensemble model is proposed for sentiment analysis. The
model takes full advantage of Word2Vec and Glove in word vector representation, and utilizes the
bidirectional long and short time network and convolutional neural network to achieve deep feature
extraction. Moreover, the multi-objective gray wolf optimization (MOGWO) ensemble method is
adopted to integrate the models mentioned above. The experimental results show that the sentiment
recognition accuracy of the proposed model is higher than that of the other seven comparison models,
with an F1score over 91%, and the recognition results of different emotion levels indicate the stability
of the proposed ensemble model.

Keywords: two-channel word vector; deep features mining; attention; multi-objective optimization
ensemble

1. Introduction

With the integration of internet technology into education and the expansion of the
demand for online teaching in schools during the epidemic [1], online learning has been
widely promoted to school education, professional education, party member education,
and other educational learning classes. Thus, diversified online courses, such as MOOC,
SPOC, and NetEase Cloud Classes, have emerged. These online courses focus on providing
personalized learning programs for different learners, and their convenient communication
learning methods and advanced education concepts have triggered educational and teach-
ing reforms at all levels of learning [2]. Thanks to the development of new technologies,
such as artificial intelligence, online interaction, and remote control, the online teaching ex-
perience has been greatly enriched. However, users also put forward higher requirements
for online courses in terms of rich content, depth of theory, and quality of service. Some
long-standing problems in online education, such as uneven quality of online courses and
difficulty in guaranteeing learning effectiveness, also need to be solved [3]. The large scale
of users has produced a large amount of online education data [4]. How to extract effective
information for curriculum improvement and provide personalized learning suggestions
for different users has attracted extensive attention from scholars and online education
enterprises at home and abroad.

Users in online learning commonly expound their views in the comments and eval-
uation. Through comments, users can realize the exchange of knowledge to understand
or course evaluation. Potential users can learn about the course content and other user
experience. Besides, the platform can also improve and enrich course teaching content by
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students’ and teachers’ comments. It can be found that online education is different from
other commodities or products. Its user comments include understanding of knowledge,
opinions on arguments, and evaluation of courses, among which the evaluation of course
content and online teaching methods is of great significance to the improvement of online
education [5]. As an important basis to reflect students’ acceptance of courses and online
teaching quality, the text data of online course evaluation has a strong emotional color.
The analysis of students’ evaluation of online courses can provide guidance for further
optimization of online education quality. The text sentiment analysis is conducive to min-
ing effective suggestions on online education and is an important way to improve online
course satisfaction and online education quality.

Text sentiment analysis is an important branch of comment text mining. Its main task
is to recognize the emotional tendency and emotional degree of subjective text, and then
complete the induction and classification of the text content, so it is also called opinion
mining [6]. At present, the mainstream sentiment analysis methods can be divided into
the sentiment dictionary method [7], traditional machine learning method, deep learning,
and other methods. As the most classical text sentiment analysis method, the sentiment
dictionary method has the characteristics of simple operation, but the method is limited in
the establishment of sentiment dictionary, thesaurus scope, accuracy, and other aspects [8].
Traditional machine learning methods, such as the K-nearest neighbor algorithm (KNN),
decision tree (DT), and support vector machine (SVM), can ensure the accuracy of sentiment
classification to a certain extent [9], but most of the above methods rely on manually labeled
training sets and features extracted by established methods. The accuracy of training set
labeling and the effectiveness of features largely determine the accuracy of traditional
machine learning methods. In recent years, the application of deep learning methods
in text emotion analysis has become a research hotspot, such as convolutional neural
network (CNN), recurrent neural network (RNN), and other deep networks [10]. They
have remarkable effects in adaptive text feature extraction. Moreover, combined with word
vector representation, attention methods, or other methods, they can achieve high precision
text emotion analysis. However, a single model always has its advantages and limitation
in terms of accuracy and robustness. On the one hand, each kind of deep network has
its unique character and insufficiency. For example, CNN is able to learn the local space
characteristics of the text but cannot analyze its temporal characteristics; RNN can realize
timing characteristics extraction but cannot obtain long-distance information [11]. On
the other hand, different word embedding methods also have their own advantages and
weaknesses in the representation of Chinese words. The Word2Vec method relies on the
semantic features of local corpus to establish word vectors, while the GloVe method pays
more attention to the co-occurrence of statistical features of words in the corpus [12]. How
to combine the advantages of different text sentiment analysis methods to further improve
the stability and accuracy of the model is the current research focus of text sentiment
analysis, and also the focus of this paper.

The structure of this paper is organized as follows: Section 2 mainly introduces
the related work of emotional text analysis and the contribution of the paper; Section 3
introduces in detail the model method and ensemble framework proposed in this paper. In
Section 4, comparative experiments are carried out to verify the performance improvement
of the proposed model in terms of accuracy and validity. Finally, Section 5 summarizes
and prospects the main contributions of this paper and the improvement direction of
sentiment analysis.

2. Related Works and Contribution
2.1. Word Vector Generation

Word vector representation is the process of digitization of emotional text content. By
using high-dimensional vectors to replace different words, the text can be efficiently pro-
cessed by machine learning, deep learning, and other model algorithms. The word vector
representation method has been widely concerned as the first step of in-depth text analysis,
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and many word embedding methods, such as shallow text representation method [13],
GloVe [14], Word2Vec [15], and FastTest [16], appear. Shallow text representation is a
relatively traditional word embedding method, which mainly relies on one-HOT encoding
to transform the text into high-dimensional text representation vectors [17]. However,
due to the sparsity of the generated vector, this method cannot meet the input form of
most machine learning algorithms. In order to solve the above problems, most word
embedding methods mainly rely on neural networks to learn and extract the deep semantic
information of shallow text representation and then provide the low-dimensional word
vector containing the deep text information.

The Word2Vec word embedding method is a mainstream word vector representation
method based on this idea, which takes the high-dimensional sparse one-hot encoding
vector as input and transforms it into low-dimensional vectors by using a neural network.
This method uses the vector distance to measure semantic similarity between texts in the
training process and has attracted great attention and development since it was proposed
in 2013. Mikolov et al. proposed the word bag model (CBOW) and skip-gram model
in the training process [18]. The former determines the semantic meaning of a word
according to the continuous text of the word, while the latter predicts the word vector of
the word by using adjacent words. The above two methods make Word2Vec suitable for
large-scale corpus training. Naderalvojoud et al. proposed an improved word embedding
method, which added emotional information encoding to the word vector pre-trained
by Word2Vec, making the word vector suitable for emotional text analysis [19]. Onan
combined word embedding methods with cluster analysis, and it was proved that the
text analysis accuracy was improved by the method [20]. Muhammad et al. utilized
Word2Vec and LSTM to analyze hotel reviews and found that the recognition precision rate
could reach 85% [21]. The Word2Vec method has been studied by domestic and foreign
scholars, and word vectors extracted in most scenarios have good performance. However,
Word2Vec fixed the size of the text input window in the training process and inevitably
ignored the word co-occurrence statistics of the whole text despite in-depth analysis of
local expected features.

Jeffrey et al. [22] proposed the GloVe model in order to make better use of the global
word co-occurrence statistical information of the corpus. In this model, the co-occurrence
matrix is constructed to count the number of times that each word appears in the window
and adjacent words appear in the window. The model can extract the global context
information features of words using the information of adjacent words. The GloVe word
vector representation method is widely used in the field of text analysis due to its global
information analysis ability, so it is not selected to attract scholars for in-depth study.
Cao et al. proposed a calibration method for the GloVe model to further improve its
performance [23]. In this method, the estimated value of the power-law index approaches 1
by power transformation of the co-occurrence logarithm, and the co-occurrence logarithm
data after transformation is used to replace the co-occurrence logarithm of GloVe so that
the accurate distribution representation of words can be learned. Mehran et al. proposed a
new content tree word embedding method into the GloVe model and found that the text
classification accuracy of the improved word vector was significantly improved [24].

As the first step of text analysis, word vector representation has attracted great atten-
tion. New methods, such as cross-context word embedding (ACWE) [25], adaptive word
embedding (L2AWE) [26], and FastTest [27], have been proposed. However, single-channel
word vector embedding has an inevitable limitation, as it cannot analyze both the global
and local information of the text. Therefore, the ensemble learning method is adopted to
combine the two types of word vectors to improve the overall accuracy and stability of
the model.

2.2. Text Sentiment Analysis Methods

As a hot topic of text analysis, text sentiment analysis has been widely concerned and
studied by scholars at home and abroad. While text features are gradually developing
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from TF-IDF and other text statistical features to word vector representation, machine
learning and deep learning methods are also applied to this field [28]. Compared with
traditional sentiment dictionary methods, machine learning and deep learning methods are
characterized by simple data processing, high efficiency, and strong universality. As many
large corpora can be used for pre-training, there is no need to worry about the inaccuracy
caused by the thesaurus scope [29]. The idea of applying machine learning methods to text
sentiment analysis is to use text data with emotion labels to train machine learning models,
which can realize sentiment analysis of text in test sets after potential rules are obtained.
Chintalapudi et al. used the dictionary method and Bayesian algorithm to achieve the
emotional classification of medical documents and found that the Bayesian network can
reach 80% classification accuracy [30]. Song et al. proposed a new semi-supervised learning
framework based on SVM and found that this method has an excellent performance in text
sentiment analysis, and has significantly improved performance compared with general
dictionary methods and machine learning methods [31]. In order to recognize semantics
emotion terms and emojis, Jia proposed a new sentiment classification framework [32]. The
method combined the dictionary methods with the word embedding method and reached
satisfactory results. Many other machine learning methods, such as KNN and DT, have
also been applied in the field of text sentiment analysis. However, since most emotion text
data do not have emotion labels, such supervised learning algorithms are greatly limited
in the preparation of training sets [33].

In recent years, deep learning methods have been continuously applied in various
fields. Deep learning methods focus on deep feature mining and can realize text emotion
analysis combined with attention mechanism [34], which has great advantages in the text
emotion analysis. Nassif et al. analyzed the performance of CNN and RNN when applied
to Arabic subjective sentiment analysis and verified their capacity in natural language
processing (NLP) [35]. Liao et al. used a multi-layer graph convolutional network to
recognize text emotions, and set different window sizes at each layer to ensure that the
network could learn local and global features, thus improving the emotion recognition
effectiveness of the graph convolutional network [36]. Mohammad et al. verified the
effectiveness of CNN and LSTM in text sentiment analysis and found that the recognition
accuracy of the deep learning model was higher than that of the general machine learning
model [37]. However, different deep networks have their own characteristics. In the face of
complex text emotion information, specific deep networks can only dig local deep features.
For example, CNN focuses on local semantic feature extraction, but its pool operation will
disrupt the text order, which is not conducive to temporal feature analysis [38]. LSTM
can learn certain temporal features, but it is not in-depth enough to analyze local text
features [39]. Therefore, this paper adopts ensemble learning to integrate different deep
network emotion recognition models to improve the overall accuracy and stability of
the model.

2.3. Ensemble Methods

Ensemble learning is an important part of machine learning, which enables the overall
model to have higher recognition accuracy and stability by combining multiple models
with similar performance [40]. In recent years, many integrated learning frameworks have
been proposed, including the bagging method, stacking method, optimization method,
etc. Bagging and stacking are suitable for scenarios with more submodels due to their
ensemble mechanisms. The bagging method and voting method are commonly used to
construct an online comment sentiment classification ensemble model [41]. However, this
method is only applicable to the situation where there are many base classifiers; otherwise,
the voting method will lead to overall instability of the model. The optimal ensemble
method is generally used to combine different models by optimizing the weight of each
sub-model, and is more suitable for the case of a small number of sub-models with good
performance. In this paper, multi-objective gray Wolf optimization is used to optimize the
weight of the base model, and the ensemble of the two-channel word vector representation
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method with the CNN and LSTM deep network is realized. The experiments verify that
the ensemble model has higher accuracy and stability compared with other methods in
emotion recognition of online course comment text.

2.4. Contribution of This Work

This paper proposes an optimized and ensemble hybrid deep network model for
sentiment analysis of online learning evaluation texts.

(1) The two-channel word embedding method is used to represent online course evalua-
tion texts, which can reduce data sparsity and ensure data integrity.

(2) Feature training was carried out by CNN and BiLSTM, respectively, and emotion
analysis of each submodel was completed by combining the attention mechanism.
The deep network was able to extract different aspects of text depth features, and
the stable emotion recognition effect of the deep network laid a foundation for the
optimal ensemble method.

(3) The weight of each sub-model was trained based on the multi-objective gray Wolf
optimization algorithm to obtain the final sentiment analysis results. The experimental
results show that this model has high accuracy and high stability for different data sets.

(4) The model proposed in this paper provides a meaningful reference for the sentiment
analysis of online course evaluation. The ensemble deep learning model proposed in
this paper is a new framework for text emotion recognition. In addition, compared
with the models proposed by 10 other researchers, the proposed ensemble deep
learning model adopted in this paper can achieve the optimal recognition accuracy.

3. Methodology
3.1. Model Framework

The premise of extracting useful teaching suggestions is to analyze the emotional
tendency and degree of students’ comments through text analysis. This paper proposes
a novel text sentiment analysis method to analyze the sentiment tendency of curriculum
evaluation texts. The proposed hybrid deep neural network model, which is ensembled by
Multi-Objective Gray Wolf Optimization, is shown in Figure 1.
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Firstly, the two-channel word embedding method is conducted. The Wikipedia text
data is utilized to train Word2Vec and GloVe, respectively. The huge amount of data
in Wikipedia will help improve the performance of word embedding models. Then, by
applying the two well-trained models to the online course comment text, the comment
text vector of two types is obtained. Secondly, CNN and bidirectional LSTM are used to
analyze the text in the process of deep feature mining. CNN can deeply dig out the local
features of the text. However, bidirectional LSTM can deeply analyze the long-distance
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temporal sequence information of features, and the obtained text features contain their
contextual semantic information. By inputting the text vectors represented by two different
word vectors into the above two networks, four different base-depth network models
can be obtained. In the emotion analysis part, the local text state vectors obtained by
the four base models were input into the attention mechanism, respectively, and the text
emotion recognition probability of each base model was obtained after selection by the full
connection layer and Softmax. Finally, in the weight optimization part, the weight of each
sub-input is trained by gray Wolf optimization, and the weighted value of the recognition
probability of each sub-output is taken as the final emotion recognition result of the online
education course review text.

3.2. Two Channels of Word Vector Embedding

The neural network model only supports numerical processing, so the digitization of
text is the first step of text analysis. In this paper, the two-channel word vector is used to
represent the text, as shown in Figure 2. Firstly, the Chinese Wiki corpus is left to jieba word
segmentation, which is used for pre-training of the Word2Vec and GloVe word embedding
models. Finally, the two word embedding models obtained by pre-training are used to
represent the evaluation text, respectively, and two different text representation vector sets
are obtained. The sentiment analysis of online course evaluation text using two-channel
word embedding can retain the original text information to the maximum extent, which is
helpful for the subsequent in-depth text feature mining. During Word2Vec training, the
skip-gram algorithm was used to output a 240-dimensional word vector. During Glove
training, the number of iterations is set to 50 and a 200-dimensional word vector is output.
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3.3. Deep Networks

CNN and LSTM both have the ability to deeply mine the potential features of text
vectors. CNN focuses on the evaluation of text local feature mining and can obtain features
between multiple consecutive words. LSTM can capture the temporal and global features
of text without gradient explosion or gradient disappearance. Taking the above two models
as sub-models, the problem of information loss caused by using two networks successively
to process text vector can be avoided. At the same time, more comprehensive text emotion
characteristics can be obtained for online course evaluation.
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3.3.1. Convolutional Neural Network

The convolutional neural network (CNN) is the most widely used deep neural net-
work. It has a strong feature learning ability and feature representation ability, and has a
relatively stable effect in dealing with text classification and emotion recognition [42]. The
two text vector data obtained in Section 3.2 were input into the CNN network, respectively,
and multiple convolution kernels with different window lengths were used for convolution.
Then, the feature matrix obtained by convolution was pooled and the final text feature
vector FC was obtained through repeated iteration [43].

In the process of convolution, n convolution check input text vectors are used for
convolution in this paper to learn local text features. Each convolution kernel can obtain
the local text feature matrix C [44]:

C =


c1,1, c1,2, · · · , c1,h
c2,1, c2,2, · · · , c2,h

...
...

. . .
...

ck,1, ck,2, · · · , ck,h

 ∈ Rk×h (1)

where h is the length of the word vector, and the matrix element Cij can be obtained by the
following formula [45]:

ci,j = z(δ + K× vi,i+m−1) (2)

where z is the activation function; vi,i+m−1 represents the m input word vectors, which
are continuous; δ is the bias value; K∈ Rm×h is the convolution kernel; and RELU is the
activation function used in this paper.

3.3.2. Bidirectional LSTM

Bidirectional LSTM (BiLSTM) is improved to make up for the problem that LSTM can
only learn the previous information of the text words forward [21]. BiLSTM can completely
learn the context information of the text and improve its learning ability of the sequential
features of the online course evaluation text. The two text vectors vi,i+m−1 obtained in
Section 3.2 are input, respectively. The text vector is the splicing of m continuous word
vectors. The hidden layer of bidirectional LSTM sets forward and backward propagation
layers to learn the context information of the input vector [46]. Each communication layer
is connected to the output layer, so that Wf, Wi, and Wo respectively represent the weights
of each communication layer to the forgetting door, input door, and output door, then the
states of each gate at time t can be calculated according to the following formula [47]:

ft = Fsigmoid
(
λf + Wf ×

[
yt−1, vt

])
it = Fsigmoid

(
λi + Wi ×

[
yt−1, vt

])
ot = Fsigmoid

(
λo + Wo ×

[
yt−1, vt

]) (3)

where Fsigmoid represents the activation function of the gates, which is the sigmoid function,
yt−1 is the outputs at t−1. The output of LSTM is calculated as follows [48]:

lt = ft � lt−1 + it � tanh
(
λv + Wv ×

[
yt−1, vt

])
(4)

yt = ot � tanh(lt) (5)

where lt represents the status of the LSTM units. Since bidirectional LSTM has two prop-
agation layers and a hidden output, vector h can be obtained at each moment, and the
hidden output of bidirectional LSTM can be expressed as follows [49]:

FL = {hf1, hf2, · · · , hft, hb1, hb2, · · · , hbt} (6)

where hf represents the output of forward propagation of the hidden layer, and hb repre-
sents the output of backward propagation of the hidden layer.
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3.3.3. Attention Layer

The idea of the attention mechanism is to extract the key information that is con-
sistent with the current purpose through weight adjustment [50]. Weight adjustment by
the attention mechanism is beneficial to discover the text feature representation that is
important for emotion recognition and then improve the accuracy of emotion recognition.
The feature outputs obtained by the two deep neural networks are weighted with the
attention mechanism, respectively. Within the length of the statement window m, the new
text feature vector u can be calculated as follows [51]:

u =
b

∑
i=1

βixi (7)

where βi is the weight of feature vectors, i represents the number of the variables and
xi represents the convolutional features obtained from hidden states or different pooling
layers. βi can be calculated as follows [52]:

βi =
exp(f(λx + Wx × xi))

∑
i

exp(f(λx + Wx × xi))
(8)

where f is the nonlinear transformation function. Wx and λx are parameters. RELU was
used as the main nonlinear activation function in this study. Finally, the new text feature
vector u was spliced, and the text feature expression u is input into the full connection
layer. The softmax function was used for emotion analysis, and the emotion recognition
probability value of the text was obtained.

3.3.4. Multi-Objective Gray Wolf Optimization (WOGWO)

In the work, the Multi-Objective Gray Wolf Optimization [53] method is used to carry
out weight training on the output probability of the four base models. The F1score and
cross-entropy loss are taken as objective functions. The calculation method of F1score will
be introduced in Section 4.2, and the cross-entropy loss formula is as follows [54]:

L = −∑[s ln ŝ + (1− s) ln(1− ŝ)]
n

(9)

where s represents the true value, ŝ is the predicted value, L is the cross-entropy loss, and n
is the number of samples.

The specific steps of multi-objective gray Wolf optimization are as follows:

Step 1: Initialize parameters, including the number of gray wolves, maximum iteration,
search scope, and external archive parameters.

Step 2: Initialize the gray wolves. Firstly, gray wolves were randomly generated, and
the constraint conditions were checked. Repeat the above steps until sufficient
qualified personnel is produced. Finally, the objective function value is calculated,
the non-dominant individual is determined, and the file is updated.

Step 3: α, β, δ wolves are selected from the archives according to the roulette method, and
the remaining wolves are updated according to the positions of α, β, δ wolves to
check whether the newly generated wolves meet the constraints. This process is
repeated until a sufficient number of qualified gray wolves are produced.

Step 4: Calculate the objective function, determine the non-dominant gray Wolf, and
update.

Step 5: Repeat Steps 3 and 4 until the end condition is met.
Step 6: Output the location of the gray wolves in the external archive, the Pareto solution

set.

Through the MOGWO algorithm, the ensemble of four base models can be realized,
and the advantages of two-channel word vector representation and different depth neural
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networks can be used to achieve accurate and stable sentiment recognition of online course
evaluation text.

4. Results and Discussion
4.1. Data Description and Preprocessing

During the epidemic period of the past two years, the university’s online course
platform has been fully improved, and students’ requirements on the quality of online
courses and online interaction between teachers and students have also been put forward.
The source of the text sentiment database adopted in this paper is the relevant evaluation
and corresponding scoring of the students at our school on the online teaching content
of teachers. The data set of student evaluation texts and scores are exported through
the school’s online course platform, which can truly reflect the school’s online course
teaching effect. Each piece of data consists of the following two parts: (1) students’ specific
evaluation of the quality of the online course and (2) the student’s score for the online
course is divided into five grades.

Before applying the data to the training model, the reliability and accuracy of the data
should be guaranteed. Therefore, first of all, it is necessary to screen and preprocess data,
including simplified and traditional style conversion, deletion of too long and too short
data, deletion of repetitive text content, deletion of symbols without special functions, etc.
In addition, in order to ensure the balance of the sample, it is necessary to equalize the
collected data. Table 1 shows the specific construction of the emotional intonation library
after final pretreatment and screening:

Table 1. Information of the dataset.

Class Number Mood Number of Samples

1 Great satisfaction 4020
2 Satisfaction 4320
3 Neutral 4670
4 Disappointment 3830
5 Great disappointment 3400

After screening and preprocessing, a total of 20,240 tones containing emotion labeling
were obtained. Due to sample equilibrium processing, the data volume of each emotion
category is about 4000, among which the data volume of emotion is the largest, and the
data volume of emotion is very disappointing in the least. In order to fully train the
model and establish the classification model with excellent performance, it is necessary to
divide the data set into the training set, verification set, and test set. This paper selects 100
samples from each category of data as test sets to evaluate the performance of the model.
In addition, 200 samples from each category of data were selected as validation sets to
train the parameters related to integrated learning and prevent the model from falling into
over-fitting. Finally, the remaining data were used as a training set to train the four base
models proposed in Section 2.

4.2. Evaluation Metrics

For the traditional binary classification problem, the samples can be divided into four
cases: true cases (TP), false-positive cases (FP), true-negative cases (TN), and false-negative
cases (FN). The confusion matrix of the classification results is shown in Table 2.

Table 2. Confusion matrix of classification indexes.

True Label
Predicted Label

Positive Negative

Positive TP FN
Negative FP TN



Appl. Sci. 2021, 11, 11313 10 of 18

The text emotion recognition task in this paper is a multi-classification task. In this
task, Accuracy, Precision, Recall, and F1 values are commonly used evaluation indexes.
Accuracy is the percentage of the total sample that predicts the correct outcome. Accuracy
is taken as the most original evaluation index, and its calculation formula is as follows [55]:

Accuracy =
TP + TN

TP + TN + FP + FN
(10)

Accuracy effectively reflects the probability that all predicted sample values are true.
It can be calculated by the following formula [56]:

Precision =
TP

TP + FP
(11)

Recall is the probability that a sample that is actually positive is predicted to be
positive. The calculation formula of Recall rate is given as follows [57]:

Recall =
TP

TP + FN
(12)

The F1 value represents the weighted average of Accuracy and Recall. When the
numerical difference between Accuracy and Recall rate is large, the F1 value can effectively
combine the two indicators. The formula for calculation of the F1 value is as follows [58]:

F1 =
2× Precision× Recall

Precision + Recall
(13)

4.3. Comparison Experiments and Results Analysis
4.3.1. Comparison of Different Word Embedding Models

In order to prove that the proposed word embedding model has excellent ability
regarding text sequence modeling, the proposed two-channel word embedding model is
compared with the traditional word bag model. In addition, in order to prove the advance
and advancements of the two-channel model proposed in this paper, the proposed model
is compared with the classical Word2Vec and GloVe models. Table 3 shows the recognition
results of different models. Figure 3 shows the confusion matrixes of different models.
Based on Table 3 and Figure 3, the following conclusions can be drawn:

(1) Compared with the word embedding modeling algorithm, the traditional word
bag model achieves the worst classification result. This fully shows that the word
embedding model can effectively extract the depth feature information from the
original text data, which effectively optimizes the input of the subsequent classifier of
the model. Therefore, the word embedding model has excellent application value in
the field of emotion recognition.

(2) Compared with the classical Word2Vec and GloVe models, the two-channel word
embedding model adopted in this paper has a more excellent classification effect.
This fully proves that the proposed model has excellent application value in the field
of emotion recognition modeling. Two-channel word embedding modeling extracts
word vectors from two different angles and transmits the extracted feature information
to the classifier. More feature data lay a foundation for further classification.
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Table 3. Emotion recognition results of different word embedding models.

Model Evaluation
Metrics

Mood States

Great
Satisfaction Satisfaction Neutral Disappointment Great

Disappointment Average

The proposed
model

Accuracy 0.9760 0.9600 0.9700 0.9580 0.9720 0.9672
Precision 0.9783 0.8846 0.9126 0.8692 0.9574 0.9204

Recall 0.9000 0.9200 0.9400 0.9300 0.9000 0.9180
F1 0.9375 0.9020 0.9261 0.8986 0.9278 0.9184

Word2Vec

Accuracy 0.9740 0.9320 0.9480 0.9380 0.9600 0.9504
Precision 0.9780 0.8000 0.8700 0.8286 0.9255 0.8804

Recall 0.8900 0.8800 0.8700 0.8700 0.8700 0.8760
F1 0.9319 0.8381 0.8700 0.8488 0.8969 0.8771

GloVe

Accuracy 0.9620 0.9520 0.9420 0.9580 0.9580 0.9544
Precision 0.9175 0.8585 0.8381 0.8990 0.9247 0.8876

Recall 0.8900 0.9100 0.8800 0.8900 0.8600 0.8860
F1 0.9036 0.8835 0.8585 0.8945 0.8912 0.8862

Word bag
model

Accuracy 0.9320 0.9260 0.9200 0.9260 0.9440 0.9296
Precision 0.8511 0.8119 0.7830 0.8058 0.8750 0.8254

Recall 0.8000 0.8200 0.8300 0.8300 0.8400 0.8240
F1 0.8247 0.8159 0.8058 0.8177 0.8571 0.8243
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4.3.2. Comparison of Various Ensemble Models

In order to prove that the MOGWO algorithm can effectively analyze and integrate
the modeling capabilities of four base models, this paper compares the MOGWO algo-
rithm with traditional Multi-Objective Particle Swarm Optimization (MOPSO) and NS-
GAII algorithms to prove the practicability and advancement of the MOGWO algorithm.
Table 4 shows the final recognition results obtained by different ensemble learning models.
Figure 4 shows the curve of the variation of accuracy in the iterative process of different
optimization algorithms. Based on Table 4 and Figure 4, the following conclusions can
be drawn:
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(1) The ensemble learning model can effectively optimize the classification accuracy of
a single model. This fully proves that ensemble learning is an effective method to
improve the comprehensive recognition ability and generalization ability of models.
The possible reason is that for different data, ensemble learning can dynamically
optimize the weight according to the characteristics of different classifiers to establish
the most suitable model for different data.

(2) Compared with the traditional MOPSO algorithm and NSGAII algorithm, the MOGWO
algorithm can achieve better results. This proves that the MOGWO algorithm has
excellent weight optimization and decision-making ability in the field of integrated
learning. The possible reason is that compared with the MOPSO algorithm and NS-
GAII algorithm, the MOGWO algorithm can obtain excellent optimization results
with fewer parameters, which improves the overall convergence efficiency and global
optimization ability of the model.

Table 4. Results of different ensemble models.

Model Evaluation
Metrics

Mood States

Great
Satisfaction Satisfaction Neutral Disappointment Great

Disappointment Average

MOGWO

Accuracy 0.9760 0.9600 0.9700 0.9580 0.9720 0.9672
Precision 0.9783 0.8846 0.9126 0.8692 0.9574 0.9204

Recall 0.9000 0.9200 0.9400 0.9300 0.9000 0.9180
F1 0.9375 0.9020 0.9261 0.8986 0.9278 0.9184

MOPSO

Accuracy 0.9600 0.9520 0.9460 0.9360 0.9660 0.9520
Precision 0.9348 0.8800 0.8411 0.8091 0.9560 0.8842

Recall 0.8600 0.8800 0.9000 0.8900 0.8700 0.8800
F1 0.8958 0.8800 0.8696 0.8476 0.9110 0.8808

NSGAII

Accuracy 0.9600 0.9420 0.9500 0.9380 0.9620 0.9504
Precision 0.9167 0.8318 0.8713 0.8350 0.9355 0.8780

Recall 0.8800 0.8900 0.8800 0.8600 0.8700 0.8760
F1 0.8980 0.8599 0.8756 0.8473 0.9016 0.8765
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4.3.3. Comparison of Other Existing Models

In order to fully prove that the model proposed has excellent application value and is
cutting edge, this paper compares the proposed model with five common benchmark mod-
els, including Seq2seq-Attention, Bilstm, RNN, TextCNN, and SVM. In these benchmark
models, common text analysis models and some frontier models are included. Figure 5
shows the confusion matrix of the classification results of the proposed model. Figure 6
shows the ROC curves of the five emotions of the proposed model. Table 5 shows the AUC
values of five emotions of the model proposed in this paper. Table 6 shows the emotion
recognition results of all models. Based on Tables 5 and 6 and Figures 5 and 6, the following
conclusions can be drawn:

(1) Compared with traditional machine learning models, other deep learning models can
achieve more excellent classification results. This fully proves that the deep learning
algorithm has an excellent performance in the field of text emotion recognition. The
possible reason is that the deep learning model effectively extracts the features of
the original text through the multi-layer neural network structure and achieves more
excellent results.

(2) Compared with the traditional Bilstm neural network, the SEq2SEq_attention algo-
rithm can obtain more accurate recognition results. This effectively proves that the
attention mechanism effectively optimizes the performance of the neural network.
The possible reason is that the attention mechanism can extract the deep correlation
between the word vector data more deeply, which effectively improves the overall
analysis and modeling ability of the model and achieves better recognition results.

(3) The ensemble method proposed in this paper can achieve the best recognition results,
which fully proves that the model proposed in this paper has excellent classification
performance. The ensemble model adopted in this paper fully combines the advan-
tages of each component. On the one hand, the feature representation of the original
word vector is extracted by using the Word2Vec and GloVe word embedding models
trained in this model, which effectively reduces the sparsity of the data. On the
other hand, convolutional neural network and long and short-term memory networks
were used for feature training, respectively, and four submodels were obtained by
combining the attention mechanism. Finally, the integrated learning model based on
a multi-objective gray Wolf optimizer can effectively make decisions on the weight of
each sub-model and obtain the final emotion analysis results. Therefore, the model
adopted in this paper can achieve excellent results in the field of emotion recognition.

(4) Based on the results of AUC and ROC, it can be seen that the model proposed in
this paper can obtain relatively accurate classification results for different emotion
categories. In addition, the average AUC values for all classes of the model are
satisfactory. Therefore, the model proposed in this paper has excellent emotional
recognition ability and can stably identify different emotional categories.
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Table 5. AUC values of five emotions of the proposed model.

Emotional
Categories

Great
Satisfaction Satisfaction Neutral Disappointment Great

Disappointment Average

AUC values 0.9546 0.9620 0.9541 0.9477 0.9429 0.9523

Table 6. Emotion recognition results of existing models.

Model Evaluation
Metrics

Mood States

Great
Satisfaction Satisfaction Neutral Disappointment Great

Disappointment Average

The proposed
model

Accuracy 0.9760 0.9600 0.9700 0.9580 0.9720 0.9672
Precision 0.9783 0.8846 0.9126 0.8692 0.9574 0.9204

Recall 0.9000 0.9200 0.9400 0.9300 0.9000 0.9180
F1 0.9375 0.9020 0.9261 0.8986 0.9278 0.9184

Seq2seq-
attention

Accuracy 0.9440 0.9320 0.9280 0.9280 0.9520 0.9368
Precision 0.8750 0.8367 0.7963 0.8019 0.9130 0.8446

Recall 0.8400 0.8200 0.8600 0.8500 0.8400 0.8420
F1 0.8571 0.8283 0.8269 0.8252 0.8750 0.8425

TextCNN

Accuracy 0.9480 0.9320 0.9200 0.9260 0.9460 0.9344
Precision 0.9022 0.8113 0.7727 0.8058 0.9101 0.8404

Recall 0.8300 0.8600 0.8500 0.8300 0.8100 0.8360
F1 0.8646 0.8350 0.8095 0.8177 0.8571 0.8368

Bilstm

Accuracy 0.9480 0.9220 0.9360 0.9180 0.9360 0.9320
Precision 0.9111 0.7850 0.8333 0.7757 0.8617 0.8334

Recall 0.8200 0.8400 0.8500 0.8300 0.8100 0.8300
F1 0.8632 0.8116 0.8416 0.8019 0.8351 0.8307

SVM

Accuracy 0.9380 0.9080 0.9020 0.9180 0.9340 0.9200
Precision 0.8876 0.7368 0.7297 0.8041 0.8764 0.8069

Recall 0.7900 0.8400 0.8100 0.7800 0.7800 0.8000
F1 0.8360 0.7850 0.7678 0.7919 0.8254 0.8012

RNN

Accuracy 0.9300 0.9220 0.9140 0.9200 0.9420 0.9256
Precision 0.8495 0.8020 0.7664 0.7885 0.8737 0.8160

Recall 0.7900 0.8100 0.8200 0.8200 0.8300 0.8140
F1 0.8187 0.8060 0.7923 0.8039 0.8513 0.8144

5. Conclusions and Future Work

Online education and online course learning have become important learning methods
for all classes after the rapid development of the epidemic. However, there are still many
problems in online courses, and many teaching methods or the. quality of courses cannot
meet the requirements of learners. As key data reflecting the quality of online courses,
sentiment recognition of user reviews is of great significance for evaluation and online
courses. Emotional analysis of curriculum evaluation texts is helpful to identify effective
curriculum suggestions, promote curriculum perfection and improvement, and is of great
significance to improve the quality of online education.

Considering the complexity of network evaluation, the single-channel word vector
may lead to information loss, and different deep network feature mining focuses are
different, this paper proposes a two-channel deep network sentiment analysis model based
on the MOGWO ensemble method, which abandons the sequential extraction of deep
features by CNN and bidirectional LSTM. The information loss of sequence features in the
convolution layer is avoided. The experimental results showed that this model has high
accuracy and stability in the identification of emotional polarity and degree. On the other
hand, this paper used Wikipedia’s large corpus to pre-train Word2Vec and GloVe word
embedding models to ensure that word vectors can obtain sufficient training information,
which is of great significance for subsequent sentiment analysis.
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The team’s current research focuses on using the information contained in the text
itself to identify the polarity and degree of emotion. As the main participants of the
course, learners’ personal information, such as course completion, personal assessment,
and participation enthusiasm, also has varying degrees of correlation with the emotional
tendency of the comment information. In the future, learners’ information should be taken
into consideration in sentiment analysis. In addition, after the completion of the sentiment
analysis, the extraction and classification of key information of the evaluation text is also
an important step to improve the quality of the course. The text classification problem is
similar to the sentiment analysis, and relevant research can be carried out gradually in the
future. In the future, the emotional recognition results of user evaluations can provide
guidance for online courses, which can effectively improve the quality of online courses.
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