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Abstract: In this paper, a machine-learning-assisted simulation approach for dynamic flow-shop
production scheduling is proposed. This is achieved by introducing a novel framework to include
predictive maintenance constraints in the scheduling process while a discrete event simulation tool is
used to generate the dynamic schedule. A case study for a pharmaceutical company by the name of
Factory X is investigated to validate the proposed framework while taking into consideration the
change in forecast demand. The proposed approach uses Microsoft Azure to calculate the predictive
maintenance slots and include it in the scheduling process to simplify the process of applying
machine-learning techniques with no need for hard coding. Several machine-learning algorithms
are tested and compared to see which one provides the highest accuracy. To gather the required
dataset, multiple sensors were designed and deployed across machines to collect their vitals that
allow the prediction of whether and when they require maintenance. The proposed framework
with discrete event simulation generates optimized schedule with minimum makespan while taking
into consideration predictive maintenance parameters. Boosted Decision Tree and Neural Network
algorithms showed the best results in estimating the predictive maintenance slots. Furthermore, the
Earliest Due Date (EDD) model produced the minimum makespan with 76.82 h while scheduling
25 products using 18 machines.

Keywords: artificial intelligence; data acquisition system; discrete event simulation; industry 4.0;

machine learning

1. Introduction

Info and Communication Technology (ICT) is currently playing a significant role
in increasing the efficiency of production scheduling at industrial entities. This is made
possible by integrating multiple software solutions to minimize the makespan and reach
optimal resources use. Most of small to mid-sized manufacturing entities plan their
production activities according to market demand. The production scheduling on the
shop floor level is designed by the production planning staff in a form of static schedule.
Disruptions to the planned static schedule such as: machine breakdowns, increased order
priority, sudden orders, quality assurance tests failure and order cancellation require
constant update to the initial static schedule. These disruptions change the nature of the
scheduling task making it a highly dynamic one, and decreases the overall efficiency of the
industrial entity due to repeating the scheduling process. Resolving machine breakdowns
and sudden orders disruptions is not a straightforward task. Since, machine repair time
is unpredictable and forecasting sudden orders arrival needs exhaustive market research.
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Consequently, it is crucial that any automated scheduling tool should handle machine
failures and sudden orders efficiently and as quickly as possible.

The main focus of this work is to propose a simple yet efficient framework that
automates dynamic flow-shop scheduling while taking into consideration machine failures
and rush orders. The proposed framework is implemented by commercial software tools
used for scheduling. To handle machine failures, predictive maintenance parameters are
calculated using machine-learning techniques and included in the makespan. A case study
is presented for a pharmaceutical company to validate the proposed framework. The paper
is organized as follows: literature review about dynamic scheduling and maintenance types
is presented in Section 2. The proposed scheduling framework is given in Section 3 with
detailed description of the predictive maintenance parameters calculations. A real-life case
study of a pharmaceutical factory X production scheduling using the proposed framework
is presented in Section 4. Results and discussion are given in Section 5 and finally, the
paper is concluded in Section 6.

2. Literature Review

Researchers tackled the production scheduling problem as an optimization problem
that can be solved either using exact or metaheuristic methods. Nevertheless, integrating
both methods can be done to achieve better results. Example for exact method approach
was used in [1,2]. The authors used Mixed Integer Linear Programming (MILP) to tackle
the production scheduling problem. Their results were compared to existing commercial
solver algorithms and showed better results in solving large scale scheduling problems.
The work in [3] tackled the inter-related problem of process configuration, lot-sizing, and
scheduling problem of the packaging industry by developing an exact branch-and-check
algorithm. Mixed Integer Programming (MIP)-based heuristic was used to strengthen
the optimal solutions found by the branch-and-check algorithm to reduce setup times
and cost. The authors in [4] developed an exact branch and bound algorithm and a
heuristic tabu search algorithm to solve a special parallel machine scheduling problem.
Tests and numerical experiments were conducted to test the performance of the solution
methods. The results showed that the solution methods are efficient and effective in solving
problems of different sizes. Further advanced approach based on Artificial Intelligence
(Al) is proposed by authors of [5]; where they proposed a Reinforcement Learning (RL)
approach for solving the dynamic flexible job-shop scheduling problem with the aim of
minimizing the makespan. RL relies on the availability of historical data sets (previous
executed schedules) to achieve acceptable results. RL was able to generate a production
schedule with minimum makespan for a pharmaceutical factory case study.

For the metaheuristic methods, the work in [6] developed a Two-phase Decoding
Genetic Algorithm (TDGA) to maximize use in the TFT-LCD industry. The proposed
algorithm was then compared to other metaheuristic methods as a measure of performance.
Eight scenarios were tested, and the results showed the practical viability of the proposed
TDGA algorithm. In [7], a fast Genetic Algorithm (GA) was developed to solve capacity
planning and scheduling problems in the bio-pharmaceutical industry. The proposed
algorithm was verified in two different case studies in terms of problem size. The algorithm
was also compared to MILP in terms of speed of finding the global optimum. The results
showed that the algorithm was able to achieve the global minimum 3.6 times faster than
the MILP in case study 1, while in case study 2, which was on a longer time horizon, the
GA achieved a near optimal solution as fast as the MILP. The authors in [8] designed a
GA to minimize the total tardiness in a hybrid flow-shop scheduling problem. Unrelated
machines and machine eligibility were the only practical assumptions considered. The
proposed algorithm was compared to state of the art algorithms on 450 instances with
different correlation patterns and sizes of operating processing time. The effectiveness of
the proposed algorithm was validated by the results.

GA is used extensively in scheduling problems optimization. For example, the authors
in [9] used two adapted versions of GA and made an extensive study in solving the flexible
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scheduling problem and compared between them. Another metaheuristic framework for
modeling of market demand in the semiconductor industry was developed in [10]. They
assessed the performance of two metaheuristic methods; one is a GA and the other is a
rule-based assignment procedure. A Discrete Event Simulation (DES) model is used to
simulate one of the stages of the semiconductor manufacturing processes. The results
showed that it was better to use the rule-based assignment method when stability is a
concern, but if stability is not a major concern, then the GA would be better due to its
superior optimization features.

Researchers have also included hybrid models to solve the scheduling optimization
problem. An integrated optimization model was developed in [11] to minimize the man-
ufacturing time of recycled parts. The model was integrated with an intelligent hybrid
algorithm, a GA, neural network and simulation technique to optimize re-manufacturing
planning. The model was tested on a case study and gave positive results. Another hybrid
model was given in [12] that used hybrid computer simulation Artificial Neural Network
(ANN) to minimize the makespan for a job-shop manufacturing system. For its ability to
deal with complex, stochastic and nonlinear problems, DES was used to provide the train-
ing data for the ANN to estimate the makespan value for the dispatching rules available to
find the optimal solution of the job-shop scheduling problem.

Since the scheduling problem is very challenging, many special purpose simulation
tools were designed by researchers to solve this problem. Example for this approach, is
the research done in [13], where the researcher developed their own simulation tool using
Java script to solve the scheduling optimization problem with their proposed evolutionary
computation method. Other work used preexisting software simulation tools as in [14,15].
These tools use dispatching rules and heuristic methods to generate the production plan-
ning schedule. The researchers used these tools to verify their proposed mathematical
models for the scheduling optimization problem.

Although previous works investigated various approaches and techniques in solving
the production scheduling problem as an optimization problem, they did not include main-
tenance slots in their work. Nevertheless, including maintenance slots in the production
scheduling would improve the overall efficiency and reduce unplanned downtime. There
are three main maintenance techniques in the literature: corrective maintenance, preventive
maintenance, and predictive maintenance [16].

e Corrective Maintenance (CM) or Run-to-Failure (R2F) or Reactive Maintenance (RM)
happens only when an equipment stops working. This is the simplest maintenance
strategy adding a direct cost to the process, since it is necessary both the stop on the
production and the repair of the parts to be replaced.

*  Preventive Maintenance (PvM) or predetermined Time-Based Maintenance (TBM) is a
maintenance technique performed periodically with a planned schedule in time or
process iterations to avoid process/equipment failures. It is generally an effective
approach to avoid failures. However, unnecessary corrective actions are taken, leading
to an increase in the operating costs.

e  Predictive Maintenance (PdM) uses predictive tools to determine when maintenance
actions are necessary. It is based on continuous monitoring of a machine or a process
integrity, allowing maintenance to be performed only when it is needed. Moreover, it
allows the early detection of failures thanks to predictive tools, health monitoring data
(e.g., visual aspects, wear, coloration different from original, among others), statistical
inference methods and engineering approaches.

The total maintenance cost is the lowest when PdM is used [17]. Through the inte-
gration of Al and real-time Data Acquisition (DAQ), PAM time slots can be computed.
Machine Learning (ML) with real-time DAQ can easily predict causes of disruptions in the
manufacturing environments which allows a quick response to changes in shop floor in a
timely and cost-effective manner.

Recently, researchers tried to integrate PAM in the process of scheduling using various
approaches. One of the early work done with this concept is the work presented in in [18].



Appl. Sci. 2021, 11, 11725

40f17

It proposed a new problem formulation for the scheduling optimization problem to include
maintenance calculations. The method used in [18] is very complex as it needs continuous
change and skilled researcher to map it with the real-life problem. A recent adaptation for
this work is presented in [19], where the authors used a proposed GA model that included
Condition Based Monitoring (CBM) maintenance technique—a simplified form of PdAM—in
the scheduling problem and verified their work with MATLAB. Applying this concept
in a real-life case study is not a straightforward task. This approach needs skilled users
to apply this approach efficiently. In [20], the authors developed a web-service tool to
integrate scheduling with maintenance calculations. The work in [20] included PdM and
PvM calculations in the scheduling process but it did not use ML technique for this task.
The work done in [21] used ML algorithm to calculate PAM parameters; however, it was
implemented using Python which requires a skilled programmer to adapt this approach to
a new case study. Finally, with the proposal of the Digital Twin (DT) concept, a complete
framework to integrate maintenance and scheduling was proposed in [22]. It relies on
using multiple software tools to achieve the required task and consequently in requires a
lot of software interfacing between the various tools used.

Consequently, a simplified framework that integrates PdM calculations using ML
algorithms in the scheduling process is needed. Using commercial software tools for PdAM
calculations that does not need hard coding and be used by the scheduling simulation tools
without complicated interfacing codes could be an efficient approach. In this paper, a novel
framework for dynamic flow-shop scheduling is introduced. It employs only two software
tools to include estimated PdM time slots in the dynamic schedule. The used software
tools in the proposed framework employ ML algorithms and DES for PAM and scheduling,
respectively. The proposed framework methodology is presented in the coming section.

3. Methodology

The framework proposed in this paper is shown in Figure 1, which is divided into
four levels. The first level of the framework describes the physical system of the flow-shop
under investigation. A complete and detailed description of the flow-shop including its
process map and the used machines.
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Figure 1. Proposed Framework.

In the data recognition level, DES tool is used to define the scheduling problems
constraints. Before the simulation takes place, the top layers of the Data Acquisition (DAQ)
using sensors and the prediction modeling level are used to monitor the machines of
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the flow-shop. The nature of the data and the sensors type are selected based on the
industrial process under investigation. The collected data are passed on to the prediction
modeling level where machine learning is employed. At this prediction level, the data
collected by the DAQ hardware is used to estimate the predictive maintenance slots for the
machines existing in the production area. The predictive maintenance slots are taken into
consideration by the simulator used to generate the schedule. In the following subsections,
the framework is explained in detail.

3.1. Production Scheduling Using DES

DES is a very useful tool for industrial entities. It can be used to estimate the effects
of possible changes in the production process on the production line performance before
applying those changes in real life. These changes can be as simple as changing worker’s
assignment, number of machines or even the positioning of machines within the production
line itself. To use DES efficiently, a simulation framework must be used to make sure that
the result is consistent with the real-life case study. The proposed DES framework used in
this work is an adapted version from the one presented in [23], it consists of eight phases:
problem definition, production line analysis, data collection, initial layout construction,
model building, model testing, experimentation, and finally results analysis and conclusion.
The proposed DES framework is shown in Figure 2.

Problem Production Line . Initial Layout
i » . Data Collection > .
Formulation Analysis Construction

I Validation Verification J

Model Building [#—

Y

Results Analysis |
and Conclusion

Experimentation

Figure 2. Proposed DES Framework.

In phase one, a clear problem definition must be determined early on to make sure
that the researcher fully understands the required output. The aim of this work DES is
to produce a dynamic production schedule for a flexible flow-shop production line of a
specific industrial case study. This production schedule must be of the minimum makespan
possible. The second phase includes analysis of the production line, after the problem
is defined, a thorough analysis must be done to completely understand the production
line. This must be achieved after defining the boundaries of the system, which machines
to study and which products scope to work on. The production line analysis is done by
creating a simple model to represent the real-life one. This can be achieved through stating
the production line specs, such as:

*  Machines number

*  Workstations number

¢ Weekly work-shifts number

*  Work-shifts duration

e Products type

¢ Production line manufacturing type (manual labor or automated)

*  Workers’ tasks per workstation

®  Products routing

. Transportation methods per workstation (forklift, crane, trolley, etc.)
®  Processing time of each product on every machine
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The third phase is collecting the data based on the production line analysis. The
nature of the required data depends on the production line specs mentioned above. The
data required can be collected from two methods either through historical data that was
already collected earlier manually or through installed sensors and observation methods.
The second method is through the conduction of a time and motion study. The fourth
phase includes the construction of the initial layout to show how the production line works.
This is achieved using the data collected from phase three. This initial layout serves as
representation of the real-life case and represents the data collected from phase three in
a graphical manner. This simplifies the process of understanding how the production
line works.

The fifth phase includes the building of the simulation model based on the initial
layout and the data collected from the production line analysis. The simulation model is
constructed using the software tool available and the data collected from the production
line analysis is used as input. In this work, FLEXSIM software for this task.

The sixth phase includes validation and verification of the simulation model. To verify
the simulation model, either static or dynamic testing is used. For this paper, static testing
is used where every entity used through the simulation model was observed by a peer
to determine whether it behaves the same as seen in the initial layout produced or not,
correctness action is taken if there was an entity within the simulation model that did not
follow the concept model. An initial model is constructed for the validation process, an old
production schedule formerly used by the factory is used to validate that the simulation
model produces the same makespan of the old schedule. This was done to test the level of
accuracy of the simulation model and how close it represents the real case.

Phase seven is mainly concerned with the model experimentation, which is trying
different solutions to achieve the goal set from phase one. The final phase involves ana-
lyzing the results of the simulation model, by comparing the suggested schedule by the
simulation to previous executed schedules by the industrial entity to evaluate its feasibility.
In this work, FLEXSIM software tool is used to perform the DES to generate the production
schedule. Within the experimentation phase, two main criteria are considered: which
dispatching rule is used to produce the schedule and when to add the machine breakdown
time slots and breakdown times. For the dispatching rule, three main dispatching rules
were considered, Earliest Due Date (EDD), Shortest Processing Time (SPT) and Longest
Processing Time (LPT). These dispatching rules were considered for the fact that they are
the most commonly used and that the case study considered in this paper uses EDD. For
the machine breakdown time slots, PAM was explored since there is no guarantee that
no extra cost would be inflected on the manufacturing system. First, the data concerning
the machines health is collected through an implemented DAQ hardware system. This
serves one of the overall objectives of the ongoing research in Industrial Internet of Things
(IIoT) and Industry 4.0. The machine health data are processed to be suitable as input for
ML software tools to estimate the PdM time slots. The processed data are uploaded to
Microsoft Azure software tool (the platform of the ML engine). In the following subsection,
the two top levels of the proposed methodology framework is explained.

3.2. PAM Time Slots Estimation Using ML

To estimate the PAM time slots in the proposed framework, a ML software platform is
used. Microsoft Azure software tool is used to construct the ML models where prediction
takes place. Each model predicts a certain required aspect related to PAM using different
ML algorithms. The flowchart of the PAM time slots estimation is shown in Figure 3.
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Figure 3. Flowchart of PdM time slots estimation.

The models are then run using the uploaded machine health data and the results of
each model are then reviewed to see which algorithm performed well enough to consider
its results. If the results of each algorithm passes a predefined threshold, then comparison
between the results of each model is done to determine which algorithm would be used to
predict the required PdM aspect. After the best algorithm is chosen, its predicted data of
the PAM time slots is then used in the DES model constructed in Section 3.1.

Microsoft Azure is used to construct three models for PAM data. The first model is
a regression model to predict the Remaining Useful Life (RUL) of a specific machine, the
second model is a binary classification model to predict the time frame at which machine
failure might occur in days and the final model is a multi-class classification model to
predict when machine failure might occur in weeks.

According to the flowchart in Figure 3, the data are first uploaded to Microsoft Azure
after being prepared. Second, the software tool runs the models multiple times using
different algorithms to determine the most accurate algorithm and required parameters to
produce the best results. The results of each algorithm is scored and analyzed to determine
if the results are deemed acceptable or not. If results analysis are acceptable, then the
algorithms results are compared with each other to determine the best performing one,
else, the data preparation process starts again to achieve better results.

For each model, the software tool recommends specific set of parameters. These
parameters are chosen according to the complexity of the case study and to avoid over-
fitting which is the phenomenon that appears when trying to enhance the accuracy of the
results by increasing or decreasing the variables. Over-fitting may cause deterioration in
the accuracy of the results. One method to verify that the parameters values are optimum,
it was suggested to manipulate them to see whether it would affect the results or not.
Hence, the parameters for a specific algorithm have been used as is, doubled and reduced
by half to generate three test cases.

Therefore, three cases are tested for the parameters, the first case is the normal case and
it uses the values for the parameters as they were given, we will call this the normal case in
our study. The second case is the half case, and it uses half the values of the parameters of
the normal case. The third and final case is the double case and it uses double the value of
the parameters of the normal case. The results are evaluated based on two main criteria:
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the model run time and the values of the Root Mean Square Error (RMSE) and the Mean
Absolute Error (MAE) for the regression model or accuracy and precision for the binary
and multi-class classification models. The difference in the second evaluation criterion
between the models is due to the difference of their output nature. For Regression models,
the output is usually continuous and hence error is required to be calculated which is
the deviation from the required output. In classification models, accuracy and precision
are used since the output of classification models is discrete. The output of accuracy and
precision values are presented between zero and one, with zero presenting zero percent
and one presenting 100% while the MAE and RMSE values are presented between zero
and one hundred percent.

In the proposed framework, a simple hardware DAQ system is required for machine
monitoring to collect data for the PdAM models. The data are stored in a cloud-based service
to be exported when needed. Multiple sensors are used to collect data over long periods
of time for PAM parameters calculations. This is attributed to the fact that the algorithms
responsible for learning and prediction need large data sets to have optimal results. The
processes of data transfer from the sensors to the cloud service and its preparation are
shown in Figure 4.

Phenomenon Sensors

. measurements —>| Availibility and
(=~

~

"

Selection Selection
=@ -/ ; '
da

) : Sensors
Sensors with Cloud Service Exporting to Extracted Data
WiFi Module Microsoft Azure PrOtOtype —> .
. Preparation
Implementation

Data Transfer Process Data Preparation

Figure 4. Data Transfer Process and Preparation flowchart.

From the industrial point of view, several steps must be followed to determine the
type of sensors used, the nature of the measured data, and the sensor locations. Most of the
previous research work done on PdAM monitor the machine’s vibration, temperature and
pressure. Several factors must be considered when determining which sensors to use such
as cost and the accuracy of its measured readings. For example, if the aim of the sensor
is to measure high values of temperature, one must make sure that the sensor operating
range can measure such high temperatures or else the collected data will be inaccurate or
the sensor itself will be damaged.

To send the sensors’ data to the cloud service, they must include a networking module
that connects them to the Internet through a gateway. Possible connectivity options could
be WiFi or Bluetooth, where both can be used by integrating the respective module onto
the sensor. There are several types of commercial sensor modules that fits industrial
applications such as the C series and the PXI series for temperature, pressure and vibration
measurements. In our case study, the proposed sensors are small in size to ease the process
of installation within the machine. The final step is determining the exact location where the
sensors are going to be implemented. In this case, the sensors are going to be implemented
within the body of the machine itself not within the working area of the products on the
machine to obtain accurate readings. Once the data becomes available on the cloud servers,
its format will be changed to be compatible with Microsoft Azure software tool. This is
done over several operations to create the required format.
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4. Case Study

To verify the proposed methodology, a real-life case study of a pharmaceutical com-
pany by the name of Factory X is considered. Factory X’s production line consists of 7
different workstations with a total number of 18 machines. From the hundreds of products
the production line can produce, it was seen fit to only select 25 of them since these products
are the most demanded ones. All the data used for these products and the layout of the
production line were provided by the factory.

4.1. Machine-Learning Results

The machine-learning results would first be tackled since that it is needed to determine
the PdM slots for the production schedule before the use of DES. Hence, it is required to
compare the results of the models and algorithms mentioned earlier. The dataset used in
this research was a historical one used for similar research study cases, it describes several
machines used in different workstations. The data consisted of multiple columns such
as the machine id, the lifetime of the machine in cycles and multiple sensor readings to
various factors such as vibration, temperature and pressure. The results are presented in
units of percentage. The data were processed to be compatible with Microsoft Azure.

4.1.1. Regression Model

The regression model that predicts the RUL of a specific machine, the RMSE and MAE
for the three study cases are shown in Figures 5-7, respectively. The best algorithm for the
normal and double cases is the Decision Forest Regression.
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Figure 5. Regression model results for normal case.
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Figure 6. Regression model results for half case.
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Figure 7. Regression model results for double case.

For the half case, the Boosted Decision Tree showed the best results. The Poisson
Regression and Fast Forest Quantile Regression results is close to the optimum ones. The
worst results are those of NN algorithm in all three cases, though the MAE is slightly
improved in the double case. These results are due to one main reason which is that NNs
algorithm is known to perform better with large data sizes in regression models. Some of
the mentioned algorithms such as the Bayesian Linear Regression and Linear Regression
are tested only in the normal case because their parameters are associated with linearization
and hence it was decided not to use them to avoid over-fitting. As for the computational
time, it increased significantly in the double case, while for the half case, it decreased
compared to the normal case. When doubling the value of the parameters of the algorithms
in question, the computational time suffered greatly with it increasing from 3 to around
10 min with no significant improvement in RMSE. In conclusion, the best parameters to
select are the half case using Boosted Decision Tree algorithm.

4.1.2. Binary Classification Model

The Binary classification model results for the three cases are shown in Figures 8-10,
respectively. It shows the accuracy and precision for various ML algorithms while pre-
dicting when the machine might fail in days. The best performing algorithm in all three
cases is the NN followed by the Decision Forest algorithm, while the remaining ones show
similar results. However, the Two-Class Support Vector Machine algorithm scored a 100%
in precision which is significantly high. The worst performing algorithm is the Boosted
Decision Tree algorithm. As for the computational time, there is no significant change
between the normal case and the half case while the double case took more than the normal
case by 12.5%.
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Figure 8. Binary classification model results for normal case
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Figure 9. Binary classification model results for half case.
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Figure 10. Binary classification model results for double case.
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In conclusion, the parameters of the normal case would be the ones that will be used
for binary classification model if computation time is not an issue. Since the normal case has
been proven to be the best case, no further investigations would be conducted concerning
the other two cases: the half case and double case.

4.1.3. Multi-Class Classification Model

For the multi-class classification model, the results are shown in Figures 11-13 for
the normal, half and double case, respectively. The best case is the normal case using
Multi-class NNs algorithm with respect to accuracy of results and computational time. The
double case’s computational time is significantly high with almost triple the normal case
time. The half case showed no significant change in computational time.
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0.6
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Percentage

0.3
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Muticlass Neural
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Two-Class Neural Muticlass Decision
Metwork Family

Algorithms Tested

Computational Time
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M.P: 93

m Average Accuracy

mMicro Precision

Figure 11. Multi-class classification model results for normal case.
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Figure 12. Multi-class classification model results for half case.
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Figure 13. Multi-class classification model results for double case.

On the other hand, both the Multi-class NNs and the Two-Class NN showed similar
results while the Multi-class Decision Family scored the worst results for all cases. It can be
concluded that the best parameters to use to predict the machine failure time in weeks are
the normal case parameters using Multi-class NNs algorithm.

4.2. DES Results

After determining the best ML algorithm and dataset case to predict the machine’s
RUL and failure time, the PAM time slots will be incorporated in the schedule DES simula-
tion. FLEXSIM is the simulation software tool used in this case study. Our case study is a
pharmaceutical Factory X, Figure 14 shows the layout of the shopfloor and Table 1 contains
the inputs for the production scheduling problems.

Table 1. Production Line specifications.

No. of Workstations No. of Machines No. of Products Production Line Nature

7 18 25 Fully Automatic

The nature of the products on this line are tablets and capsules. The raw materials
of the production line are semi-finished powders for tablets and capsules. The tablets
production processes are kneading, drying, blending, compression, coating and packaging.
For capsules, the processes are encapsulation, coating and packaging. The following
assumptions are set in the simulation:

e  The priority of the products can be set
*  The path of each product through the machines is defined
*  The working hours of the factory are 462 h per month
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e In the fourth workstation, some products cannot be processed on certain machines
and each product has different processing times on each machine.
¢ Products can be processed on two or more machines within the same workstation and
backtracking is possible.

*  Setup times differ from one product to another.
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Figure 14. Shop floor layout for Factory X.

The output of the DES simulation is a Gantt chart showing the routing of the products
within the production line. The simulation is made multiple times for different dispatching
rules EDD, SPT and LPT. The Gantt charts showing the products on the y-axis and the
time at which these products are produced on the x-axis is shown in Figure 15. For each
product, the sequence of machines for which the product passed on is shown. For example,
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for product 1, it was first processed on machine 1, then machine 8 and finally machine 16.
The software also produces a state Gantt chart showing the used machines. The simulation
model can produce such chart after using the predicted data from the ML algorithms. The
state Gantt chart shows the machines used in the production line on the y-axis and the
time at which they were idle, operating or in maintenance on the x-axis. Figure 16 shows
the maintenance slots which were added to the simulation model marked with a red box
and the machine breakdown in black. These slots are added by the ML algorithm, hence
producing a complete schedule showing the sequence of products onto the machines and
the PdM slots. Figure 16 shows the state chart produced for the EDD model since it is the
best performing dispatching rule.
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Figure 15. Gantt chart for production schedule using EDD as a dispatching rule.
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Figure 16. State chart for production schedule using EDD as a dispatching rule.

The proposed framework was used for makespan calculations for three dispatching
rules: EDD, SPT and LPT while including the PdAM maintenance time slots. ML algo-
rithms was used to estimate the machine’s RUL and possible breakdowns. The EDD,
SPT and LPT models produced makespan of 76.82, 104.92, and 116.42 h, respectively.
The EDD model produced the minimum makespan. Hence, this case study verified the

proposed methodology.
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5. Discussion

DES is a commonly used approach in production scheduling to simulate various
production plans and scheduling techniques with the aim of minimizing the makespan of
production facilities. Using ML algorithms can enhance the simulated production plans
by DES through predicting the PAM time slots and including them in the simulations of
the production plans. Results testing various ML algorithms for this task have shown that
Decision Forest algorithm is the best performing algorithm for the regression model used
to estimate the machine RUL, while NNs algorithm showed better results in predicting the
machine failure time both for the binary and multi-class classification model while using
the parameters suggested as they are. Using the tested algorithms and feeding their data
into the DES simulator, results testing various dispatching rules have shown that the best
dispatching rule for minimizing makespan is EDD.

6. Conclusions

In this paper, a novel framework for flow-shop scheduling using DES and ML algo-
rithms was introduced that integrates PAM into the production scheduling process. As a
proof of concept, a pharmaceutical factory case study was presented to verify the proposed
framework. The framework starts at the data acquisition level by integrating sensors to the
machines on the production floor for collecting data indicating their vitals and statuses.
These data are then aggregated on a gateway and stored on a cloud database which is
updated continuously. After collecting a sufficiently large dataset, data are prepared to be
fed into Microsoft Azure where various ML algorithms are tested with the aim of predicting
machines” RUL which was best predicted by decision forest algorithm; and predicting
machine failure times which was predicted with highest accuracy using NN algorithm.
After calculating the PdM time slots, the proposed framework takes them into account
in the DES scheduling process while minimizing the makespan. Along with selecting
the right dispatching rule which have shown in the case study to be EDD, the proposed
framework is able to enhance the efficiency and throughput of the production floor by
predicting failures and preventing disruptions in the production process.
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Abbreviations

The following abbreviations are used in this manuscript:

Al Artificial Intelligence

ANN  Artificial Neural Network

M Corrective Maintenance

DAQ  Data Acquisition

DES Discrete Event Simulation

DT Digital Twin

EDD  Earliest Due Date

GA Genetic Algorithm

ICT Info & Communication Technology



Appl. Sci. 2021, 11, 11725 16 of 17

IIoT Industrial Internet of Things

LPT Longest Processing Time

MAE Mean Absolute Error

MIP Mixed Integer Programming

MILP Mixed Integer Linear Programming
ML Machine Learning

NN Neural Network

PdM Predictive Maintenance

PvM Preventive Maintenance
R2F Run-to-Failure

RL Reinforcement Learning
RM Reactive Maintenance

RMSE  Root Mean Square Error

RUL Remaining Useful Life

SPT Shortest Processing Time

TBM Time-Based Maintenance

TDGA  Two-phase Decoding Genetic Algorithm
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