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Abstract: Various distributed processing schemes were studied to efficiently utilize a large scale
of RDF graph in semantic web services. This paper proposes a new distributed SPARQL query
processing scheme considering communication costs in Spark environments to reduce I/O costs
during SPARQL query processing. We divide a SPARQL query into several subqueries using a
WHERE clause to process a query of an RDF graph stored in a distributed environment. The
proposed scheme reduces data communication costs by grouping the divided subqueries in related
nodes through the index and processing them, and the grouped subqueries calculate the cost of
all possible query execution paths to select an efficient query execution path. The efficient query
execution path is selected through the algorithm considering the data parsing cost of all possible
query execution paths, amount of data communication, and queue time per node. It is shown through
various performance evaluations that the proposed scheme outperforms the existing schemes.

Keywords: SPARQL; Apache spark; RDF; distributed query processing; communication cost

1. Introduction

The semantic web allows computers to understand and manipulate the meaning
of documents [1–3]. The semantic web has emerged to process various resources and
data management by computers automatically. As studies on semantic web services were
conducted actively, a Resource Description Frame (RDF) that can manage resources over
the web was studied [4–6]. RDF is a standard metadata model that expresses resource
information in the semantic web. The RDF identifies a relationship between expressed
values and processes data intelligently. RDF forms a graph through a triple structure, which
is expressed with the subject (S), predicate (P), and object (O) [7–10].

As the volume of the RDF graph increases over the semantic web, some studies on
SPARQL Protocol and RDF Query Language (SPARQL), which is a language that can
query and process RDF data, were conducted [11–14]. SPARQL is an RDF query language,
which consists of PREFIX, SELECT, and WHERE clauses [15–17]. PREFIX means an RDF
graph set used in a query. SELECT means variable expressing query results. WHERE
means conditions to process the query. There are other clauses: ORDER BY clause to
designate an order of query results, LIMIT clause that designates how many records are
displayed in the query result, and OFFSET clause that designates from which lines the
query result starts. As web-based services increase in scale, it becomes impossible to store
the entire RDF graph data, which is used in services in a repository based on a single node.
Moreover, performance degradation occurs when a large scale of RDF graph is queried and
processed [18–24]. Thus, not only a scheme of how to store RDF graph in the distributed
manner but also a query processing scheme of the stored RDF graph are required [24–29].

The existing query processing schemes that divide a SPARQL query into subqueries
and process the divided subqueries were proposed for SPARQL query processing [30–38].
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As a result, communication amount is increased, and the cost of query processing becomes
higher since many joins occur or a large amount of data are generated when fetching results
from the divided data in various environments in which data are divided [39,40]. In the
existing schemes, query processing is conducted by searching many nodes and finding data
accordingly during SPARQL query requests over the peer-to-peer (P2P) environment. The
data transmission and join cost occurs in order to generate result data from the distributed
result data during query processing through searching data via many nodes [41]. Another
scheme in the past considered the join and communication costs during query processing.
However, it assumed an environment where data were replicated in a few nodes. The
data communication and join cost can be reduced if data are replicated and stored rather
than distributed and stored. However, the existing schemes cannot be utilized in a data
distributed environment if all RDF graphs cannot be stored in a single node [42]. More
recently, a scheme that reduces the disk I/O cost during data parsing and join cost during
query processing in the Spark environment, which was a distributed in-memory platform,
was proposed [43–45]. However, it does not consider the communication cost during query
processing in a distributed environment, resulting in a large amount of cost generated
during query processing of a large scale of RDF graph [43].

In this paper, we propose a distributed SPARQL query processing scheme considering
Spark environments to reduce join and communication costs that occurred during query
processing, which are problems in existing schemes. The proposed scheme reduces disk
I/O cost through query processing in the Spark environment, which is a distributed in-
memory environment. In addition, it reduces join and communication costs during query
processing through the query execution paths considering data communication costs and
various costs that occur during query processing. A single SPARQL query is divided into
multiple subqueries based on the WHERE clause of SPARQL, and subqueries are grouped
for distributed query processing. The data communication cost is reduced during query
processing through grouping. The grouped subqueries select optimal query execution
paths through the algorithm considering data parsing, data communication and join costs,
and queue time. The unnecessary join and queue time can be reduced by performing query
processing through the selected query execution paths.

The rest of this paper is organized as follows. In Section 2, previous studies related to
the query processing scheme proposed in this paper are described. In Section 3, the query
processing scheme proposed in this paper is explained in detail. In Section 4, performance
evaluation on existing and proposed schemes is conducted. Finally, in Section 5, conclusions
and future study plans are presented.

2. Related Work

In ref. [39], Leida and Chu proposed a distributed SPARQL query processing scheme
in a distributed grid environment. A SPARQL query was divided based on the WHERE
clause, and a single atom was created for each condition and transferred to a few nodes
according to the query performing plan. For each atom, the weight of each (S, P), (S, O),
and (P, O) was calculated, and the lowest value was chosen as the atomic weight in the
calculation. Once the weight was calculated, a query path, in which atoms that are able
to connect to each of the atoms are combined, was created. The created query path was
then divided into many query paths (as many as the number of the nodes uniformly based
on the weight of the atoms). The divided query paths were then transferred to the nodes
randomly to process the query.

In ref. [41], Zhou et al. proposed a query processing scheme when RDF graphs were
stored in a distributed manner in P2P environments. A SPARQL query was divided based
on the WHERE clause, and a single subquery was created for each condition. Each of the
subqueries searches to see whether it is connected to the node that stores the data through
the index starting from the SPARQL query-requested node. Each of the subqueries verifies
whether query processing can be conducted in a node through the index, and the index
is searched using the hash function based on the values of constants that propose a triple
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pattern variable of the subquery. The node that stores the data is verified through the index,
and a query is transferred to the data node to process a query of preferred data. It then
receives the query result to complete the query processing. If no index information of the
subqueries is found in the node, subqueries are transferred to the neighboring node in the
clockwise direction.

In ref. [42], Hammoud et al. proposed a SPARQL query processing scheme while
a large amount of RDF graph was replicated in each of the slaves in the master–slave
environment. It proposed a distributed SPARQL query processing scheme in the repli-
cated distributed environment to reduce the join and communication costs that occur
in a distributed environment. It was performed assuming that all RDF graphs can be
stored in a single node. All RDF graphs were stored in a single node, and a single node
can perform a more efficient query processing scheme if SPARQL queries are processed
through replication.

In ref. [43], Chen et al. proposed a distributed SPARQL query processing scheme in
a Spark environment. Apache Spark is a general-purpose high-performance distributed
platform [43–45]. As with other functions, Spark can process MapReduce tasks and stream-
ing processing. The existing platforms that provide analysis functions on big data have
degraded performance because they are run on a disk basis during query processing. How-
ever, Spark enables faster analysis on big data as query processing can be conducted on a
faster memory basis. All tasks in Spark are performed through resilient distributed datasets
(RDDs). An RDD is a set of distributed data (objects) that cannot be modified [46,47].
All tasks inside Spark are processed by creating a new RDD, modifying existing RDDs,
or calling operations (functions or methods) in RDDs to calculate the results [48]. The
requested SPARQL query excludes the conditions that include predicates such as type and
class, which are unnecessary query types, during query processing and is transformed
to TR-SPARQL. It is then divided into a few subqueries based on the WHERE clause of
SPARQL. The divided subqueries create all connectable query paths. The data parsing cost,
join cost, and communication cost is calculated for each of all the created query paths, and
the least-cost query path is selected. Query processing is performed in the Spark distributed
memory environment through the selected query path, and subqueries are transformed to
a Resilient Discreted SubGraph (RDSG) format to perform a join action with other RDSGs.

Previously, SPARQL query processing schemes were proposed in various environ-
ments. A query processing using the existing schemes has various characteristics. However,
not considering the data transfer and the disk I/O may be a problem when a large amount
of RDF graph data cannot be stored in a single node anymore by limitation of memory
and storage. The reason is that a lot of data transmission and disk I/Os occur to process
queries in a distributed storage environment. In particular, graph processing creates a lot of
join operations that cause a lot of data transmission and disk I/Os. In refs. [32,34], a large
amount of RDF graphs were distributed, and a query processing scheme was conducted
in accordance with a distributed stored environment. However, it did not consider data
communication and join costs incurred during query processing. Thus, the query pro-
cessing cost increased as the RDF graph and queries were more complex or larger during
query processing. [42] performed a scheme considering data communication and join costs
incurred during query processing. However, a system structure proposed in [42] was a
scheme in a replicated environment rather than distributed stored environment. Although
a scheme in a replicated environment was proposed assuming that all RDF graphs can be
stored in a single node, a problem occurs if a large amount of RDF graphs cannot be stored
in a single node anymore.

3. The Proposed Distributed SPARQL Query Processing Scheme

In Section 3, we introduce a distributed SPARQL query processing scheme considering
Spark environments to reduce join and communication costs that occurred during query
processing. As volumes of the RDF graphs increase, distributed storage and an efficient
query processing scheme are required. However, the existing schemes did not consider
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the communication and join costs incurred during query processing, entailing a large cost
during query processing of a large amount of RDF. In addition, the disk I/O cost increases
as data size increases. Thus, a query processing scheme is needed in consideration of the
many costs incurred during query processing. We proposed a distributed stored RDF graph
query processing scheme in the Spark environment. It reduces disk I/O costs through query
processing in the Spark environment, which is a distributed in-memory environment. It also
reduces the communication cost through grouping the divided SPARQL subqueries when
a query on distributed RDF graph is processed. In addition, join, and communication costs
are reduced by setting a query processing order through efficient query execution paths.

3.1. Overall Architecture

The proposed scheme is a master–slave structure in the Spark cluster environment,
as shown in Figure 1. RDF is a directed graph G = (V, E) represented by triple patterns
such as subject–predicate–object, where the vertices V are the subject and the object, and
the directed edges E are the predicates expressing the relation between the subject and
object. A client sends a request for SPARQL query processing to the master, and the master
divides the SPARQL query into subqueries SQi in the query decomposition. The divided
subqueries SQi are grouped based on the criterion of related nodes. For the grouped
subqueries GQj, all possible query execution paths are created that are query-processable
in the query execution path generation. From the created possible performing query paths,
the optimal query execution path is identified through the algorithm that considers join
and communication costs and queuing time in each of the query execution paths. The join
and communication costs can be reduced during query processing by processing a query
through the optimal query execution path. The subqueries that are grouped into slaves
according to the selected query execution path are transferred as they are transformed into
each of the RDD, and RDF subgraph SGi that are matched with the subqueries are parsed.
For each of the subqueries, the intermediate results IRi are produced after data parsing,
and query processing is performed through data communication and join according to
the query execution path. After query processing is complete, a slave that owns the result
sends the results to the master. Once the master receives the result from the slave, it sends
the result to the client to complete the query processing.

Figure 1. Overall architecture of the proposed scheme.
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3.2. Query Decomposition

A SPARQL query that is optimized to distributed data is divided into subqueries and
transferred for query processing of RDF graph in a distributed environment. If queries that
are unsuitable to distributed data are transferred and processed, efficient query processing
cannot be conducted, and disk I/O cost and data communication cost are increased during
query processing. In addition, communication cost increases as the number of subqueries
increases during query processing after a SPARQL query is divided into subqueries. Thus,
efficient query processing that can reduce the communication cost through grouping of
subqueries is conducted.

For example, if the RDF graph is distributed over a few nodes, as shown in Figure 2,
only N1 is searched to know the job of the person called “Kim.” However, the communi-
cation cost has to be increased because slave nodes N1, N2, and N4 have to be searched
once a SPARQL query is requested to find the living city of “Kim.” As shown in the above
example, query decomposition is needed to reduce the communication cost and achieve
efficient query processing.

Figure 2. Example of an RDF graph.

When a query is requested, the query is divided into multiple subqueries based on
the WHERE clause. The divided subqueries are grouped through the proposed RDF index
first. The subqueries grouped through the index are then second grouped with related
subqueries among S, P, and O. The data communication cost is reduced during query
processing through the second grouping. In addition, the second-grouped queries are
stored as a format of RDD and utilized. This can not only reduce the disk I/O cost incurred
in existing schemes by storing queries at the RDD format inside the Spark but also achieve
more efficient query processing than existing schemes through query processing in the
in-memory environment.

A query that is optimized to distributed data should be sent to process RDF graph
queries in a distributed environment. If queries that are unsuitable to distributed data are
transferred and processed, efficient query processing cannot be conducted, and disk I/O
cost and data communication cost are increased during query processing. Thus, efficient
query processing can be conducted by decomposing a SPARQL query into subqueries. As
shown in Figure 3, once the SPARQL query is entered, the WHERE clause in the SPARQL is
divided. The WHERE clause is decomposed into subqueries. After being decomposed into
subqueries, related nodes are searched through the index. The index is composed based
on S, P, and O about all triple data. It has information about S, P, and O of each record,
and information about all combinations of S, P, and O such as SP, PO, SO, or SPO, etc., are
also stored. The ID numbers of the nodes that store the information are also stored. The
index used is different according to the characteristics of the subqueries. For example, if
the subject index’s type is Name, all of the Name information is stored, and a node where
the Name is stored is also stored along with the ID number of the node. If a data record
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called Name is stored in multiple nodes, plural ID numbers of the nodes are stored. For
example, if there is a query (Kim, isJob, ?A) among the subqueries, since “?A” in the object
is a variable, the value is not known. In such a case, although the object is not known, the
subject and predicate are known, thus that it can be searched through the SP index out of
the indices.

Figure 3. Example of a SPARQL query.

A query can be efficiently processed in the distributed stored RDF environment by
decomposing a query entered by the client. However, in order to produce a final result when
a single query is decomposed into multiple subqueries, intermediate results decomposed
through communication should be made into a single final result with regard to query
processing results of subqueries. A large amount of communication cost is incurred to have
a single final result. To overcome this, subqueries are grouped with related subqueries,
thereby reducing the communication cost during query processing.

If only related nodes of subqueries are known through the index, subqueries are only
sent to the related nodes. For only adjacently connected subqueries, related node ID are
compared. For example, if SG1 is related to N1 and N2 and SG2 is related to Nodes N1, N2,
N3, and N4, SG1 only knows predicate and object. Thus, SG1 has a small number of related
nodes compared to other subqueries. On the other hand, SG2, which knows only predicates,
may have many related nodes depending on how the stored data are distributed. In such
a case, the communication cost may increase according to the number of related nodes
during query processing. Thus, it is important to reduce the number of related nodes of
SG2 compared to that of SG1, which is an adjacent subquery. The unnecessary data transfer
during query processing and data parsing cost can be decreased by reducing the number
of related nodes of SGi through only adjacent nodes that are shared in common via the
comparison of related nodes of SG1 and SG2.

Grouping of related nodes can be conducted through the related node and adjacent
subqueries. In addition, related and unrelated subqueries are distinguished even inside
each node. During grouping, S, P, and O of each SQi are compared. The second grouping
is conducted based on SQi that have the same S, P, or O, or the same variables during the
comparison. The join cost can be reduced by query processing of related SQi though second
grouping. Figure 4 shows the subquery grouping by the node. In N1, N2, and N3, only a
single group is made since grouping is conducted through common variables in subqueries
included in the related nodes. In contrast, in N4, although SQ3, SQ4, and SQ6 are related to
N4, SQ3 and SQ4 can be grouped into a single group through the “?W” variable. However,
SQ6 does not have S, P, and O that are related to SQ3 and SQ4, which cannot be grouped
into a single group. Thus, in N4, two groups are produced.

Figure 4. Grouping of subqueries by node.
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3.3. Query Processing Procedure

The communication and join costs incurred when distributed intermediate results are
combined into a single final result during query processing in the distributed stored RDF
environment. In addition, a query processing order and joining method can increase or
decrease the cost of query processing. Thus, the optimal query execution path is created
to reduce the join and data communication costs incurred during query processing in the
query processing execution path. A query execution path is created in consideration of
data parsing, communication cost between nodes, and queuing time to reduce the query
processing cost incurred during query processing, which is not taken into consideration in
existing schemes. The join and communication costs can be reduced by performing query
processing through the created query execution paths.

Figure 5 shows the overall query processing procedure. First, when a query is inputted,
the proposed scheme decomposes the query. Once the subqueries grouped from query
decomposition are entered, all possible query execution paths are generated. After all
possible query execution paths are generated, the cost of performing the query paths is
calculated through the proposed algorithm. The optimal query execution path is selected
through the cost calculation, and queries are processed through the selected query execution
path. We obtain a final result.

Figure 5. Query processing procedure.

We cannot know if it is possible to process a query using which query execution
path when processing it in the distributed stored RDF environment. Thus, we create
all possible query execution paths based on the subqueries. A large amount of the join
and communication costs can be incurred during query processing performed according
to the created query execution paths. Thus, an efficient and optimal query execution
path is selected from all possible executable query paths to process a query. The join
and communication costs can be reduced during query processing by processing a query
through the selection of the selected query execution path.

The optimal query path is selected through the cost calculation of the created query
paths. First, the query cost of the group by node is calculated via Equation (1). Parse(SQi)
refers to the cost of data parsing for the SQi in the corresponding node. The query pro-
cessing cost when the number of SQi in the corresponding node is only one is Result(SQi).
However, if the number of SQi is more than one, the query processing cost of the group by
node is calculated including join cost Join(Parse(SQi) + Result(SQi−1)) among SQi.

Result(SQi) =

{
Join(Parse(SQi) + Result(SQi−1)), i > 1

Parse(SQi), i = 1
(1)

The cost is calculated by dividing a case when the number of subqueries is one and
two or more according to the group by node. When subqueries are connected adjacently
inside the group, even if the number of subqueries is more than two, it is regarded as a
single subquery to calculate the cost.

Once the cost for each group inside each node is calculated, all possible query paths are
created through Equation (2) (ETE: Estimated Time Equation algorithm) based on the join
variables between groups by node overall. After all the query paths are determined based
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on the join variables between groups, the cost of the query paths is calculated. To calculate
Equation (2), which node is used to process GQi (Groups by node) should be determined
as presented in Equation (3). If GQ1 and GQ2 can be joined, and which GQi is moved is
determined through Equation (3) to process a query. The cost is compared via Equation
(3) between GQ1 to GQ2

(
Tr

GQ1−GQ2

)
or from GQ2 to GQ1

(
Tr

GQ2−GQ1

)
, and GQ is moved

to the less-cost direction. Once the path of GQ move is determined, whether it is a join
operation

(
T j

GQ1−GQ2

)
or union operation

(
Tu

GQ1−GQ2

)
is determined according to GQ1

and GQ2. For example, if GQ1 and GQ2 are not the same SG and have a join variable called
B(X), a query path cost can be calculated through join operation. On the other hand, if GQ1
and GQ2 have the same SG, the query path cost is calculated through the union operation.

Ttotal
GQ1−GQ2 =

{
Twait

GQ1−GQ2 + T j
GQ1−GQ2

Twait
GQ1−GQ2 + Tu

GQ1−GQ2
(2)

Twait
GQ1−GQ2 = max

{(
Tl

GQ2 + Tr
GQ2−GQ1

)
, Tl

GQ1

}
(3)

Once the join and union costs between groups by each node are calculated, the
calculated costs are stored in the table in ascending order. The least cost of the query path
stored in the table is selected first. When all the groups by all nodes are selected, the cost is
calculated again through Equation (2) using the selected query path. Finally, this calculation
is iterated until all groups by all nodes generate a single query path. Once the iterations are
complete, the query paths determined through Equation (2) are sorted out sequentially to
create a query execution path. Figure 6 shows the operation of the ETE algorithm. The cost
is calculated through the ETE algorithm for the groups in each node according to whether
the join operation can be performed. The least GQ1 ∪ GQ2 is selected after comparing the
calculated costs, and GQ3 ./ GQ4 is selected, which is the least cost calculated with groups
other than the selected groups by node. Step 1 in Figure 6a shows the first iteration of the
ETE algorithm, which is iterated until the order is determined after all groups are selected.
Figure 6b shows the query processing order based on the groups by node.

Once the query processing execution path is determined, the master sends the query
processing execution path to each node and RDDs to the slave. The slaves that receive the
RDDs perform query processing tasks according to the query processing execution path.
The node that has the final result sends it to the master again to finish the query processing.
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Figure 6. ETE algorithm operation: (a) step to select the optimal query path; (b) query processing
order for each node.

4. Performance Evaluation

The performance evaluation compares the execution results between the master–
slave system structure proposed in this paper and an existing scheme. The compared
existing scheme was a distributed SPARQL query processing-related scheme over the
Spark environment. The existing scheme considered distributed storage of a large amount
of RDF data, but it did not consider data communication and join costs. Table 1 shows
an experimental environment for the performance evaluation. Four virtual nodes were
built. One was used as a master, and the other three nodes were used as slaves. The
performance was compared between the SPARQL query processing scheme [43] over the
Spark environment, which is an in-memory environment, and the existing scheme.
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Table 1. Experimental environment.

Parameter Value

Processor Intel(R) Core(TM) i5
Memory 64 GB

No. of nodes Master 1, Slave 3
Engine used Spark 2.4.5

For the performance evaluation, LUBM dataset [49] and DBpedia dataset [50] were
used. Approximately 230,000, 430,000, and 910,000 records of RDF graph from the LUBM
dataset and 300,000 records of RDF graph from the DBpedia dataset were used, which were
distributed and stored in the three slave nodes. For SPARQL queries, four queries from the
LUBM dataset and three queries from the DBpedia dataset were used in accordance with
the dataset used in this performance evaluation. Q1 and Q2 in the LUBM dataset had a very
small number of intermediate results from the nodes, entailing that data transfer between
nodes was small. Q3 was only considered when query processing was performed in nodes
whose number of necessary data for query processing was two. Q4 had a large number of
intermediate results from the nodes, and a large amount of data were transferred during
data transfer. In addition, Q1, Q2, and Q3 from DBpedia had a different size of data used
during query processing.

Figure 7 shows the comparison results of performances of the proposed scheme and
when grouping of subqueries is not considered during query decomposition (group) and
when optimal query execution path is not considered in the query execution path (optimal
query execution). The performance was also compared with four different queries at the
same data size. The query processing time was compared according to queries without
considering query decomposition and query execution path in the proposed scheme. The
performance evaluation results showed that Q1 and Q2 had a relatively small size of
intermediate data, resulting in a similar query processing time with that of the proposed
scheme was revealed, while Q3 and Q4 exhibited a performance difference between the
proposed and existing schemes according to the intermediate data size and the number of
subqueries. When grouping was not considered in query decomposition, the intermediate
data size and join cost was increased in the existing scheme compared to that of the
proposed scheme. Similarly, when the optimal query execution path was not considered in
the query execution path, the communication cost was increased in the existing scheme
compared to that of the proposed scheme.

Figure 7. Performance difference by considering query decomposition and query execution path.
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Figure 8 shows the comparison results of query processing time between the existing
and proposed schemes. Performances were compared through different queries while
changing a data size through various datasets. The proposed scheme showed better
performance results than the existing scheme as queries became more complex and more
intermediate results were obtained through corresponding queries. In addition, as the
number of nodes during query processing increased, performance improved. However, as
the number of used nodes decreased, no significant difference in performance was found.
The query processing time was increased in the existing scheme as a query became more
complex since the communication and join costs were taken into consideration during query
processing. The proposed scheme removed this problem thus that it achieved performance
improvements of around 15% on average through the query processing scheme considering
the communication and join costs.

Table 2 presents the comparison results of query processing time incurred per node
between the existing and proposed schemes through the LUBM dataset. Data parsing
time was measured in a node that executed the query the first time according to the query
processing path while processing time of data received from other nodes and parsed data
from the current node was measured in other nodes and compared. The performance eval-
uation was conducted based on four different queries, the same as in the first performance
evaluation. For Q3, query processing was conducted based on two nodes, in which query
processing time was compared between N1 and N2. The performance evaluation results
showed that processing time was calculated differently by the node according to the query
execution path between the existing and proposed schemes, and query processing time
was increased according to the data size used in join operation in all nodes.

Table 2. Query processing time per node.

(s)
N1 N2 N3

Existing
Scheme

Proposed
Scheme

Existing
Scheme

Proposed
Scheme

Existing
Scheme

Proposed
Scheme

Q1 2.578 2.557 2.532 2.542 3.421 3.411
Q2 2.571 2.671 2.515 2.424 2.997 2.987
Q3 3.784 3.532 3.564 3.487 X X
Q4 7.601 7.710 7.331 6.109 1.927 1.887

Figure 8. Cont.
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Figure 8. Query processing time: (a) LUBM 230,000 dataset; (b) LUBM 430,000 dataset; (c) LUBM
910,000 dataset; (d) DBpedia 300,000 dataset.
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Figure 9 shows the comparison results of data transfer time incurred during query
processing between the existing and proposed schemes. Performances were compared
through different queries while changing data size through various datasets. Time to
transfer the intermediate result data and final result data between nodes to slaves and
master was considered. The performance evaluation results showed that data transfer time
was increased in the existing scheme as the amount of intermediate data was larger since
the query processing order according to the communication cost during query processing
was not considered. However, the proposed scheme overcame this problem through the
query processing execution path considering the data communication amount and join cost.
The proposed scheme thereby reduced a transfer time during query processing on average
by about 10% compared to the existing scheme.

Figure 10 shows the comparison results of query processing time according to dataset
size between the existing and proposed schemes. In addition to the datasets used pre-
viously, approximately 430,000 and 910,000 RDF datasets were used. The performance
evaluation was also conducted through two different queries. Figure 10a shows the small
communication and join costs due to fewer intermediate results than other queries, whereas
Figure 10b shows the large communication and join costs incurred due to larger intermedi-
ate results. The performance evaluation results showed that the proposed scheme improved
performance considering the communication and join costs during query processing, which
were not considered in existing schemes. In particular, the proposed scheme showed a
better performance than the existing scheme when the dataset size became larger.

Figure 9. Cont.
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Figure 9. Data transfer time: (a) LUBM 230,000 dataset; (b) LUBM 430,000 dataset; (c) LUBM 910,000
dataset; (d) DBpedia 300,000 dataset.
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Figure 10. Query processing time by data size: (a) comparison through query whose intermediate
result is small; (b) comparison through query whose intermediate result is large.

5. Conclusions

This paper proposed a distributed SPARQL query processing scheme considering
communication costs between nodes in Spark environments. In the proposed scheme, the
disk I/O cost incurred during query processing while parsing a large amount of RDF data,
which was a problem in existing schemes, was reduced as the disk I/O was processed in
the Spark environment (an in-memory environment). In addition, the proposed scheme
performed query processing through the query execution path created considering data
parsing cost, data communication cost, join cost, and queuing time. The performance
evaluation results showed that the proposed scheme improved the performance of query
processing time, transfer time, and query processing time in each node by around 15%
compared to an existing scheme, which was a distributed SPARQL query processing-related
scheme in the Spark environment. In addition, no or large difference in performance was
revealed between them, according to the query used. If a query was simple, thus that
the number of nodes used during query processing was small, or if the number of query
results was smaller, no significant difference in performance was exhibited between the
existing and proposed schemes. However, when a query was complex, or the size of query
results was large, a performance difference was large. In the near future, a study on load
management between nodes during query processing will be conducted.
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