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Abstract: The lack of a standard experimental procedure to determine thermal conductivity of fluids is noticeable in heat transfer processes from practical and fundamental perspectives. Since a wide variety of techniques have been used, reported literature data have huge discrepancies. A common practice is using manufactured thermal conductivity meters for nanofluids, which can standardize the measurements but are also somewhat inaccurate. In this study, a new methodology to perform reliable measurements with a recent commercial transient hot-wire device is introduced. Accordingly, some extensively studied fluids in the literature (water, ethylene glycol, ethylene glycol:water mixture 50:50 vol%, propylene glycol, and n-tetradecane) covering the range 0.100 to 0.700 W m⁻¹ K⁻¹ were used to check the device in the temperature range 283.15 to 333.15 K. Deviations between the collected data and the theoretical model, and repeatabilities and deviations between reported and literature values, were analyzed. Systematic deviations in raw data were found, and a correction factor depending on the mean thermal conductivity was proposed to operate with nanofluids. Considering all tested effects, the expanded (k = 2) uncertainty of the device was set as 5%. This proposed methodology was also checked with n-hexadecane and magnesium-oxide-based n-tetradecane nanofluids.

Keywords: transient hot-wire; nanofluid; thermal conductivity; heat transfer fluids; glycol; n-alkanes

1. Introduction

Fluids are involved in most of the production and operation processes where, depending on the application and the working conditions of the equipment, particular characteristics are required. Reliable determination of thermophysical properties of these fluids is fundamental for an appropriated design of the equipment and processes. Among them, thermal conductivity is one of the most challenging to measure with high accuracy, and it is crucial in the proposal of new heat transfer fluids. The thermal conductivity of a fluid accounts for its ability to dissipate or absorb energy when a temperature gradient disturbs it from the thermal equilibrium [1]. The main difficulty to measure this property lies in the isolation of pure conduction from other heat transfer mechanisms, with convection being the most important. Due to the gravitational field of Earth, a temperature gradient in a fluid causes natural convection. Several efforts to measure the thermal conductivity under microgravity conditions showed that convection-free measurements are possible. However, the investment needed to obtain these conditions for the measurement hampers its routine use [1].

Over the years, different experimental devices have been developed over the different thermodynamic states. Until the 1970s, experimental work was focused on the development
of methods to determine properties of simple samples and under moderate conditions [1,2]. Later, several techniques appeared that were methodologically innovative and contained a meticulous mathematical description of the experimental method to reach accurate values. Precise measurements allow one to suitably check fluid theories, including liquid and gas phases. However, the current scenario shows that the lack of standardized experimental procedures, techniques, and the preparation or well-recognized definition of complex samples itself largely lead to discrepancies. This issue hinders efforts to describe the real physical situation of such complex samples such as humid air, ionic melts (molten salts and ionic liquids), thermal energy storage materials, or nanofluids [3,4]. Likewise, it is well-established that among the different techniques, the transient hot-wire provides the most reliable absolute technique for the measurement of the thermal conductivity of gases, liquids, solids, melts, and nanofluids [2,5,6].

Nanofluids are an innovative kind of material based on well-dispersed nanoparticles within a bulk base fluid. Therefore, they constitute a two-phase thermodynamic system with a continuous phase (base fluid) and a dispersed phase (nanoparticles). Although the concept of thermal conductivity of a single-phase fluid cannot be extended to these complex thermodynamic systems, researchers are used to treat the effective thermal conductivity of the nanofluid as its own thermal conductivity (in a single-phase sense) [7]. It must be clear that we shall talk about ‘thermal conductivity’ of the nanofluid instead of referring to apparent thermal conductivity, for simplicity. Therefore, and according to Tertsinidou et al. [7] and Bioucas et al. [8], since the apparent thermal conductivity is not a true thermophysical property dependent only on thermodynamic state variables, special care should be taken to perform reliable experimental measurements of such a property.

Concerning studies devoted to nanofluids, researchers use transient hot-wire-based commercial devices to obtain thermal conductivity data [9], which can lead to a misuse of this equipment when the methods are not adequate for the object systems [3]. Therefore, it is necessary to establish some methodologies to avoid ill-determined data when using this kind of devices. Thereby, the determination of the effective thermal conductivity of nanofluids needs to be standardized, allowing for better comparison of data from different laboratories.

In this paper, we present a comprehensive implementation and methodology for the measurement of the thermal conductivity of fluids, especially nanofluids, by using an available commercial device based on the transient hot-wire method. The validation of the method, repeatabilities, and deviations between the experimental thermal conductivity values of several fluids and those from the available literature data were also detailed. The procedure and noted features of the particular measurements, advantages, and limitations have been reported and checked with n-hexadecane and MgO/n-tetradecane nanofluid at 1, 5, and 10 wt%. Accordingly, the main aim of the present work is to establish critical advices and suggestions in the experimental determination of thermal conductivity of fluids by means of the THW-L2 device from Thermtest Instruments. The use of these recommendations may lead to more reliable and usable measurements, by avoiding a source of discrepancies when using a new commercialized device.

2. Thermal Conductivity Methods
2.1. General Statements

Over the years, a plethora of scientific articles and authors have addressed different techniques for the determination of thermal conductivity [4,5], which can be classified into two main groups: steady-state methods and non-steady-state or transient methods [10]. This designation is based on the simplified energy equation, assuming that the sample is not moving (no convection), there is no heat generation in the fluid, the thermophysical properties are constant (small temperature gradients), fluids are isotropic, and Fourier law is applicable [3]:

\[
\lambda \nabla^2 T = \rho c \frac{\partial T}{\partial t}
\]  

(1)
where $\lambda$ is the thermal conductivity, $T$ the absolute temperature, $\rho$ the density, $c_p$ the isobaric heat capacity, and $t$ the time.

A steady-state technique records a measurement when the thermal state of the tested material reaches complete equilibrium; the temperature profile keeps constant, while the temperature of each point of the sample does not change with time. However, these systems have the disadvantages of requiring long time to reach the thermal equilibrium and involving larger samples than the transient ones. Nevertheless, steady-state methods have the advantage of one directional heat flow over a larger area, which accounts for measurements of samples with anisotropic thermal conductivity and composites [3,10]. Some widely spread steady state methods are guarded hot plate and heat flow meter, whose main features are enclosed in Table 1 [10,11].

### Table 1. Summary of some steady-state and transient methods for measuring thermal conductivity [4,10].

<table>
<thead>
<tr>
<th>Method</th>
<th>Temperature Range (K)</th>
<th>Thermal Conductivity Range (W m$^{-1}$ K$^{-1}$)</th>
<th>Measure Time (s)</th>
<th>Advantages</th>
<th>Disadvantages</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>STEADY-STATE METHODS</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Guarded hot plate$^b$</td>
<td>113–973</td>
<td>0.01–6</td>
<td>From hours to weeks</td>
<td>High accuracy, adjustable to the sample thickness</td>
<td>Time-consuming, large specimen, not suitable for film-like samples</td>
</tr>
<tr>
<td>Heat flow Meter$^b$</td>
<td>173–473</td>
<td>&lt;0.3</td>
<td>Shorter than guarded hot plate</td>
<td>Simple construction and operation</td>
<td>Measurement uncertainty, non-absolute method</td>
</tr>
<tr>
<td><strong>TRANSIENT METHODS</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Transient plane source$^c$</td>
<td>238–1273</td>
<td>0.001–1800</td>
<td>Few seconds</td>
<td>Rapid and precise, wide temperature and thermal conductivity range</td>
<td>Require entirely planar side of sample, not suitable for powders or granules</td>
</tr>
<tr>
<td>Laser flash$^c$</td>
<td>153–3073</td>
<td>0.1–1000</td>
<td>1–2</td>
<td>Wide temperature range, small sample, fast, accuracy at high temperature</td>
<td>More expensive, not suitable for insulation materials</td>
</tr>
<tr>
<td>Modulated DSC$^c$</td>
<td>190–670</td>
<td>0.1–1</td>
<td>10–100</td>
<td>Sensitive and accurate</td>
<td>Expensive than conventional DSC</td>
</tr>
<tr>
<td>3ω method$^c$</td>
<td>308–773</td>
<td>0.2–20</td>
<td>Few seconds</td>
<td>Wide temperature range, acceptable accuracy, and insensitive to black-body radiation</td>
<td>Not suitable for electrically conductive samples</td>
</tr>
<tr>
<td>Transient hot-wire$^a$</td>
<td>123–473</td>
<td>0.005–500</td>
<td>$10^{-3}$–1</td>
<td>Fast, accurate</td>
<td>Limited to materials with low electrical conductivity (bare wire), delicate thin wire</td>
</tr>
</tbody>
</table>

$^a$ Considered as a primary method.  
$^b$ Considered as a primary method for low thermal conductivity measurements.  
$^c$ Considered as a secondary method.
A non-steady-state or transient technique records a measurement during a heating process and takes advantage of temperature variation over time, leading to a reduction of the heat convection within fluids due to the use of short-time periods on which this effect can be easily identified. Compared to the steady-state techniques, these measurements can be performed relatively quickly [10]. In addition, the amount of sample needed for the measurements is small [4]. Numerous solutions have been derived for the transient heat conduction equation by using one-, two-, or three-dimensional geometries. Generally, transient methods employ probes or wires and work at high temperature and pressure [3,4]. The most extended unsteady methods—transient plane source, laser flash, modulated DSC, 3ω method, or transient hot-wire (THW)—are also summed up in Table 1, along with their principal characteristics.

Furthermore, methods can be classified as primary and secondary depending on their metrological quality [1,3]. According to the Comité Consultatif pour la Quantité de Matière, a primary method is a completely described and understood method in which uncertainty and standard results are accepted [1].

2.2. Transient Hot-Wire

Transient hot-wire (THW) constitutes an intrusive technique that can be used for measuring the thermal conductivity of non-electrically conductive materials, mostly liquids [4]. In case of measuring electrically conductive samples, the wire must be coated with a protective insulating layer [12]. THW is simple in construction and plays an important role in accurately and quickly measuring thermal conductivity of fluids [13]. As mentioned, it is considered as a primary method and was identified as an appropriate technique for obtaining reference data. THW is an absolute method with a working equation and a complete set of corrections reflecting the departure from the ideal model [3]. Toluene, benzene, and water were proposed by the IUPAC as primary standard liquids for the measurement of thermal conductivity, and they were measured with this method with an accuracy of 1% [3]. Many researchers have used this technique to estimate the thermal conductivity of a wide variety of materials such as nanofluids [14–16], nanocomposites [17], gases [18], and aqueous solutions [19].

The theory of the THW is well-known and can be found elsewhere [20,21]. The ideal mathematical model is an infinite vertical thin line heat source of zero heat capacity and infinite thermal conductivity immersed in an infinite, stationary, incompressible, and isotropic medium with properties independent of the temperature, and in thermodynamic equilibrium with the wire. When a stepwise constant heat flux per unit length is applied to the wire, it generates pure conductive heat flux that will be transferred from the wire to the immersed material.

To obtain the governing equation of the THW method, Equation (1) must be particularized by applying the following initial and boundary conditions:

\[
\Delta T(r, t) = 0, \quad t \leq 0, \quad \forall r;
\]

\[
\lim_{r \to 0} \left( r \frac{\partial T}{\partial r} \right) = -\frac{\dot{q}}{2\pi \lambda}, \quad t \geq 0, \quad r = 0;
\]

\[
\Delta T(r, t) = 0, \quad t \geq 0, \quad r \to \infty
\]  

(2)

where \( r, t, \) and \( \dot{q} \) stand for the radial distance from the centre of the wire, the time, and the constant heat flux per unit length, respectively. Equation (1), particularized with the above initial and boundary conditions, constitutes a standard differential equation and was analytically solved by Carslaw and Jaeger [22] as

\[
\Delta T(r, t) = \frac{\dot{q}}{4\pi \lambda} \int_{r^2}^{\infty} \frac{e^{-u}}{u} du
\]  

(3)
in which $\alpha$ is the thermal diffusivity of the fluid. The last factor of Equation (3) is the so-called exponential integral, which can be expressed as a series expansion [23]:

$$E_1(z) = \int_z^\infty \frac{e^{-u}}{u} \, du = -\gamma - \ln(z) - \sum_{k=1}^{n} \frac{(-1)^{k+1}}{k} z^k, \quad z \in \mathbb{C}, \ |\arg(z)| < \pi$$

(4)

where $\gamma$ is the Euler constant. Small values of $r^2/4\alpha t$ fulfill the requirements of Equation (4).

At the wire surface, $r = r_0$, the temperature is uniform and equal to the temperature of the conducting medium, and, therefore,

$$\Delta T(r_0, t) = \frac{q}{4\pi \lambda} \ln \left( \frac{4\alpha t}{r_0^2 e^\gamma} \right) - \sum_{k=1}^{\infty} \frac{1}{k} \left( -\frac{r_0^2}{4\alpha t} \right)^k$$

(5)

If the radius of the wire is small enough such that $r_0^2 << 4\alpha t$, the sum can be neglected, obtaining the widely spread THW equation [12]:

$$\Delta T(r_0, t) = \frac{q}{4\pi \lambda} \ln \left( \frac{4\alpha t}{r_0^2 e^\gamma} \right)$$

(6)

This governing equation constitutes a linear relationship between the temperature rise of the fluid and the natural logarithm of the time. The slope allows one to obtain the thermal conductivity of the immersed medium. In practice, the use of the THW technique introduces a set of departures from the ideal model, presented in equation, and the ideal temperature rise can be written as [20]:

$$\Delta T_{id}(r_0, t) = \Delta T_{exp}(t) + \sum_i \delta T_i(t)$$

(7)

where $\Delta T_{id}(r_0, t)$, $\Delta T_{exp}(t)$ and $\delta T_i(t)$ stand for the ideal temperature rise obtained from Equation (6), the experimentally measured temperature rise, and the $i$-th temperature correction, respectively. Healy et al. [24] obtained the analytical expressions for all these corrections, which approach the experimental temperature rise. Some recommendations concerning the use of each $\delta T_i$ have been proposed by Nieto de Castro and Lourenço [3]. These effects should be minimized to obtain reliable thermal conductivity data.

Standard instruments based on the THW method have been manufactured over the years. Generally speaking, these instruments consist of a metallic wire, used as line heat source as well as temperature sensor, which is soaked within the testing fluid. Temperatures of the wire as well as the fluid are increased by a constant heat flux supplied by the wire itself. The temperature rise depends on the thermal conductivity of the fluid in which the hot-wire is submerged. The higher the thermal conductivity, the lower the temperature rise, due to increased thermal dissipation from the wire to the surrounding fluid [5,25]. Most of the conventional THW instruments use platinum wires as probes due to the linear relationship between the electrical resistance and the temperature. Shi et al. [26] investigated the effect of fluid radiation on the measurements of the thermal conductivity of propane and designed a transient hot-wire cell for measurements of both thermal conductivity and thermal diffusivity. The cell used two platinum wires of 12.7 µm in diameter, each of different length. Vatani et al. [27] presented the design, fabrication, and characterization of a transient hot-wire device for measuring the thermal conductivity of non-conductive fluids. The probe used was a 20 µm-diameter platinum hot-wire. Mylona et al. [28] used a THW apparatus to carry out thermal conductivity measurements of pure argon, methane, propane, and a methane:propane binary mixture along several isotherms at pressures up to 33 MPa. The device presented two wires made of platinum with diameters approximately 10 µm. Vélez et al. [29] investigated the wire-length dependence of transient hot-wire tests. Thermal conductivities of water Ih-ice, and $n$-eicosane, were measured by an apparatus based on the transient hot-wire method. The core of this device was composed by three platinum wires of different lengths with a diameter of 50 µm.
Likewise, wires made of different materials were also studied. Franco [30] developed an apparatus for the measurement of the thermal conductivity of samples of non-metallic materials whose thermal conductivity is quite low, between 0.2 and 4 W m$^{-1}$ K$^{-1}$. Thermal conductivity was measured by tracking the thermal pulse propagation induced in the sample by a heating source consisting of a nickel alloy wire. Azarfar et al. [13] constructed and evaluated a low-cost transient hot-wire device for the measurement of thermal conductivity of fluids with the same accuracy of the conventional methods. In this case, a copper micro-wire of 80 $\mu$m diameter was chosen in contrast to conventional transient hot-wire devices, which use platinum wire, as mentioned above. Castán-Fernández et al. [31] developed an apparatus for the measurement of the thermal conductivity of geothermal grouting materials. This device was constructed using a wire made of nichrome (nickel and chromium alloy) with a diameter of 0.2 mm. Tian et al. [32,33] developed a thermal conductivity cell for the measurement of electrically conducting fluids, which was employed to determine the thermal conductivity of poly (acrylic acid) in water and poly (acrylic acid)-Na in water. Two tantalum wires of different lengths with diameter of 25.4 $\mu$m and coated with a layer of tantalum pentoxide were used as heat sources.

3. Experimental Setup

3.1. Materials

Water (W) with a resistivity of 18.2 M$\Omega$ cm was obtained through a Milli-Q 185 Plus system from Millipore (Watford, UK). Ethylene glycol (EG) and propylene glycol (PG), both with a 99.5% mass purity, were purchased from Honeywell (Seelze, Germany) and Sigma-Aldrich (St. Louis, MO, USA), respectively, and $n$-tetradecane ($n$-C$_{14}$) and $n$-hexadecane ($n$-C$_{16}$) were acquired from Alfa Aesar (Haverhill, MA, USA), both $n$-alkanes with mass purities of 99%. MgO nanoparticles were provided by IoLiTec (Heilbronn, Germany), mass purity of 99%, with a pseudo-spherical shape (nominal size diameter by manufacturer of 35 nm, 45 ± 3 nm by TEM [34], 39.01 nm by XRD [35]) and a certain level of polydispersity (polydispersity index of 0.32 [34]). Further characterization of these nanoparticles was accomplished in previous studies [34,35].

The ethylene glycol:water 50:50 vol% mixture (EG:W 50:50 vol%) was prepared by weighing specific amounts of each component to achieve the required volume fraction. MgO/$n$-C$_{14}$ nanofluid were prepared at 1, 5, and 10 wt% by dispersing MgO nanoparticles within $n$-C$_{14}$ in an ultrasonic homogenizer Bandelin Sonopuls HD 2200 (Berlin, Germany) with a sonication time of 30 min. All samples were weighed in a Sartorius analytical balance model CPA225 (Göttingen, Germany) with an uncertainty of 0.01 mg.

3.2. Experimental Procedure

THW-L2 device (Thermtest Inc., Hanwell, NB, Canada) based on the transient hot-wire method is especially designed to measure thermal conductivity of fluids in agreement with ASTM D7896-14 in the range 0.01 to 2 W m$^{-1}$ K$^{-1}$. Figure 1 depicts the layout of the commercial experimental arrangement. An EchoTerm Dry Bath (2) is coupled with the THW-L2 device (1), which allows one to maintain the studied fluid at the test temperature. In this study, tests were performed in the temperature range 283.15 to 333.15 K.

The sensor where the wire is welded (5) is the main element of the above-mentioned device. Its structure is based on an alumel wire of 60 mm in length and 0.1 mm diameter connected to the THW-L2 instrument by an isolated cable. This apparatus includes a sample container (3) and a sample cell (4), where the tested fluid is introduced to perform the measurements. The sensor is inserted within the sample cell, and both of them are introduced in the dry bath.
The device was operated using the Beta version of the Thermtest THW software. Before starting any measurement, this software allows one to perform a power test in order to adjust the applicable heating power for each fluid in such a way that leads to a certain temperature rise, depending on the viscosity of the fluid. In this work, tests were performed in a temperature rise range of 2.0 to 2.8 K. The software records the temperature history during the transient heating of the sample from the change of the electrical resistivity of the wire. Then, as usual in THW technique, the thermal conductivity is obtained from the slope of the temperature rise over the logarithm of the time in the linear region, as indicated in Equation (6).

Hereunder, three independent experiments comprised of sets of six repetitions at each studied temperature in the range 283.15 to 333.15 K were carried out to ensure the repeatability of the thermal conductivity values, with the duration of each measurement being 1 s. Temperature stabilization of the sample was allowed between each test.

4. Results and Discussion

4.1. Validation of the Method

As a first step in the implementation of a new device to obtain experimental values of any thermophysical property, a set of tests to validate the technique should be mandatory, though often omitted [12]. Thereby, we observed the goodness of the application of the THW theoretical model by comparing the measured temperature rise with the one obtained from Equation (6) in the temperature range 283.15 to 333.15 K. As an example of the operation of the conductivity meter, Figure 2 shows raw data of a THW test with Milli-Q water as working fluid. The $\Delta T_{exp}$-$\ln(t)$ relationship is displayed following Equation (6) and with a linear tendency over 100 ms, as usual [12,36], highlighting this zone with a shading. Therefore, data below this time should be disregarded (non-shaded zone in Figure 1) to accomplish good metrological quality in the determination of the thermal conductivity, as explained by Antoniadis et al. [12].

The procedure explained above was applied to each fluid considered in this work, and a least squares linear fitting was performed in the time range from 300 to 800 ms of the measured $\Delta T_{exp}$-$\ln(t)$ charts, in which the linear trend can be guaranteed. Figure 3 accounts for the comparison between the experimental temperature rises ($\Delta T_{exp}$) and those obtained from the linear regressions ($\Delta T_{reg}$) of the three independent tests for W, EG, PG, EG:W 50:50 vol% mixture, $n$-$\text{C}_{14}$, and $n$-$\text{C}_{16}$, up to 1 s. The agreement is within ±1% (95% level of confidence), which directly impacts on the repeatability of the device, as discussed below.

Figure 1. Scheme of the thermal conductivity device: (1) THW-L2 device, (2) EchoTerm Dry Bath, (3) sample container, (4) sample cell, and (5) THW sensor.
As a first step in the implementation of a new device to obtain experimental values of any thermophysical property, a set of tests to validate the technique should be mandatory, though often omitted [12]. Thereby, we observed the goodness of the application of the THW theoretical model by comparing the measured temperature rise with the one obtained from Equation (6) in the temperature range 283.15 to 333.15 K. As an example of the operation of the conductivity meter, Figure 2 shows raw data of a THW test with Milli-Q water as working fluid. The $\Delta T_{\text{exp}} - \ln(t)$ relationship is displayed following Equation (6) and with a linear tendency over 100 ms, as usual [12,36], highlighting this zone with a shading. Therefore, data below this time should be disregarded (non-shaded zone in Figure 1) to accomplish good metrological quality in the determination of the thermal conductivity, as explained by Antoniadis et al. [12].

Tests were performed in such a way that the obtained temperature rise followed the recommendations of the manufacturer (2–3 K for low viscosity samples and 3–4 K for high viscosity ones). To accomplish this fact, the software runs a preliminary test prior to any measurement to determine an appropriate heating power to achieve the required temperature rise, as above-mentioned.

Above results show that there are some systematic and random deviations on these thermal conductivity experiments, which come from departures between the assumed mathematical model and the current measured data. Here, we present a throughout analysis of the source of these uncertainties based on the corrections derived by Healy et al. [24]. Throughout these corrections, the ones applicable to our experimental device are those that come from the thermophysical properties of the wire (non-zero heat capacity and finite thermal conductivity), $\delta T_1$; outer boundary conditions, $\delta T_2$; radial convection and viscous dissipation, $\delta T_4$; radiation heat transfer, $\delta T_5$; variable fluid properties, $\delta T_7$; and truncation error of the exponential integral, $\delta T_9$, respectively. This selection agrees with the recommendations published by Nieto de Castro and Lourenço [3]. A careful examination of these absolute deviations was performed, and results are summarized in Table 2. None of the deviations exceeds 0.01%, in line with the level of deviation accepted in the literature [20, 24, 36]. This means that the design of the THW-L2 instrument was carefully performed taking into account these corrections to minimize them. Nevertheless, as previously reported, we found a disagreement of 1% between the experimental temperature rise and the regressed one; 99% of this deviation comes from other effects that are not usually considered in the literature, such as from the assumption of constant heating rate. Therefore, it is clear that the mathematical model established by Equation (6) is widely satisfied except for these non-reported effects, which should be caused by the existence of some tiny curvature in the $\Delta T_{\text{exp}} - \ln(t)$ relationship, due to disregarding the needed time to fully develop the free-convection regime [20].
Figure 3. Percentage deviations between $\Delta T_{\text{exp}}$ data and $\Delta T_{\text{reg}}$ determined by Equation (6) from the different tests (• Test 1, ▲ Test 2, and ■ Test 3) as a function of time at different heat flux per unit lengths, $q$, for (a) water, (b) ethylene glycol, (c) propylene glycol, (d) ethylene glycol:water 50:50 vol%, (e) n-tetradecane, and (f) n-hexadecane.

Table 2. Contribution of each $|\delta T_i|$ in Equation (7), averaged for the different fluids (W, EG, PG, EG:W 50:50 vol% mixture, $n$-C$_{14}$, and $n$-C$_{16}$) at 303 K.

| Corrections | $|\delta T_i|$ (K) | $|\delta T_i|/\Delta T_{\text{exp}}$ (%) |
|-------------|-----------------|-------------------------------------|
| $\delta T_1$ | $2.5 \times 10^{-4}$ | $1 \times 10^{-2}$ |
| $\delta T_2$ | $1.2 \times 10^{-4}$ | $4 \times 10^{-3}$ |
| $\delta T_4$ | $2.5 \times 10^{-13}$ | $1 \times 10^{-11}$ |
| $\delta T_5$ | $1.7 \times 10^{-9}$ | $7 \times 10^{-8}$ |
| $\delta T_7$ | $2.4 \times 10^{-12}$ | $1 \times 10^{-10}$ |
| $\delta T_9$ | $2.2 \times 10^{-10}$ | $1 \times 10^{-8}$ |

4.2. Repeatability and Comparison with Literature Data

Thermal conductivity values of W, EG, PG, EG:W 50:50, $n$-C$_{14}$, and $n$-C$_{16}$ at the temperature range 283.15 to 333.15 K, with a 10 K temperature step, were determined for
the three independent tests following Equation (6). The obtained values were compared to each other in Figure 4, obtaining deviations less than 3% for all the checked fluids over the entire temperature range. An average repeatability level of 0.58% over the studied temperature range and in the thermal conductivity range 0.130 to 0.700 W m$^{-1}$ K$^{-1}$ can be established. This repeatability value is in agreement with the deviations of the experimental temperature rise with respect to the ideal one established in Figure 3 and discussed in the last section. It is noteworthy that the deviations for the different fluids do not show temperature dependence. The scattering of values shown in Figure 4 confirms that the device and the operation mode are reliable from the repeatability point of view.

![Figure 4](image-url)

**Figure 4.** Percentage thermal conductivity deviations between sets of measurements vs. temperature for water (Test 1, Test 2, Test 3), ethylene glycol (Test 1, Test 2, Test 3), propylene glycol (Test 1, Test 2, Test 3), ethylene glycol:water 50:50 vol% (Test 1, Test 2, Test 3), n-tetradecane (Test 1, Test 2, Test 3), and n-hexadecane (Test 1, Test 2, Test 3).

The previous averaged results for W, EG, PG, EG:W 50:50, and n-C$_{14}$ were compared for each temperature and fluid with available literature values [37–49], as shown in Figure 5. The minimum and maximum deviations obtained are, respectively, 0.010% and 2.6% for W [37]; 0.70% and 6.6% for EG [38–43]; 2.2% and 5.8% for PG [43]; 0.20% and 4.3% for EG:W 50:50 [44–46]; and 2.1% and 7.4% for n-C$_{14}$ [47–49]. It must be pointed out that there is not an agreement in literature data of EG:W 50:50 that reaches deviations between the reported references [44–46] up to 3.3%. Consequently, this contributes to the scattering of deviations plotted in Figure 5d. The maximum deviations with respect to the studies by Said et al. [44] and Krishnan and Nagajaran [45] are 2.9% and 3.6%, respectively, while the maximum deviation with respect to Melinder [46] is −4.4%. This last result contradicts the general tendency observed for the rest of the studied fluids ($\lambda_{\text{exp}} > \lambda_{\text{lit}}$).

Some systematic discrepancies with no temperature-dependence between our experimental data and literature values can be identified in Figure 5. Thus, an average deviation of 1.1% is obtained for W, while 4.0% is reached for EG. Accordingly, with the deviations of the two mentioned fluids, the average deviation for EG:W 50:50 vol% is 2.1%. Due to the similar nature of the PG with regard to the EG, the average deviation of this fluid is similar, reaching 4.6%. It must be taken into account that the highest deviation is found for n-C$_{14}$ alkane, with an average deviation of 4.8%. These results suggest that, the lower the thermal conductivity of the fluid, the higher the deviation regarding the literature data within the entire temperature range.
4.3. Proposal of Correction Factor $\Delta \lambda / \lambda$

Hereafter, we expose a method to correct the systematic deviations found and discussed in the last section. The differentiated deviations of the thermal conductivity depending on the fluid could be explained by an overestimation of the applied heating power, $q$, for low thermal conductivity fluids, disallowing the establishment of the stationary regime due to deficient viscous dissipation (high viscosity fluids) or convection effects (low viscosity fluids) [50]. Consequently, a careful analysis of the performance of the equipment with the fluids to be studied should be carried out. This fact entails the use of this device working with common conventional heat transfer fluids or nanofluids (lower than $0.700 \text{ W m}^{-1} \text{K}^{-1}$). It should be mentioned that the manufacturer states that its operational thermal conductivity range is $0.01$ to $2 \text{ W m}^{-1} \text{K}^{-1}$.

Average deviations between our experimental data and those from the literature are reported in Figure 6 as a function of the mean thermal conductivity, $\bar{\lambda}$, of the fluid in the
studied temperature range. It must be noted that the variation of the thermal conductivity in this narrow temperature interval is very low, less than 0.079 W m⁻¹ K⁻¹ for all the fluids. Figure 6 evidences that average deviations between experimental and literature thermal conductivity values are lower with increasing thermal conductivity of the fluid. Furthermore, these deviations suggest a linear tendency over the thermal conductivity range. Hence, we propose the following empirical relationship identified as a correction factor, Δλ/λ, to correct the above-mentioned systematic deviation effects:

\[
100 \left( \frac{\lambda_{\text{exp}} - \lambda_{\text{lit}}}{\lambda_{\text{lit}}} \right) = 5.969 - 8.45 \bar{\lambda}
\]  

(8)

where \( \bar{\lambda} \) (standard deviation of 0.0043) is expressed in W m⁻¹ K⁻¹. As previously mentioned, this proposed equation is applicable at the temperature range 283.15 to 333.15 K and the thermal conductivity range 0.100 to 0.700 W m⁻¹ K⁻¹. It should be noted that the actual values of the coefficients of Equation (8) are valid only for this particular device working with common conventional heat transfer fluids or nanofluids. The proposed correction factor was double checked with a pure molecular fluid, \( \text{n-C}_{16} \), and MgO/\( \text{n-C}_{14} \) nanofluid at mass fractions of 1, 5, and 10 wt%, with both samples being measured at 303 K. Thermal conductivities of the nanofluids were also determined in this work by using a KD2 Pro (Decagon Devices, Pullman, WA, USA) [35]. The employment of Equation (8) provides noteworthy decreases of the discrepancies in THW-L2 values, obtaining reductions in the thermal conductivity deviations from 7.5 to 2.3% for \( \text{n-C}_{16} \) [51–54]. In case of MgO/\( \text{n-C}_{14} \) nanofluids, these reductions were from 9.1 to 4.3% at 1 wt%, from 8.6 to 3.7% at 5 wt%, and from 9.3 to 4.4% at 10 wt%.

Following the methodology and recommendations throughout this paper, it is possible to obtain reliable experimental thermal conductivity data from the THW-L2 device once the correction factor is applied. Taking into account the impacts of the departures of the temperature rise from the ideal model, the repeatability of thermal conductivity values, the
deviations from literature data, and the proposed correction factor for the raw experimental data, an expanded uncertainty of 5% ($k = 2$) was estimated.

The proposed methodology can be applied to other commercial instruments following the reported procedure, especially when a proper calibration cannot be afforded. Thus, systematic deviations in thermal conductivity data would be reduced, leading to a standardization of the operation with such devices, in particular for nanofluids research community. However, the suggested correlation cannot be directly employed in other devices and/or fluids, except using the above-reported approach.

5. Conclusions

In this work, a commercial instrument based on the transient hot-wire technique, the THW-L2, was implemented and validated to determine the thermal conductivity of fluids. A methodology to correct thermal conductivity values obtained with this commercial device was proposed and carefully analyzed to contribute to improve the reliability of the experimental data that it is usually obtained with such instrumentation.

Nine different fluids were used to test the equipment, namely, water (W), ethylene glycol (EG), propylene glycol (PG), ethylene glycol:water 50:50 vol% mixture, $n$-tetradecane ($n$-C$_{14}$), $n$-hexadecane ($n$-C$_{16}$), and MgO/$n$-C$_{14}$ 1, 5, and 10 wt% nanofluids. The selection of the heating power of the wire was performed in such a way that kept the temperature rise between 2 and 3 K. Three independent series of experiments were carried out in the temperature range 283.15 to 333.15 K, recording six measurements per temperature every 10 K. Thermal conductivity was then obtained from the slope of the $\Delta T_{\text{exp}} - \ln(t)$ curve, and these computed data were used to analyze the deviation from the transient hot-wire model and the repeatability of the device. Additionally, a comparison with literature data was performed, with these results allowing one to obtain a relationship to correct the raw experimental data.

The main results achieved in this work are summarized below:

- The behavior of the device was checked by the ability to reproduce the theoretical THW curve and its linearization as $\Delta T_{\text{exp}} - \ln(t)$. Then, the deviation between the experimental data points and their linear fit emerging from the THW theory was found to be 1%. This departure of the experimental behavior from the THW model was discussed and analyzed to figure out which sources have some impact on it.
- Equivalently, from the thermal conductivity data of independent identical tests, the repeatability of the device was found to be 0.58%.
- Moreover, the experimental data here reported were compared to literature values, yielding the following mean deviations: 1.1% for W, 3.9% for EG, 4.6% for PG, 2.1% for EG:W 50:50, and 4.8% for $n$-C$_{14}$.
- The obtained deviations show a systematic dependence on the thermal conductivity range of fluids, and an empirical correction factor has been proposed. This relationship is based on a linear regression of the deviation between experimental values and literature data, as a function of the mean thermal conductivity of the fluid.
- When all these considerations summarized above are taken into account and the recommendations stated in this paper are followed, an expanded ($k = 2$) uncertainty of 5% is estimated.
- Finally, two different fluids—$n$-C$_{16}$ and MgO/$n$-C$_{14}$ nanofluids at 1, 5, and 10 wt%—were also used to check the reliability of this proposal, and reductions in the thermal conductivity deviations from 7.5 to 2.3% for $n$-C$_{16}$, and from 9.1 to 4.3% from 8.6 to 3.7% and from 9.3 to 4.4% for MgO/$n$-C$_{14}$ at 1, 5, and 10 wt%, respectively, were obtained. Those new reported values are within the expanded uncertainty gathered in this work.

Following the recommendations of this work, more reliable thermal conductivity values could be obtained when a commercial device is employed, especially in nanofluids research where the use of manufactured devices is quite popular. These proposed critical suggestions may be completed in wider temperature and thermal conductivity ranges.
to cover a broad variety of pure and complex materials besides fluids and nanofluids. Additionally, it would be interesting in future work to check this procedure with fluids other than water (or without water content) with high or moderate thermal conductivity.
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