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Abstract: Virtual reality (VR) is increasingly important for exploring the real world, which has
partially moved to virtual workplaces. In order to create immersive presence in a simulated scene for
humans, VR needs to reproduce spatial audio that describes three-dimensional acoustic character-
istics in the counterpart physical environment. When the user moves, this reproduction should be
dynamically updated, which provides practical challenges because the bandwidth for continuously
transmitting audio and video scene data may be limited. This paper proposes an interpolation
approach for dynamic spatial audio reproduction using acoustic characteristics of direction and
reverberation at limited numbers of positions, which are represented using a first order Ambisonics
encoding of the room impulse response (RIR), called the directional RIR (DRIR). We decompose
two known DRIRs into reflection components, before interpolating early dominant components for
DRIR synthesis and utilizing DRIR recordings for accuracy evaluation. Results indicate that the
most accurate interpolation is obtained by the proposed method over two comparative approaches,
particularly in a simulated small room where most direction of arrival estimation errors of early
components are below five degrees. These findings suggest precise interpolated DRIRs with limited
data using the proposed approach, which is vital for dynamic spatial audio reproduction for VR
applications.

Keywords: room impulse response (RIR); directional RIR (DRIR); DRIR interpolation; spatial audio;
dynamic reproduction; virtual reality (VR); first order ambisonics (FOA)

1. Introduction

Virtual reality (VR) is one of the most fundamental efforts of humans to explore
the real world using a simulated environment. With the outbreak of the unprecedented
coronavirus disease (COVID-19), the world has progressively and partially changed to
virtual workplaces, making VR-related technologies increasingly vital for applications,
such as teleconferencing, remote teaching, telemedicine and so on. VR is only viable when
creating an immersive experience for people as if they were physically present in the target
real-world place. To implement this, VR sessions are required to reproduce the spatial audio
that is perceived to provide the three-dimensional (3D) acoustic characteristics of the real
environment, including sound source direction and reverberation. This is typically achieved
using binaural reproduction techniques over headphones. As VR users are inclined to move
around the virtual space, the spatial audio needs to be reproduced dynamically to match
the user’s location relative to the sound source. Due to the limited storage in real-world
products, the dynamic reproduction usually requires continuously transmitting binaural
signals through telecommunication to match the user position, which provides practical
challenges because the transmission bandwidth can also be limited. Thus, an efficient and
effective method is urgently needed for dynamic spatial audio reproduction.

Appl. Sci. 2022, 12, 2061. https://doi.org/10.3390/app12042061 https://www.mdpi.com/journal/applsci

https://doi.org/10.3390/app12042061
https://doi.org/10.3390/app12042061
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/applsci
https://www.mdpi.com
https://orcid.org/0000-0003-4243-2277
https://orcid.org/0000-0003-3103-9090
https://orcid.org/0000-0002-3768-7569
https://orcid.org/0000-0003-2572-4374
https://doi.org/10.3390/app12042061
https://www.mdpi.com/journal/applsci
https://www.mdpi.com/article/10.3390/app12042061?type=check_update&version=3


Appl. Sci. 2022, 12, 2061 2 of 24

Rather than continuously transmitting binaural signals, current approaches reproduce
the binaural signals at the user using knowledge of the sound source, the user’s head
related transfer function (HRTF) and the room impulse response (RIR), both of which
describe the acoustic transfer function between a sound source and a receiver, depending
on their relative position and depending also on the unique characteristics of the listener
for HRTF. In this paper, we assume the sound source is known (e.g., through transmission
of dry audio source signals at the start of a VR session) and the HRTF is accurately known
for a user. To reproduce the spatial audio, the RIR needs to be convolved with the sound
source for all possible positions that the user can walk through, so all RIRs at such positions
need to be known. This still presents practical challenges in bandlimited environments.
Therefore, this paper focuses on using interpolation approaches that can estimate RIRs at
unknown positions using a limited set of known RIRs.

A conventional RIR is measured either by recording an impulse signal [1] or syn-
thesized using approaches, such as the well-known image method [2], but these are one-
dimensional signals in the time domain and do not contain spatial information, such as
the direction of arrival of the source. Hence, researchers have investigated approaches
to interpolating RIRs using 3D representations of the RIR, such as first order Ambisonics
(FOA) encodings, which are known here as directional RIRs (DRIRs). Mariette and Katz [3]
utilized a virtual FOA microphone array to achieve a simple implementation, which cal-
culated the weighted average of recorded B-format signals to estimate unknown DRIRs
with the weights decided by distances from the source to each microphone. Southern
et al. also applied a similar linear approach to real-time acoustic space auralizations [4].
These algorithms require no assumptions or priori knowledge and are straightforward
to use, whereas their interpolation accuracy is limited due to the spectral distortion and
large localization errors occurring particularly when the sound source is close to both
microphones or closer to one microphone than to another [5]. Typical solutions to address
this limitation utilize higher order Ambisonics (HOA) representations of the soundfield,
which provide improved accuracy over a larger spatial region. Approaches based on HOA
representations include extrapolation-based algorithms [6–10], which extrapolate a finite
set of spatial parameters based on measured RIRs and thus allow the RIR to be synthesized
outside the region covered by microphones. While such extrapolation approaches can
introduce inaccurate source localization and audible processing artifacts, such as spectral
coloration [11], a number of interpolation-based approaches using HOA microphone ar-
ray recordings are prone to mitigate these effects, such as the regularized least-squares
interpolation approaches using spherical harmonic translation coefficients [12–15]. More
recent related work [16,17] utilized frequency-dependent regularization to limit spectral
variation and exclude any microphones closer to a sound source than to the target listening
position in order to obtain accurate results for near-field sources. While promising, HOA
representations require many more channels compared to FOA representations, which may
not be desirable in low bandwidth applications.

Hence, this paper focuses on FOA representations for improving the accuracy of
interpolation and localization in limited bandwidth scenarios, which considers parametric
approaches to interpolate known DRIR signals to reproduce the DRIR at a new position.
The approach is inspired from earlier research that identifies, localizes, and isolates discrete
sound sources in the time-frequency domain before treating them as virtual sound sources
to achieve soundfield navigation [18,19]. While the previous work separated anechoic FOA
recordings of sound mixtures into multiple virtual sources, this paper centers on separating
FOA DRIR recordings into virtual components representing the directional and reverberant
components, focusing on the early specular reflections. The approach assumes the DRIR
is recorded or represented as an FOA (B-format) encoding at a finite number of known
positions within a virtual environment, for example covering a grid of locations across the
room. Based on knowledge of the user position, the known DRIR signals at the two closest
positions in the grid are decomposed into the FOA representations of the direct sound,
specular reflection, and diffuse signals. The specular reflection FOA signals are analyzed
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in the time domain to estimate individual specular reflections and their corresponding
directions of arrival (DOAs) and time of arrival (TOA); these components are then formed
into FOA signals representing virtual image sources. At the new listening position, direct
sound and early specular reflections are estimated using the corresponding DOA and
TOA of these virtual sources and a known FOA signal. The motivation of using the DOA
and TOA information of early specular reflections is that sounds arriving up to 50 ms are
inclined to be perceived as mixed together instead of as individual echoes. Their timing and
directions impact spatial perception significantly on the depth and broadening of sources,
as well as the size of the space and the distance to surfaces [20]. In addition, including
the DOA of the early reflections allows their direction to be adjusted as the listener turns
their head during a VR session. Hence this information can enable increased immersive
perception, as if users are in the real target environment. The approach is compared with
two representative navigational methods based on FOA representations [4,16] and working
on guaranteeing the high accuracy in estimating the DOA and TOA of the direct sound
and estimated early specular reflections.

The remainder of this paper is organized as follows. Section 2 analyzes the signal
model and decomposition of FOA recordings, before introducing an approach to extract the
DOA information and interpolate DRIRs at positions where microphones are not available.
Section 3 conducts experiments using both real-world and simulated DRIR recordings to
validate the proposed algorithm, and Section 4 compares the experimental results with that
of two previous representative approaches. Contributions and discussions are concluded
in Section 5.

2. DRIR Interpolation Framework

The interpolation framework assumes that the DRIR has been recorded or synthesized
at multiple locations in a room. An example is shown in Figure 1a, which illustrates a grid
of FOA recordings obtained within a classroom at the University of London [21] and used
in this paper. Figure 1b illustrates the interpolation approach using two of the known FOAs.
This section describes the signal model and approach used to decompose the DRIR into
estimated direct sound and specular reflection components.

Figure 1. FOA interpolation based on a grid of known FOAs for a single source where j = 1:
(a) locations of known FOAs; (b) example FOA interpolation using every second known FOAs (FOA
1 and FOA 2) to find the interpolated FOA (FOA I). Red rectangles indicate chosen grid points.

2.1. Overview of the Interpolation Approach

The FOA at location Lm(x, y, z) (assuming a 3D acoustics model) at discrete time n
and in a noise-free environment is assumed to be:

Bj(n, Lm) =
J

∑
j=1

sj
(
n, Lj

)
∗ hj(n, Lm) (1)
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where sj
(
n, Lj

)
is the jth (j = 1, 2, . . . , J) source originating at location Lj =

(
xj, yj, zj

)
,

hj(n, Lm) is the corresponding RIR between the source at location Lj and recording location
Lm, and (∗) is the convolution operator. For recording the RIR signal hj(n, Lm) as A-format
using four microphones in the standard tetrahedral arrangement [22] surrounding the
central location Lm, we assume the RIR for source j at each of the four channels are given by
hj,1(n, Lm), hj,2(n, Lm), hj,3(n, Lm), and hj,4(n, Lm) (labeled as hj,1, hj,2, hj,3, and hj,4 for short
in the following descriptions), where the relative locations of each microphone can be found
by standard equations for B-format. The resulting B-format channel signals converted from
the A-format recordings are represented as [22]:

Wj(n, Lm) =
1√2 sj

(
n, Lj

)
∗
(
hj,1 + hj,2 + hj,3 + hj,4

)
Xj(n, Lm) = sj

(
n, Lj

)
∗
(
hj,1 + hj,2 − hj,3 − hj,4

)
Yj(n, Lm) = sj

(
n, Lj

)
∗
(
hj,1 − hj,2 + hj,3 − hj,4

)
Zj(n, Lm) = sj

(
n, Lj

)
∗
(
hj,1 − hj,2 − hj,3 + hj,4

) (2)

In a compact form, the FOA signals can be represented as:

Bj(n, Lm) =
(
Xj(n, Lm), Yj(n, Lm), Zj(n, Lm), Wj(n, Lm)

)
(3)

Figure 1 illustrates the DRIR interpolation approach for a single source (j = 1) when
using two FOA recordings at locations LK1 and LK2 to find the interpolated FOA signal at
location LI . The proposed method can be summarized as follows:

1. Separate the FOA signals of DRIR into the direct sound, the specular reflection signals
and the chaotic diffuse components;

2. Analyze the W channel of the separated direct sound and specular reflection FOA
signals to locate peaks corresponding to estimated image sources;

3. Form a new FOA signal for this image source using a segment of the signal surround-
ing this peak for the W channel and corresponding X, Y, and Z channels;

4. Repeat until a desired number of image sources (peaks) have been extracted;
5. Interpolate such FOA signals and their extracted DOA information at two closest

recording positions to the listening position using a weighted average approach;
6. Synthesize the FOA signal of DRIR at the listening position utilizing the interpolated

parameters and a known FOA signal recorded closely.

2.2. Separating FOA Signals into Specular and Diffuse Components

The approach we propose here is based on analyzing the FOA signals to find short
segments of signals containing local peaks that are compared against energy thresholds.
This is inspired by approaches to tracking noise levels in audio signal processing and,
in particular, the approach of [23], which aims to distinguish between short-duration
impulsive noise and longer duration increases in the noise level. Here, this approach is
used to separate the DRIR into the direct sound, specular components (similar to impulsive
noise components, including the direct sound) and diffuse components (similar to noise
signals) through the comparison of the output power from two tracking filters: a fast and a
slow tracker filter applied to shorter and longer duration segments, respectively. For each
FOA impulse response in this paper, a RIR cleaner is firstly applied to remove the direct
current components (achieved by designing a high pass filter with cut-off frequency set to
20 Hz, corresponding to the minimum audible frequency by the human listening system).
The four-channel FOA DRIR is then normalized with any silence parts removed.

The cleaned FOA DRIR is then decomposed into the direct sound, several specular
components and diffuse components. This is achieved by analyzing the power of the W
channel with a fast and a slow tracker as follows:

P f ast
w (n) = Pw(n) ∗ H f ast(n) (4)

Pslow
w (n) = Pw(n) ∗ Hslow(n) (5)
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where Pw(n) = Wj(n, Lm)
2 is the power of the W channel of the DRIR signal, (∗) is the

convolution operator, and H f ast(n) and Hslow(n) are filters that derive the average short-
term and longer-term power within the region centered at time n, respectively. These
signals will be analyzed to find short-term peaks in the average RIR power relative to the
longer-term average RIR power and as explained further below. Note that this approach is
most suited to the direct sound and early specular reflections where it is assumed that these
are adequately separated in time. Later sections of the DRIR, where individual components
are located closer in time and not extracted by the specular analysis approach, are assumed
diffuse and would be synthesized using existing decorrelation techniques [24] or a decaying
noise model rather than interpolation. These filters are based on window functions, and are
defined as follows:

H f ast(n) =
win f ast(n)

∑ win f ast(n)
(6)

Hslow(n) =
winslow(n)

∑ winslow(n)
(7)

where win f ast(n) and winslow(n) are Hanning windows centered at sample time n, with their

lengths corresponding to the chosen discrete time constants of Tf ast = round
(

τf ast· f s
)

and Tslow = round(τslow· f s), respectively. Both τf ast and τslow denote the continuous time
lengths selected for the two weighted average filters in (6) and (7), separately, with f s being
the sampling frequency of the DRIR recording. By looking into the ratio of the resultant
filtered power P f ast

w (n) to Pslow
w (n) from (4) and (5), the salience of their difference can be

measured for peak detection, which is highly related to the ratio of τf ast to τslow. In this
paper, τf ast =0.0003 (s) and τslow = 0.002 (s) were chosen based on informal experiments,
which generally mean fine-tuning parameters for finding the optimal around a measured or
empirical value of parameters that are not well-determined for a practical application. Sim-
ilar experiments have been conducted for two other thresholds in this section. For the ratio
of τf ast to τslow, there is an empirical value of 0.1 for peak detection applications, and the
magnitude of a few milliseconds of τslow matches the time length of specular reflections
considering the employed dataset [21] in this paper. Thus, based on the two conditions,
a series of tests on different values indicate that the elected τf ast and τslow present the most

salient power difference between P f ast
w (n) and Pslow

w (n), which is used to find the direct
sound and specular reflections:

RdB(n) = 10 · log10
P f ast

w (n)
Pslow

w (n)
(8)

where the peak of the ith specular reflection (with the 1st peak being the direct sound) is
detected at time n = npeak

i when the followings are met:

1. RdB(n) is greater than a pre-defined threshold α (in this work α = 4 dB was chosen,

under which P f ast
w (n)

Pslow
w (n)

≈ 2.5). Informal experiments found that α should be in the range

from 4 dB to 6 dB to avoid sensitivity of the approach to this threshold. For an α
smaller than 4 dB, this can lead to a few false peaks being extracted and if α is greater
than 6 dB it can lead to some clear peaks not being detected. This was initially verified
by analyzing results from a sub-set of DRIR recordings, whilst the TOA results in
Section 4 analyze this more thoroughly.

2. RdB(n) is a local maximum.
3. Pw(n) is greater than a pre-defined threshold β, which distinguishes the peak from

background noise, so the selection of β depends on the noise floor level of specific
DRIR recordings (in this work β = −50 dB was chosen to match the noise floor of the
chosen recordings [21], but in practice this could be adjusted to match the estimated
noise floor level for recordings in another room).
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Considering the W channel as an example, the ith specular reflection signal for source
j recorded at location Lm, Wspec,j

i(n, Lm), can be extracted from the samples of Wj(n, Lm)
corresponding to where RdB(n) is larger than α around each position of the specular
reflection peaks. Note that α decides the length of specific specular reflections in the time
domain and, according to our informal experiments, a range of α from 3 dB to 4 dB was
found to maintain good decomposition of specular reflections. If α is outside this range,
it may lead to combining two specular reflections into a single component. We found that
an α of 4 dB, chosen for peak detection in (8), leads to specular reflections of around 0.002 s
duration. For convenience, we utilize a time constant of 0.002 s for the resultant specular
reflections. Thus, Wspec,j

i(n, Lm) is found as

Wspec,j
i(n, Lm) = Wj

(
ns

i, Lm

)
(9)

where ns
i = [npeak

i − nspec
i, npeak

i + nspec
i] (i = 1, 2, . . . , M). npeak

i is the time corre-
sponding to the detected peak of the ith specular reflection Wspec,j

i(n, Lm), M corresponds
to the chosen number of specular reflections to extract, and nspec

i is a pre-defined time
duration (0.002 s) that decides the length of this specular reflection in the time domain.
In this way, the specular reflections are obtained as segments of DRIR recordings of the jth
source. The whole diffuse signal, Wdi f f , j(n, Lm), can be derived by removing all specular
components Wspec,j(n, Lm):

Wdi f f , j(n, Lm) = Wj(n, Lm)−Wspec,j(n, Lm) (10)

where Wspec,j(n, Lm) = Wspec,j
i(n, Lm) for n = ns

i, and Wspec,j(n, Lm) = 0 for n 6= ns
i for

all i. Note that if npeak
i+1 − npeak

i < σ, then we assume the extracted segments would be
perceived as diffuse components rather than individual specular reflections. This would
require appropriate choice of the threshold σ based on perception, which will be considered
as part of future work. Here, we focus on extracting less than 10 specular reflections, which
are dominant components in DRIRs and are generally sufficiently separated in time for the
DRIR databases considered.

Figure 2 shows an example of the direct sound component of the DRIR that is extracted
from the FOA W channel, sampled at 48 kHz, using this approach. Shown in Figure 2a
are the original RIR and the power from the fast and slow trackers, whilst in Figure 2b,
the resulting direct sound is illustrated as well, which is overlaid on top of the RIR recording.
Figure 3 shows an example of the early reflections extracted from the FOA W channel for
the same RIR corresponding to Figure 2. To clarify the blue curve in Figure 2b, the extracted
direct sound is the received copy of the RIR signal at the W channel microphone, so the
orange-colored curve is overlaid on top of the blue curve, as indicated in the legend.
In Figure 3b, three main orange-colored peaks are found as specular reflections, which
are received later than the direct sound in Figure 2b and are also on top of the blue curve.
Figures 2a and 3a are plotted to make the blue curves observable.

Once the specular reflection signals have been extracted, these can be separated into
individual specular reflections, Wi

spec, j(n, Lm). From each of the four channels of the FOA
signal, a new FOA signal can then be formed for this image source. For a given sound
source, j, the FOA signals for each corresponding specular reflection (denoted by i) are
described as:

Bi
spec, j(n, Lm) =

(
Xi

spec, j(n, Lm), Yi
spec,j(n, Lm), Zi

spec,j(n, Lm), Wi
spec,j(n, Lm)

)
(11)

where Wi
spec,j(n, Lm) corresponds to the specular reflection i extracted using (9) and

Xi
spec,j(n, Lm), Yi

spec,j(n, Lm), and Zi
spec,j(n, Lm) are found by extracting the samples cor-

responding to the same samples of the specular reflections of Wi
spec,j(n, Lm).
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Figure 2. Direct sound component extracted from the W channel of the FOA RIR recording. Plotted
are the power of the original RIR (blue), extracted component (orange), fast tracker (yellow), and slow
tracker (purple): (a) without the direct sound (orange); (b) with the direct sound that is overlaid on
top of the W channel RIR recording (blue curve).

Figure 3. Early reflections extracted from the W channel of the FOA RIR recording. Plotted are
the power of the original RIR (blue), extracted reflections (orange), fast tracker (yellow), and slow
tracker (purple): (a) without the specular reflections (orange); (b) with the specular reflections that
are overlaid on top of the W channel RIR recording (blue curve).

2.3. Deriving the DOA for the FOA Encoded Image Sources

Once the FOA signals at the two known locations have been decomposed into direct
sound and specular reflections, these are analyzed to find the corresponding DOA of the
direct sound and virtual image sources. Using this information, the DOA of the direct
sound and reflections at the new location can be obtained using interpolation.

The DOA of each FOA-encoded image source is determined using an existing approach
to DOA estimation from B-format recordings [18] that has been found to provide accurate re-
sults when used for finding the DOA of multiple sources. Here, this method is applied to the
FOA recordings of the specular reflections. The FOA encoding of the specular reflections of
(11) is first converted to the time-frequency domain using the short-term Fourier transform
(STFT), resulting in (Xi

spec,j(n, k, Lm), Yi
spec,j(n, k, Lm), Zi

spec,j

(
n, k, Lm), Wi

spec,j(n, k, Lm)
)

(labeled as a simplified version of
(

Xi
j,m, Yi

j,m, Zi
j,m, Wi

j,m

)
in (12) and (13)), where k de-

notes discrete frequency. Here, a 1024-long STFT with 50% overlapping Kaiser-Bessel
derived windows are used. The azimuth θi

j(n, k, Lm) and elevation φi
j(n, k, Lm) of each

time-frequency instant, (n, k), are given by:

θi
j(n, k, Lm) = tan−1

 Re
{

Wi
j,m · Yi

j,m

}
Re
{

Wi
j,m · Xi

j,m

}
 (12)
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φi
j(n, k, Lm) = tan−1

 −Re
{

Wi
j,m · Zi

j,m

}
√

Re
{

Wi
j,m · Xi

j,m

}2
+ Re

{
Wi

j,m · Yi
j,m

}2

 (13)

where the operator (Re) fetches the real part of a complex number, and the bar above
a complex number (−) represents the conjugation operation. The time-frequency DOA
estimates of (12) and (13) are calculated across the duration of the FOA signals and formed
into a histogram, where the histogram bar represent the count of each DOA value and each
histogram bin represents one degree resolution. Analyzing the histogram peaks provides
an estimated DOA for the virtual image source (for full details, see [18]).

2.4. Deriving the Interpolated FOA Signals at the Virtual Listening Location

The framework considered in this paper assumes the two closest FOA signals recorded
at positions LK1 and LK2 are used to find the interpolated FOA at an arbitrary interpolation
position LI , with the listener looking towards the source of interest (see Figure 1). As an
initial exploration, the interpolated DOA in this work is found using a linear interpolation
approach that calculates the weighted average, formulated as follows:

θi
j(n, LI) =

dI2

d1I + dI2
· θi

j(n, LK1) +
d1I

d1I + dI2
· θi

j(n, LK2) (14)

φi
j(n, LI) =

dI2

d1I + dI2
· φi

j(n, LK1) +
d1I

d1I + dI2
· φi

j(n, LK2) (15)

where d1I and dI2 are the distance from LI to LK1 and LK2, separately. This method is
applied to interpolate for the direct sound and specular components using corresponding
extracted DOAs from the W channels of the two FOA recordings (FOA 1 and FOA 2 in
Figure 1). Note that the formulations consider the scenario where the listening position is
closer to one of the two known positions. The closer recording contributes more than the
other in the interpolated result, so the proportion defined for θi

j(n, LK1) and φi
j(n, LK1) at

LK1 is the distance from LI to LK2, dI2, divided by the overall distance d1I + dI2.
Next, the TOAs corresponding to the peak of the direct sound and specular reflections

are found by using linear interpolation of the TOAs of the direct sound and specular
reflections found in the two known FOA recordings as:

ni
j(n, LI) =

dI2

d1I + dI2
· ni

j(n, LK1) +
d1I

d1I + dI2
· ni

j(n, LK2) (16)

where ni
j(n, LI) is the interpolated time (in samples) for one window, and ni

j(n, LK1) and

ni
j(n, LK2) are the TOAs (in samples) of peaks in the direct sound and specular reflections

extracted from the two FOA microphones, respectively. With this information, the inter-
polated FOA signal can be found using the two known FOA recordings along with the
interpolated TOA and DOA. This is achieved by taking the direct sound and specular
reflections extracted from the known FOA recordings and encoded as individual FOA
signals (see Equation (11)) and creating new FOA encodings of these reflections using the
interpolated DOA and standard B-format encoding functions. The process is repeated up to
the desired number of image sources. The peaks of these interpolated specular reflections
are shifted so that they are located at the interpolated TOA of (16); this ensures that they
are correctly located in time relative to the direct sound component. The final interpolated
DRIR signal is obtained by summing the direct sound and time-shifted interpolated reflec-
tions. The final interpolated FOA signal is obtained by adding the interpolated specular
component to the diffuse component, which is based on the diffuse component extracted
from one known FOA recording and as derived in (10).

When extracting the specular reflections from two FOA recordings, it is important
that the reflections corresponding to the same image source (e.g., same first order reflection
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from the same wall) are used in the interpolation. If not, there is a risk that the DOAs
used from both specular reflection components will correspond to different wall reflections
and so result in an incorrect reflection DOA at the interpolated location. One approach
to address this is to check the TOA of both specular reflections extracted from the two
known FOA recordings. Provided that the known locations are not too far from each other,
the amplitude of the extracted specular reflections will be similar (within a threshold),
and the TOA can be used solely to identify any matching specular reflections.

To first evaluate if this was a problem in practice, an analysis was conducted for 500 in-
terpolated DRIRs corresponding to 15 different positions in the classroom to be introduced
in Section 3. This analysis compared the TOA for interpolated specular reflections with
the TOA for the same specular reflection in the known (ground truth) DRIR at the same
location. It was found from this analysis that there were only 10 cases (2%) where the TOA
differences indicated a possible mismatch in the specular reflections. For these 10 mismatch
cases, it is found that the TOA of the interpolated specular reflection is closer to the TOA of
the next specular reflection in the known DRIR (e.g., the first interpolated specular reflection
corresponds to the second specular reflection in the known DRIR), which is automatically
corrected in the proposed algorithm. Hence, for the dataset to be experimented in Section 3,
it was determined that the vast majority of early reflections extracted from the known DRIR
locations were matched, and the few mismatched specular reflections in this paper have
been automatically corrected.

Further research can be conducted to evaluate this issue for a wider variety of locations
in the room utilizing more information of the recording environment. For example, if
knowledge of the wall locations is available, it will be possible to use the estimated DOAs of
two specular reflections extracted at two locations to check if they triangulate at the expected
virtual image source location. It is noted that an alternative approach to interpolating the
TOA for the specular reflection that takes account of differences in path length may also
lead to improved accuracy and will be considered in future work.

The proposed method is highly efficient because rather than having to transmit a
large set of densely located DRIRs, a smaller set of more widely spaced DRIRs can be
transmitted to cover the current region where a user is located within a virtual room.
Hence, rather than transmitting a new DRIR to the end device to match the new listening
position, interpolation is used to find the new DRIR from the smaller set of transmitted
DRIRs. To further evidence the high efficiency, it is worth analyzing the time computational
complexity (TCC) of the algorithm.

1. Signal decomposition: the convolution operation in (4) and (5) is implemented using
an overlap-add approach based on Fast Fourier Transform, which possesses a TCC
of O(NwlogNw) with Nw being the window length [25]. The weighted average filters
in (6) and (7) show a TCC of O(Nw), followed by the peak salience calculation in (9)
and value assignments in (10) and (11), with all having a TCC of O(N) where N is the
length of recording.

2. Deriving DOA and TOA information: (12) and (13) include STFT calculations and
thus have a TCC of O(N′wlogN′w) with N′w being the length of the window adopted.

3. Interpolating and synthesizing FOA signals: the summation in signal synthesis shows
a TCC of O(N), which is not increased by the efficient interpolation operation.

Therefore, the proposed algorithm concatenated by the three steps has an overall TCC
of O(NwlogNw), which is highly efficient and suitable for end VR devices.

The efficiency of the proposed method is compared with the weighted average ap-
proach in [4] as a baseline due to their similar interpolating processes. The baseline method
does not decompose signals or utilize the DOA and TOA information, which solely utilizes
the third step of the proposed algorithm, leading to a TCC of O(N). The baseline method is
highly efficient, but note that the TCC of O(N) is not necessarily smaller than O(NwlogNw),
as N is usually much larger than the window length Nw. Comparison results of the two
TCCs depend on the specific values of N and Nw. The other comparative approach in [16]
shows parametric calculation of the matrix order, singular value decomposition, regular-
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ized pseudoinverse and so on. The TCC comparison with this method is beyond the scope
of this paper.

3. Experimental Setup

Experiments are designed to validate the proposed DRIR interpolation algorithm and
check its performance in terms of the accuracy of the interpolated DOA and TOA. Four
databases are utilized in these validations, including the real-world B-format recordings in
a classroom and a great hall at the University of London [21] and simulated recordings for
these two rooms using the image method [2].

3.1. Real-World DRIR Recordings

The real-world DRIR recordings were created using the sine sweep technique [26]
with a Genelec 8250A loudspeaker and two microphones, an omnidirectional DPA 4006
and a B-format Soundfield SPS422B. The sampling frequency of recordings is 96 kHz.

The classroom is approximately 9 m ×7.5 m × 3.5 m (236 m3) in size with reflective
surfaces of a linoleum floor, painted plaster walls and ceiling, and 130 positions within
a central area of 6 m × 6 m were selected to record the impulse response. Desks and
chairs that usually fill the classroom were moved and stacked to the side against the
windows when measuring. The selected positions were 50 cm apart, arranged in 10 rows
and 13 columns relative to the speaker, with the seventh column directly on an axis with the
speaker. This arrangement can be found in Figure 4a [21]. Note that the labels of recording
positions start from “00x00y” which can be seen as the origin of the two-dimensional
recording area, and the two numbers indicate the coordinates along the x axis and y axis
within the position array, separately. The unit is 10 cm in the classroom, so “60x00y” means
the position located at 6 m away from the origin on the x axis in the classroom.

For the great hall, which is approximately 23 m × 16 m in size and has the capability
of holding approximately 800 seats, DRIRs were recorded at 169 locations covering a
central rectangular region of 12 m × 12 m. The chairs were cleared when recording to
avoid reflections. The great hall also contains a balcony that is 20 m beyond the rear wall.
The recording locations in the great hall have a 1 m spacing in an arrangement of 13 rows
and 13 columns, and the loudspeaker is on axis with the middle (seventh) column of
recording positions, so “x12y00” represents the location that is 12 m away from the origin
on the x axis. The great hall experimental settings can be seen in Figure 4b.

3.2. Simulated DRIR Recordings

In order to present additional comparative results with the real-world recording, the
DRIRs were simulated (using the image method implemented in Matlab R2021a, named
RIR Generator [27]) within two rooms of comparable size to the classroom and great hall at
the same recording locations (see Figure 4).

While the room geometry is mostly the same as the classroom and great hall at
the University of London [21], they are simplified to be rectangular and measuring
“9 m × 7.5 m × 3.5 m” and “23 m × 16 m × 10 m”, respectively. The locations of the
sources and microphones within the rooms also mimic the classroom and great hall ar-
rangements, separately. The source is placed at (4.5, 0.5, 1.5) meters in the simulated
classroom and at (11.5, 0, 1.5) meters in the simulated great hall, respectively. The origin
of the microphone array “00x00y” is (1.5, 1.8, 1.5) meters in the classroom and is (5.5, 2,
1.5) meters in the great hall (the origin is assumed at the bottom left of the room). Firstly,
the A-format recording is obtained four times at each of the arbitrary positions under a sam-
pling frequency of 96 kHz, and for each of the four recordings, hypercardioid microphones
pointing at specific orientations are utilized.

Another factor that needs to be considered is the reverberation time (RT) of the two
rooms. Due to irregular room shapes and variable room acoustics, the RT of the real-
world and simulated rooms cannot be exactly the same. In the simulated room, the RT is
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configured to be 1.8 s in the classroom and 2.0 s in the great hall as a constant, which are
approximately the average RT of the real-world classroom and great hall, separately [21].

Finally, 130 sets of B-format recordings are obtained in both the real-world and the
simulated classrooms, and 169 sets of DRIRs are recorded using B-format microphones
in both the real-world and the simulated great halls. The proposed DRIR interpolation
algorithm is then applied to these four databases for performance evaluation.

Figure 4. In both real-world and simulation cases, illustrating the microphone positions that are
selected to interpolate in: (a) the classroom horizontally at rows 3, 5, and 8 (orange, blue, and red
circles), row 7 (black circles), and vertically at column 9 (green circles); (b) the great hall horizontally
at row 4 (red, orange, and blue circles), row 9 (purple and black circles), and diagonally using rows 4,
7, and 9 (green circles).

4. Results and Analysis

Using the databases described in Section 3, an experiment was conducted to evalu-
ate the DRIR interpolation performance when choosing different listening positions and
locations of the known DRIRs. Two representative approaches of DRIR interpolation are
compared, including the linear interpolation proposed by Southern [4] and the regularized
least square algorithm by Tylka [16]. Firstly, a conventional linear approach similar to
the proposed method is needed as a baseline in order to compare the performance of the
proposed method; the conventional linear approach chosen is the one used in [4]. The only
difference between the two algorithms is the signal decomposition and synthesis process
based on the DOA and TOA information of the direct sound and first few specular re-
flections, which is crucial for guaranteeing the listeners’ immersive perception. Secondly,
a recent parametric method that shows high RIR interpolation accuracy is desired to be
compared with to mainly evaluate the accuracy of the proposed method, and thus we
chose [16] for this comparison. Moreover, the number of existing spatial audio reproduc-
tion approaches using B-format to record the soundfield for RIR interpolation is limited.
The methodologies in [4,16] well match the proposed approach in general and are also the
representative ones for comparisons in the research field. The performance was measured
by finding the DOA estimation error and the TOA error for each of the extracted direct
sound and specular reflections, which are dominant components of the overall FOA signal.
The DOA estimation error is the absolute angular error between the azimuths and eleva-
tions derived for extracted specular reflections from the interpolated and known (ground
truth) DRIRs at the chosen listening points. The TOA error is the absolute error between
the time-points of the peaks of the direct sound and specular reflections extracted from the
interpolated and known DRIRs at the chosen listening positions.
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4.1. Comparative Analysis in the Classroom

There are five representative cases selected to compare the performance of the pro-
posed DRIR interpolation algorithm with the previous representative methods from South-
ern [4] and Tylka [16] applied to the classroom databases, which are arranged as shown
in Figure 4a. Although the proposed method is designed to utilize the FOA recordings
closest to the listening position, it will be interesting to compare the performance in more
challenging scenarios with the larger distances between known recordings and irregular
spacing between the listening position and two known positions. Here, five scenarios are
chosen to further highlight the advantage of the proposed approach.

4.1.1. Example Interpolated DRIR Signals

Taking row 3 as an example, the middle recording position labelled as “30x10y” is
taken as the reference point, and the DRIR recording at this location is the ground truth for
DRIR interpolation of the two side positions, “15x10y” and “45x10y”. The proposed algo-
rithm firstly separates the recorded DRIR into two parts, the specular reflections (including
the direct sound) and diffuse reflections. After this, the algorithm further decomposes
the specular reflections into different components and obtains their corresponding image
sources and DOAs. By interpolating this information for each component in the direct
sound and specular reflections at the selected two side positions in each considered row,
the interpolated DRIR at the listening position in that row can be obtained by combining
these interpolated components with a known FOA recording. The overall interpolated
DRIR in row 3 is illustrated in Figure 5, which is compared with the known (ground truth)
recording at the same position, with the x-axis being the number of discrete time samples
and y-axis being the normalized amplitude of the W-channel FOA recording.

Figure 5. Comparison plots of the W channel of the overall interpolated DRIRs using the proposed
algorithm in this paper with the ground truth in row 3 considering: (a) the real-world classroom
recording; (b) the simulated recording.

Taking the W channel of the interpolated DRIR as an example, it can be visually
seen that generally the interpolated DRIR obtained by utilizing the proposed method
accurately matches the ground truth for both databases. In the real-world classroom,
the W channel almost exactly matches the ground truth, whereas the amplitude is a
little lower. As for the simulation, the interpolated DRIR highly matches the ground
truth due to the ideal acoustics and recording arrangements in the room, whereas the
amplitude of all interpolated DRIRs is a bit larger, which may be due to extra summations
of interpolated components.

4.1.2. DOA and TOA Error Results

As introduced at the beginning of Section 4, DOA and TOA errors will be analyzed
for the proposed algorithm and other two comparative approaches proposed by Southern
and Tylka, respectively (implemented with the code in [28]). These results for the direct
sound and the first five specular reflections in the investigated cases using the real-world
and the simulated databases are compared in Figures 6 and 7, separately. The first group of
bars in the two figures corresponds to the direct sound, and the second to sixth correspond
to the first to fifth extracted specular reflections.
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Figure 6. Bar charts comparing the accuracy of the Southern’s method in 2009, the Tylka’s method in
2016, and the proposed DRIR interpolation algorithm in the real-world classroom arranged, as shown
in Figure 4a, including: (a) the error of azimuth and elevation; (b) the error of TOA. All errors are
calculated as the absolute difference between the interpolated signal and the ground truth for regular
spacing cases in row 3, row 5, and row 8, as well as irregular spacing cases in row 7 and column 9,
respectively (from top to bottom in each subplot).
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Figure 7. Bar charts comparing the accuracy of the Southern’s method in 2009, the Tylka’s method in
2016, and the proposed DRIR interpolation algorithm in the simulated classroom arranged as shown
in Figure 4a, including: (a) the error of azimuth and elevation; (b) the error of TOA. All errors are
calculated as the absolute difference between the interpolated signal and the ground truth for regular
spacing cases in row 3, row 5, and row 8, as well as irregular spacing cases in row 7 and column 9,
respectively (from top to bottom in each subplot).
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When looking at the error of the interpolated DOA, the proposed DRIR interpolation
algorithm shows, generally, the smallest average errors of the azimuth and elevation in
all sub-figures amongst the three approaches, which means the most accurate extractions
of DOA information of the direct sound and specular reflections for synthesizing overall
interpolated signals at the target listening position in both the real-world and the simulated
classrooms. This advantage is particularly obvious in the simulation, where almost all errors
in the first four cases using the proposed method are close to zero, with small errors of nearly
five degrees appearing in column 9. The Tylka’s approach shows strength in interpolating
for column 9 in the real world, presenting the smallest errors of azimuth and elevation
estimation for nearly all of the direct sound and specular reflections. The Southern’s method
and the Tylka’s method generally show similar errors for the azimuth and elevation in
Figures 6 and 7, whereas in column 9 for both databases, the Southern’s method leads to
larger errors.

As for the TOA error of the direct sound and specular reflections compared with the
ground truth, the two comparative methods generally present equivalent TOA errors in
the real-world classroom, with the proposed DRIR interpolation method showing slightly
lower TOA errors. The Southern’s method leads to slightly large errors in Figure 6b,
especially for row 5 and column 9, where the errors of late reflections can reach 600 samples,
i.e., 600/96,000 = 6.25 ms. In the simulation, Tylka’s algorithm suffers from large TOA
errors at a few peaks (e.g., peaks 5 and 6 in the row 5 case of Figure 7b). Southern’s method
also shows large TOA errors at a few peaks (e.g., peaks 5 and 6 in the column 9 case of
Figure 7b). The proposed approach has, in general, the lowest errors, whereas it also shows
a large error at peak 6 in column 9 in the case of Figure 7b.

Moreover, due to the ideal configuration of the simulated classroom, the distribution
pattern across the six components for each method in all subplots of Figure 7 look similar.
These results obtained in the classroom present performances of the three comparative
DRIR interpolation methods in a smaller room. It can be observed that, generally, the
closer the microphones are located to the sound source, the larger the DOA and TOA
errors are. Note that here we have evaluated the two limited scenarios using conventional
weighted-average interpolation approaches, such as the Southern’s approach, where the
source is close to both known recording positions (row 3) as well as the source being closer
to one recording position than to the other (row 7 and column 9). The proposed method
in these cases shows reduced errors compared to the traditional linear method designed
by Southern, which indicates that the limits of large localization errors mentioned in [5] is
mitigated by the proposed scheme.

Additionally, an error measurement of direct-to-reverberant ratio (DRR) is introduced
to describe acoustic characteristics of signals and to evaluate the accuracy of the proposed
interpolation algorithm by assessing the difference between the interpolated and the known
recording signals. The DRR is defined as the ratio of energy between the direct sound and

all of the reverberant signals, formulated as DRR = 10× log10 (X(T0−C:T0+C))2

(X(T0+C+1:end))2 [29], where

X is the sampled signal to be evaluated, T0 represents the occurring time (in terms of the
number of samples) of the direct sound in the recording, and C is the number of samples
to define the range of time of the whole direct sound signal. (C should be equivalent to
2.5 ms according to [30].) X(T0 − C : T0 + C) means the snippet of signal X from Sample
T0−C to Sample T0 +C, which is expressed in MATLAB code and so is X(T0 + C + 1 : end).
The DRR in this paper is implemented with the code in [29].

The DRR errors in the real-world and simulated classrooms using three interpolation
approaches developed by Tylka [16], Southern [4], and the authors of this paper are com-
pared in Table 1. The overall errors are calculated by averaging DRR differences (absolute
value) between the interpolated DRIR and the ground truth in all five investigated scenar-
ios. It can be found that in both the real-world and simulated classrooms, the Southern’s
method obtains the most accurate DRRs, followed by the proposed method. The reason
may lie in the limits of accuracy in the signal decomposition process of the proposed
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method in the classrooms. Future work will investigate whether or not the errors lead to a
significant difference in the perception of the spatial properties of the sound scene.

Combining all these experimental evaluations of the directional information and time
delay of the direct sound and specular reflections, the proposed method shows generally
the most accurate results when interpolating the DRIR at selected listening positions in
both the real-world and simulated classrooms.

4.2. Comparative Analysis in the Great Hall

Six sets of experiments are conducted to analyze the performance of the proposed
DRIR interpolation method in the great hall. The experimental configuration is described in
Figure 4b, which is applied to both the real-world great hall at the University of London and
the simulated great hall. Each set of experiments selects three positions in a line, with one
listening point in the middle of the other two known recording positions.

4.2.1. Regular Spacing, Row 4

Firstly, to explore the impacts of the distance between the interpolated point and the
known DRIR points, three sets of positions in row 4 are chosen, with the listening point
chosen as located equidistant from the known DRIR points with spacings being 1 m, 2 m,
and 3 m, separately. Estimated DOA and TOA errors are shown in Figures 8 and 9, and the
first peak in these figures corresponds to the direct sound followed by other five specular
reflections. It can be found that in the real-world great hall in Figure 8, the proposed
approach obtains, generally, equivalent azimuth and elevation estimation accuracies for
three different spacings in row 4, whereas there are much smaller TOA errors when the
spacing is 1 m. Similar trends can be seen when using the Southern’s method. As for the
Tylka’s method, the 2 m spacing brings the smallest azimuth and elevation errors, while the
TOA errors for the three spacings are all large. Overall, the average DOA and TOA errors
for the Tylka’s approach are larger than the other two comparative methods. For most
peaks detected after FOA signal decomposition in the real-world great hall, the proposed
method leads to the smallest azimuth errors (e.g., 13 out of 18 peaks in Figure 8a) and
equivalently small elevation errors to that of the Southern’s method.

Table 1. Comparisons of DRR errors in the real-world and simulated classrooms (unit: dB).

Classrooms Error—Tylka Error—Southern Error—Proposed

real-world

row 3 6.53 4.04 4.16
row 5 5.88 3.71 4.02
row 8 1.17 0.11 1.04
row 7 0.71 0.23 0.00

column 9 2.59 5.09 4.48

average 3.38 2.64 2.74

simulated

row 3 19.96 2.12 2.17
row 5 0.50 3.53 3.44
row 8 2.02 0.15 0.34
row 7 4.25 4.82 5.05

column 9 7.30 10.31 12.00

average 6.81 4.19 4.6

The experimental results in the simulated great hall in Figure 9 present different trends.
The Southern’s method and the proposed approach show the smallest errors when the
spacing is 1 m. Tylka’s algorithm presents small azimuth errors when the spacing is 1 m,
whilst demonstrating large elevation and TOA errors in all cases. Generally, the proposed
method leads to the smallest DOA and TOA errors. The Southern’s linear interpolation
approach without DRIR decomposition also shows accurate DOA estimation, having four
cases for azimuth and seven cases for elevation in Figure 9a that show the smallest error
among all three comparative approaches.
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4.2.2. Regular and Irregular Spacing, Row 9

The next comparison chooses positions at row 9 (the rear of the great hall) to explore
the effect of the source-microphone distance and the inter-microphone distance on the
DRIR interpolation accuracy. The first case selects known DRIR points at 1 m either side
of the interpolation point (purple circles of Figure 4b). Another case chooses the same
listening point and left DRIR as case 1, but the right DRIR is 4 m away (black circles of
Figure 4b). DRIR interpolation results for these two cases in the real-world and simulated
great halls are provided in the first two rows of Figures 10 and 11, respectively.
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Figure 8. Bar charts comparing the accuracy of the Southern’s method in 2009, the Tylka’s method
in 2016, and the proposed DRIR interpolation algorithm in the real-world great hall arranged as
shown in Figure 4b, including: (a) the error of azimuth and elevation; (b) the error of TOA. All errors
are calculated as the absolute difference between the interpolated signal and the ground truth for a
reference-to-known-point spacing of 1 m, 2 m, and 3 m (from top to bottom in each subplot) in row 4.

Firstly, we investigate the effects of the source-to-microphone distance on DOA and
TOA estimation accuracy. By comparing the top subplot (row 9 with 1 m spacing) in
Figures 10 and 11 with the top one in Figures 8 and 9 (Row 4 with 1 m spacing), respectively,
it can be found that the DOA and TOA errors in row 9 are overall smaller than those for
Row 4. Note that the proposed method shows the most consistent results in these rows
in the real-world great hall. Although its error increases from row 9 to row 4, the change
is not large. These results demonstrate that the further the listening position and known
DRIR positions are from the source, the more accurate the DRIR interpolation will be. This
argument generally holds for all the three comparative approaches. A possible explanation
for this is that while row 9 is further from the source, the angular separation between the
two known DRIR points used in the interpolation is smaller than that for row 4.
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In Figure 11, the reduction of errors in the simulated great hall because of larger
source-microphone distances is not as apparent as in Figure 10. Looking at the azimuth
error in both row 9 (Figure 11) and row 4 (Figure 9), the direct sound and the first two
specular reflections in row 9 are all accurate, and the Tylka’s and Southern’s methods both
obtain an error of nearly five degrees. The proposed algorithm presents nearly no error in
these two rows with 1 m spacing. For the fifth peak, row 9 results are smaller, but at the
sixth peak, row 9 errors are much larger than that in row 4. In Figure 11a, row 9 elevation
results are smaller than that in row 4 in Figure 9a but are not obvious. Only in Figure 11b
are the TOA errors for row 9 significantly smaller than that in row 4 in Figure 9b.

Therefore, the proposed method and two representative DRIR interpolation ap-
proaches all perform better for larger source-microphone distances.

Figure 9. Bar charts comparing the accuracy of the Southern’s method in 2009, the Tylka’s method
in 2016, and the proposed DRIR interpolation algorithm in the simulated great hall arranged as
shown in Figure 4b, including: (a) the error of azimuth and elevation; (b) the error of TOA. All errors
are calculated as the absolute difference between the interpolated signal and the ground truth for a
reference-to-known-point spacing of 1 m, 2 m, and 3 m (from top to bottom in each subplot) in row 4.

Analyzing results for irregular spacing for row 9 in Figure 10, it can be seen that the
two cases in row 9 (regular vs. irregular spacing) have very similar results in the real-world
great hall for all methods. For the same positions in the simulated great hall in Figure 11,
the elevation and TOA errors for the proposed method and the Southern’s method are also
similar for both cases (regular vs. irregular spacing). In contrast, the results for the Tylka’s
approach show more variation for these two cases (e.g., see elevation errors of peaks 4
and 5 in Figure 11a and TOA errors of peaks 4 and 5 of Figure 11b). When analyzing the
azimuth errors, results for all peaks for the Southern’s approach and the first four peaks
for the Tylka’s approach are similar for the two cases in row 9 using both databases, while
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for the proposed method, those azimuth errors for peaks 1 to 5 are also consistent. It is
worth noting that the azimuth error for the proposed method could be reduced by using
an alternative DOA interpolation method that more accurately accounts for the irregular
spacing (this will be future work).

4.2.3. Irregular Source-to-Microphone Distances Located Diagonally

The last setting of this experiment in the great hall is shown as green circles in Figure 4b,
where the source is not right in front of the interpolation position, and there is an angle
between the line of the three points and the line connecting the source and the interpolation
position. The spacing is also not regular in this case. Results of DOA errors and TOA errors
of the first six peaks are illustrated in the bottom row of Figures 10 and 11.

Figure 10. Bar charts comparing the accuracy of the Southern’s method in 2009, the Tylka’s method
in 2016, and the proposed DRIR interpolation algorithm in the real-world great hall arranged as
shown in Figure 4b, including: (a) the error of azimuth and elevation; (b) the error of TOA. All
errors are calculated as the absolute difference between the interpolated signal and the ground truth
considering a 1 m regular spacing case and an irregular spacing case in row 9, and a case where
the two known points and the interpolation point are located as a diagonal (from top to bottom in
each subplot).

In the real-world great hall in Figure 10, the proposed approach obtains the most
accurate result, with all errors of DOA and TOA for the first peak close to zero, which
represents the direct sound and is the main dominant component of the DRIR. The South-
ern’s method and the Tylka’s method show equivalent DOA errors generally, while the
Tylka’s method presents slightly larger errors in terms of the TOA. In Figure 11, the simu-
lated great hall entails large TOA errors using the Tylka’s method and large azimuth and
elevation errors for all three approaches, but they all obtain accurate results in terms of
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elevation and TOA errors for the direct sound. As for the azimuth estimation, the proposed
approach is the most accurate at the direct sound with an error of around five degrees.
The largest azimuth error happens at the second specular reflection, and the Southern’s
and Tylka’s methods maintain a similar error of around 100 degrees, where the proposed
method also encounters an error of around 70 degrees. The large errors can also be found
for the elevation at peak 5. Those large errors using all three approaches indicate their
limits of dealing with such diagonally located cases, but note that their performance for
the dominant DRIR component, the direct sound, and the first specular reflection are all
satisfactory, particularly for the proposed method. In addition, the practical application of
the proposed method only utilizes the two closest recordings having regular spacings to
the listening point, the irregular scenarios provide interesting results and will be further
investigated in future work.

Figure 11. Bar charts comparing the accuracy of the Southern’s method in 2009, the Tylka’s method in
2016, and the proposed DRIR interpolation algorithm in the simulated great hall arranged as shown
in Figure 4b, including: (a) the error of azimuth and elevation; (b) the error of TOA. All errors are
calculated as the absolute difference between the interpolated signal and the ground truth considering
a 1 m regular spacing case and an irregular spacing case in row 9, and a case where the two known
points and the interpolation point are located as a diagonal (from top to bottom in each subplot).

Besides, the DRR errors are also evaluated in the great halls as shown in Table 2.
Considering cases where the interpolated position is right in the middle of the two recording
points with regular spacing in row 4, the proposed method and the Southern’s method
obtain equivalent accuracy in the real-world great hall, with the Southern’s approach



Appl. Sci. 2022, 12, 2061 21 of 24

performing slightly better in the simulated great hall. In row 9 of the great hall or simulated
recordings, the DRR results of the interpolated signal in both regular and irregular spacing
scenarios are closer when using the Southern’s and Tylka’s approaches, while the proposed
method presents smaller errors for the regular spacing case and also generally the smallest
error amongst all. When it comes to the cross-row spacing conditions where recording
positions in three different rows and columns are taken into account, the Southern’s method
shows advantages in recovering the acoustic characteristic of DRR of the ground truth in
both the real-world and simulated great halls, followed by the proposed approach. Overall,
the Southern’s approach leads to the least average DRR errors in each great hall, followed
by the proposed method with slight differences.

Table 2. Comparisons of DRR errors in the real-world and simulated great halls (unit: dB).

Great Halls Error—Tylka Error—
Southern

Error—
Proposed

real-world

row 4–1 m 6.92 0.12 0.29
row 4–2 m 5.99 0.88 1.47
row 4–3 m 5.84 1.59 0.62
row 9–1 m 7.11 0.68 0.33

row 9–irregular 7.36 0.68 0.61
diagonal 12.65 0.49 1.75

average 7.65 0.74 0.85

simulated

row 4–1 m 20.20 0.69 0.08
row 4–2 m 23.75 0.03 1.02
row 4–3 m 17.97 1.11 1.22
row 9–1 m 2.27 1.10 0.70

row 9–irregular 2.29 1.15 1.25
diagonal 7.10 3.18 3.38

average 12.26 1.21 1.28

In most of the aforementioned experimental scenarios, the proposed approach leads to
the most accurate DOA and TOA estimates of the direct sound and specular reflections as
well as parallel DRR accuracy to the Southern’s method. The advantages of the proposed
method are mainly brought by the usage of the direction information and the decompo-
sition of the recorded DRIR into the direct sound, individual specular reflections, and
diffuse signals. By linearly interpolating the DOAs and TOA of the direct sound and early
specular reflections at two known recorded positions for each unknown listening position,
the DRIR signal at all listening positions can be easily obtained through synthesizing those
interpolated results with one known DRIR recorded closely.

5. Conclusions

This paper has proposed an approach of DRIR interpolation for dynamically repro-
ducing spatial audio with limited data. The DRIR is firstly represented or measured in
B-format at fixed numbers of known positions. By utilizing two of these known DRIRs for
each interpolation, the proposed algorithm separates the DRIR into two parts, the specular
reflection (including the direct sound) and diffuse signals. A few early specular reflection
signals are then further decomposed into estimated image source components and their
corresponding DOAs (azimuth and elevation). Through interpolating the reflection compo-
nents and the DOA at two measured positions, the useful information for reproducing the
acoustic characteristic at any new position within the recording region can be obtained by
synthesizing a known DRIR with the interpolated results, although this region is restricted
to within the cover of available recordings due to the interpolation nature of the method.

Experiments are conducted by utilizing existing real-world recordings and our sim-
ulated recordings of the DRIR, which were designed to use the two closest recordings
for interpolation, but here we have investigated broader cases with different source-to-
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microphone and microphone-to-microphone spacing for a thorough evaluation. Results
indicate that the proposed algorithm presents the most accurate interpolated azimuth
and elevation, whilst leading to the least TOA error compared with two previous repre-
sentative approaches [4,16], and it works very well in a small room with an average RT
(the classroom in this paper). This means the reflections in the resulting DRIR signal can
be recovered precisely in terms of their directions and occurring time, which are the key
to guaranteeing the DRIR interpolation accuracy and are the focus of this work. From
the grid-based experiments in the same row with different regular spacing between two
recorded positions, we also find that different microphone-to-microphone distances do not
affect the DOA estimation accuracy much, but the TOA error is much smaller when the
distance is small.

Moreover, the proposed approach shows reduced errors in two limited scenarios for
conventional weighted-average interpolation methods [5]. When the listening position and
known recorded points are close to the source, the conventional method from Southern [4]
suffers from large errors in terms of azimuth estimation, whilst the proposed method
obtains nearly zero errors in most such cases. As for scenarios of irregular spacing where
the source is closer to one microphone than to the other, the proposed algorithm also obtains
the most accurate estimation of the DOA and TOA among all comparative approaches.
However, the errors of DOA estimation in the simulated great hall using the proposed
method with irregular spacing can be large for a few specular reflections, which will cause
distortions to the interpolated DRIR and affect the perception of the reconstructed spatial
audio to some extent. Since these errors do not occur for the direct sound and the first
specular reflection that are the main dominant components in the DRIR, the proposed
algorithm can still lead to satisfactory results even when using known recordings with
irregular spacing.

Additionally, DRR errors between the interpolated DRIR and the ground truth DRIR
are evaluated in all aforementioned scenarios. Compared with the most accurate method
from Southern, the proposed method obtains equivalent accuracy in all rooms, with slightly
larger DRR errors in most cases and smaller DRR errors in a few irregular spacing cases.
The reason may be related to the limits of accuracy in the signal decomposition and
synthesis processes of the proposed approach. Considering all results for the DOA, TOA,
and DRR, the proposed approach provides, generally, the most accurate interpolation with
two known recordings each time, which suggests precise interpolated DRIRs with limited
data and thus is crucial for dynamic spatial audio reproduction and VR applications.

Future work will focus on mitigating the negative effects brought by the DOA errors
under irregular spacing of known recording positions in the simulated large room, further
ensuring the match between two specular reflections used for interpolation, and complex
acoustic characteristics of real-world rooms. Interpolation at any arbitrary listening points
using more than two measured DRIRs at known positions will also be investigated, before
exploring improved interpolation strategies, such as methods based on triangulation,
as well as subjective metrics for evaluating the listening quality of spatial audio. In addition,
the recreation and synthesis of the late reflections and diffuse components will be studied.
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