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Featured Application: Specific application include detect hot events and monitor the develop-
ment of events, potential applications include public opinion regulatory, monitor emergencies
and multi-modality information processing.

Abstract: The rapid growth of online data has made it very convenient for people to obtain in-
formation. However, it also leads to the problem of “information overload”. Therefore, how to
detect hot events from the massive amount of information has always been a problem. With the
development of multimedia platforms, event detection has gradually developed from traditional
single modality detection to multi-modality detection and is receiving increasing attention. The goal
of multi-modality event detection is to discover events from a huge amount of online data with
different data structures, such as texts, images and videos. These data represent real-world events
from different perspectives so that they can provide more information about an event. In addition,
event evolution is also a meaningful research direction; it models how events change dynamically
over time and has great significance for event analysis. This paper comprehensively reviews the
existing research on event detection and evolution. We first give a series of necessary definitions
of event detection and evolution. Next, we discuss the techniques of data representation for event
detection, including textual, visual, and multi-modality content. Finally, we review event evolution
under multi-modality data. Furthermore, we review several public datasets and compare their results.
At the end of this paper, we provide a conclusion and discuss future work.

Keywords: event detection; event evolution; data representation; multi-modality

1. Introduction

With the development of various online platforms, such as news media platforms (e.g.,
google news), social media websites (e.g., Twitter) and image/video sharing platforms
(e.g., Flickr), users can conveniently get information from the internet or share texts, images
or videos anytime and anywhere by using their smartphones. However, the extensive
development of information platforms has created the problem of “information overload”.
Information changes rapidly and people witnessing or involved in events find it difficult
to find valuable topics amongst the massive information. Therefore, it is a problem for
people to find meaningful topics from the massive online data. One solution to this
problem is called Topic Detection (TD), which focuses on mining real-world occurrences in
unprecedentedly vast online data. Topic detection is originated from the Topic Detection
and Tracking (TDT) task and gradually became a hot research topic with the increase
of online data [1]. Generally, a topic is defined as something non-trivial happening at
a specific time or place [2]. Topic detection techniques can be applied in many realistic
scenarios, such as reputation monitoring [3], public opinion monitoring [4] and emergency
management [5]. In most cases, “topic” and “event” can be exchanged [6]. So, the two
words can be used interchangeably in this paper.
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Although there are many studies about event detection on single modality data and
have achieved excellent performance, these methods cannot deal with multi-modality
data because the multi-modality data are more complex than single-modality data. It
contains textual, image or even video data types. Figure 1 gives an example of multi-
modality data, in which the left picture shows a political event that composed of textual
and image data types, and the right picture shows a sport event that composed of textual
and video data types. Compared with the single data form and limited information of
single-modality data, multi-modality data can represent real-world events from multiple
perspectives and thus provide more comprehensive information of the events. Therefore,
many researchers began to conduct research on multi-modality data. However, multi-
modality event detection is of great challenge, for that the large amount of multi-modality
information has the characteristics of cross platform, multiple modalities, large scale and
information redundancy. Different modalities such as text and visual have the “media gap”,
which make the representation of different modalities in different dimension and cannot be
measured directly.
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Figure 1. Example of multi-modality data.

In recent years, many researchers have surveyed event detection. For example, some
works surveyed event detection techniques by the textual data on social media data, which
is only single-modality data [7–10]. Goswami A et al. [11] reviewed the event detection
methods based on several different online platforms. Tzelepis C et al. [12] surveyed event
detection in audio and video. However, they discuss event detection for different modality
separately, rather than combining the various modalities. Zeppelzauer M et al. [13] gave
various experiments results of event classification based multi-modality data. However,
they mainly focused on event classification and event relevance detection on their designed
experiments. Zhou H et al. [14] mainly reviewed the research of topic evolution maps based
on cross-media data from the perspective of topic modeling. Liu T et al. [15] reviewed the
feature learning and event inference techniques. Zhou H et al. [16] surveyed multi-modal
social event detection. However, they only introduced multimodal data representation
methods, but failed to combine data representation methods with event detection in some
reviewed works.

This paper gives a comprehensive analysis of multi-modality event detection and
evolution. We start with event representation technologies, in which the single-modality
and multi-modality based methods are all surveyed. In each section, we combine the event
detection methods with data representation methods. Then, we review event evolution
under multi-modality data. Subsequently, several multi-modality event detection datasets
are introduced. Based on these datasets, the results comparison between different methods
is presented. Comparison results show that multi-modality event detection can achieve
better results than single-modality event detection on multi-modality datasets. Finally,
we provide a discussion to analyze the development of multi-modality event detection in
the future.
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In the rest of the review, Section 2 introduces the methodology, Section 3 gives the
notion of event detection and evolution. Single-modality data representation and event de-
tection including text based methods and visual based methods are presented in Section 4.
Multi-modality data representation and event detection methods are presented in Section 5.
Section 6 discusses multi-modality event evolution. The public datasets and results com-
parison are provided in Section 7. Section 8 gives the conclusion and Section 9 discusses
future work.

2. Methodology
2.1. Retrieval Strategy

This review is organized under the guidelines of Preferred Reporting Items for Sys-
tematic Reviews and Meta-analyses (PRISMA). We retrieval the well-known academic
databases including IEEE Xplore, Web of Science, Google Scholar and Engineering Village.
The keywords used for the retrieval processes include “event detection”, “topic detection”,
“event evolution”, “photo event detection”, “video event detection” and “multi-modality
event detection”. The retrieval time range is between 1 January 2000 and 30 June 2021, and
all the papers are published in English. In case of omission, some of the literature was
searched manually and confirmed by experts.

2.2. Selection Strategy

To reduce the possible bias in the selection process, all the authors worked together to
decide the selection strategy. Based on the retrieval results, we first excluded papers that
have not been cited by researchers as their contribution may be low. Then we excluded
papers with insufficient relevance; all the three authors worked together to decide whether
a literature is relevant to our study by experience. Finally, 114 papers were included in our
review, most of them are journal articles and conference articles published after peer review.
There are also two ArXiv articles and their citation times are very high, indicating that
they are of high value, so they are also included in our review. All the papers are related
to the different representation techniques applied for single-modality event detection,
multi-modality event detection and multi-modality event evolution. After selection, the
publication distribution of each kind of method is shown in Figure 2.
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Figure 2a shows the text based methods, Figure 2b shows the visual based methods,
Figure 2c shows the multi-modality based methods. We can observe from Figure 2 that the
number of all methods is nearly evenly distributed in our review.

3. The Notion of Event Detection and Evolution

There are several important definitions used in this paper. The goal of topic detection
is to find, organize and utilize multilingual information from a variety of online data by
topic [17]. The concept of “topic” is no longer equivalent to the “topic” in information
retrieval, not a certain “field”, but a relatively specific “event” [18]. In some cases, “topic”
and “event” can be used in general without a strict distinction. Topics can also be thought
of as unusual things that happen in a specific time or place. In order to distinguish it
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from linguistic concepts, the TDT evaluation conference defined relevant elements [19]
as follows:

Topic (definition): Topic consists of a seed event or activity, and all the subsequent
events or activities directly related to it. A topic starts with an event e1 and followed by
other related events {e2, e3 · · ·}. Each event e contains a set of stories {s1, s2, · · · si · · ·} and
a topic consists of a collection of events {e1, e2, · · · ei · · ·}.

Event (definition): Event is special cases caused by specific reasons and conditions,
occurring at some special times and places, and may be accompanied by specific conse-
quences. An “event” is different from the definition of “topic”. A “topic” can be regarded
as a set of events. So, in some special situations, “event” and “topic” can be viewed as the
same concept.

Event evolution (definition): The evolution of topics refers to the existence of identity
and correlation among topics at adjacent time, which is evolution relationship of these
topics with the change of time. The identity of topic is measured by the similarity of
topic phrase. The relation between topic and subsequent topic is defined by the semantic
correlation degree of topic.

4. Single-Modality Data Representation and Event Detection

Data representation is the foundation of event detection because it can translate data
into a structural form, which is a kind of computer recognizable information and can be
easily understood by an event detection algorithm. Therefore, it is very important to study
data representation for event detection. We represent a summary of the data representation
in single-modality event detection in this section, including text based methods and visual
based methods. We summarize these methods respectively.

4.1. Text Based Data Representation
4.1.1. Term Based Methods

In most existing works, text based event detection mainly used the Natural Language
Processing (NLP) based methods to represent data. The most widely used representing
model is the Vector Space Model (VSM) [20], which is an efficient model and is simple.
By VSM, a document is represented by a group of key terms and the corresponding term
weights. Words with higher weights are more important to a document [21]. In general,
terms can be extracted by Term Frequency-Inverse Document Frequency (TF-IDF) [22],
Named Entities Recognition (NER) [23] or Textrank [24]. However, VSM totally ignores
words order and words relationship and lack of semantic information. We call this kind
of event detection methods the term based methods for that in VSM representation, these
terms are isolated. For example, the Group Average Clustering (GAC) proposed by Yang Y
et al. [25] used VSM to represent data, in which only the top k terms are selected to represent
the document and the rest terms are discarded. The value of k is set by experience and the
event detection performance is optimized gradually. Then the similarity measurement is
used to measure the documents similarity and vectors are clustered. Finally, the documents
are clustered to generate events. The basic idea of term based event detection methods is
shown in Figure 3. In addition, the method in [26–30] all used this idea for events detection
on document datasets. In these researches, different feature selection and parameter settings
may influence the results [31]. So preliminary experiments are required to determine the
parameter values.
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4.1.2. Topic Model Based Methods

To avoid the above problems caused by VSM representation, topic modeling, such as
Latent Dirichlet Allocation (LDA) [32], Latent Semantic Indexing (LSI) [33] and Probabilistic
Latent Semantic Indexing (PLSI) [34], is widely used in the next generation for topic (event)
detection. In topic modeling, a document is represented as a probability distribution of a
set of topics, and each topic is represented as a distribution of a set of topic words. The idea
of the topic model is shown in Figure 4, in which α and β are the distribution parameters of
Dirichlet, w is the word. θ, z, ϕ are the latent variables. K, M, N are the number of topics,
number of documents and the number of words in a document, respectively. Topic models
is an unsupervised model and it can extract semantic information from text effectively.
Topic model had achieved great success on text representation and many researchers had
applied topic model on topic detection task. For example, Blei D M and Mcauliffe J D [35]
proposed a supervised LDA model that leveraged the documents information to obtain
better learning process and achieved better representation of documents. Andrzejewski
D et al. [36] proposed to use Dirichlet forest priors to incorporate domain knowledge into
topic modeling. In addition, Blei D M et al. [37] used hierarchical topic model to mine topic
hierarchies and finer grained topics. Hou L et al. [38] proposed a multifaceted news analysis
methods for the online news events search. Li Z et al. [39] provided a new representation
of news articles and news events by using probability model that combined content and
time information. It can be seen from above researches that the probabilistic topic model
method has achieved excellent performance on event detection tasks.
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4.1.3. Graph Based Methods

In recent years, some topic detection research based on graph analytical approaches
was proposed and achieved excellent performance. In graph analytical approaches, a graph
is used to model words co-occurrence frequency in documents and then the graph can be
divided into several parts by community detection. Each part represents a topic and the
documents in corpus can be assigned to the most related topic. The framework of graph
based topic detection is shown in Figure 5. For example, Sayyadi H et al. [2] proposed
a topic detection method based on word co-occurrence, which converts documents into
graph structure by word co-occurrence between documents, and then used community
detection to divide graphs into different parts. Zhang C et al. [40] combined word co-
occurrence graph with semantic information graph established by LDA. Their model can
emphasize the potential co-occurrence relationship between words in text data, so that
important but rare topics can be detected. Chen Q et al. [41] introduced WordNet as external



Appl. Sci. 2022, 12, 2204 6 of 25

semantic knowledge in word co-occurrence graph, enriching the semantic information of
graph structure. Then they extracted topics from the topic graph by community discovery.
They defined a topic pruning process to find the optimal topic with the Markov decision
processes. The graph analytical approaches had achieved excellent performance in topic
detection task. However, its time complexity is also very high.
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4.1.4. Deep Learning Based Methods

With the development of deep learning techniques and natural language processing
techniques, deep learning techniques achieved excellent performance on text representation
and event detection tasks. The word embedding technique is the first step of data represen-
tation based on deep learning. Word embedding techniques learn the representation for
each word and words with a similar meaning are close in space [42]. By using word embed-
ding techniques, the problem of sparseness and dimension disaster can be avoided in text
representation. Based on word embedding techniques, a series of deep learning based event
detection methods have been proposed and achieved excellent performance. For example,
Hu L et al. [1] presented a novel text representation method for event detection task based
on word embedding. They first transform words into continuous low-dimensional vectors
based on word embedding. After that, K-means clustering is used to cluster words that
have similar meaning and then a latent semantic space can be obtained. Their proposed
representation method can reduce the dimension of document representation and alleviates
the sparse semantics, thus improved the efficiency and accuracy of event detection. Hu L
et al. [43] also proposed a novel neural model for event detection and prediction, which
apply a standard Long Short-Term Memory (LSTM) model [44] to learn the shared event
representation between different tasks. The LSTM encoder reads the words within the
event sequentially and updates its hidden state iteratively. The method classifies the events
to predefined types as well as predicts the next probable event by generating a sequence of
words describing it. Bodrunova S et al. [45] proposed a novel approach that incorporates
an assessment of the word proximity of texts, combined with text encoding model that is
based on the system of sentence embedding. Their approach combines Universal Sentence
Encoder (USE) with data pre-processing, agglomerative hierarchical clustering and the
Markov stopping moment to optimize clustering. The proposed model performed better
than traditional text representation methods.

4.2. Visual Based Data Representation and Event Detection

The visual based methods usually leverage the techniques in computer vision field.
The visual based methods can be divided into image based methods and video based
methods. We discuss the two type of methods separately in this section.
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4.2.1. Image Based Data Representation

Image is also a common form of data for event detection except for text. There has
been a lot of research on event detection based on image information. For example, Imran
N et al. [46] proposed a method to classify different event types based on the photos.
They mined the most informative features for the event recognition from photo collections.
Dense Scale-Invariant Feature Transform (SIFT) [47] and color features are extracted and
represented by the Bag-of-Words (BOW) representation. The most important features are
selected by PageRank and Support Vector Machines (SVM) and are used to predict the types
of events. Bossard L et al. [48] proposed a latent sub-event approach for event recognition.
They used discriminative hidden Markov to model the transitions between states, which is
called the Stopwatch Hidden Markov model (SHMM). Experiments on the model show that
their proposed model outperforms approaches based only on feature pooling or a classical
hidden Markov model. Dao M S et al. [49] associated personal image collections with
events. They analyzed the photo collection rather than analyzing individual images. They
exploited three main features, namely Saliency, GIST and Time to extract an event signature,
which is the characteristic for a specific event type. The proposed method detected different
event types such as graduation, wedding, or different types of vacations and sports events.
Moreover, Ruocco M and Ramampiaro H [50] proposed a method to cluster the images,
which takes into account textual annotations, time and geo-location of the images. They
also extended a well-known clustering algorithm called Suffix Tree Clustering (STC), which
originally developed to cluster text documents using document snippets. Papadopoulos S
et al. [51] presented a novel image clustering framework scheme that relies on the creation
of two image graphs representing and two kinds of similarity between images, with the
similarity based on their visual features and their tags. They use visual and tag similarity
and perform clustering on such image similarity graphs by means of community detection.
Subsequently, they classify the resulting image clusters as landmarks or events by using
features related to the temporal, social, and tag characteristics of image clusters. Cooper M
et al. [52] presented a similarity-based method to cluster digital photos, the cluster is based
on time and image content.

Guo C et al. [53] proposed a hierarchical model that can be used to recognize events
in personal photo collections. The method leverages multiple features such as time, scene
and objects. They also study the problem of recognizing events in personal photo albums.
An attention network is introduced to learn the representations of photos. Then a hierar-
chical model is adopted to recognize events from coarse to fine by using multi-granular
features [54]. Kaneko T et al. [55] proposed a method to discover events from the Twitter
stream. They made use of “geo-photo tweets”, which are tweets including both geotags
and photos. Their proposed method mined various events visually and geographically by
using visual information as well as textual information. Zaharieva M et al. [56] explored
a fully automated approach for the detection of specific social events. Both the text and
image metadata of photo collection are used. To explore the applicability of visual-based
information, they employed visual models which are subsequently used to assign an image
to a cluster. Hamrouni A et al. [57] proposed photo-based Mobile Crowdsourcing (MCS)
framework for event reporting, which used an A-Tree shape data structure model for
clustering streaming pictures to reduce information redundancy and provide maximum
event coverage. A summary of the representation of image based event detection is shown
in Table 1.
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Table 1. Representation of image based event detection.

Reference Detection Technique Representation

[46] SVM classification SIFT descriptors, color descriptor

[48] Hidden Markov Model

(1) Global temporal features: time of day, day of week, month;
(2) Low-level visual features: densely sampled SURF descriptors;
(3) Higher-level visual features: the type of scene, type of indoor scene, number of
faces, facial attributes over detected faces.

[49] Classification Saliency, Gist and Time.

[50] Suffix Tree Textual annotations, time and geographical positions.

[51] Hybrid image clustering Visual features (scale invariant feature transform (SIFT)) and their tags

[52] Clustering Temporal and content (low frequency DCT features)

[53] Coarse classification Multiple features including time, objects (CNN features) and scenes (CNN feature)

[54] Hierarchical model Representations based on attention network (including image, attribute, scene
and time)

[55] Clustering
Visual information (bag-of-features with densely-sampled SURF local features and
64-dim RGB color histograms) as well as textual information (event
keyword detection)

[56] Clustering Visual dict (used PHOW features to construct a bag-of-visual-words model from
the selected image set), text (type, location, time)

[57] Clustering Combinations of photos visual (SIFT) and semantic features, and the
photo proprieties

4.2.2. Video Based Data Representation

Video is also a widely used form of data for event detection tasks. Video can be viewed
as an image sequence. Different from images, motion should be considered in the video.
Data representation and feature selection of video is of great challenge in video based event
detection task. In our review, the video based event detection can be divided into three
categories: low level feature based methods, high level feature based methods and deep
learning based methods.

Low level features can be divided into static frame based visual features and motion
visual features. In which, static frame based visual features are the most widely used in
the video event detection. The most known static frame based features is Scale-Invariant
Feature Transform (SIFT) [47] that proposed by Lowe D G, and it has been successfully used
in some event detection works. For example, to combine the features extracted from video
for complex event recognition, Tang K et al. [58] proposed a method that can be selective
of different subsets of features including SIFT and the sets of features are considered
independently. Some researchers used the improvements of SIFT, such as colorSIFT [59],
for video event detection task. For example, Lan Z et al. [60] used three image features
including are SIFT, ColorSIFT and Transformed Color Histogram (TCH) for the video
detection task.

There are some events that evolve with time, which are more complex than static
events. To deal with this situation, the motion visual features have been proposed. For
example, Tamrakar A et al. [61] used both the static and dynamic features including the
Motion SIFT (MoSIFT) [62], which is a 3D version of SIFT, for complex event detection.
In addition, Yang Y. [63] used three motion features including Spatio-temporal interest
points (STIP) [64], Motion SIFT and Dense Trajectories for complex event detection. Tang K
et al. [58] extracted the 3D Histogram of Oriented Gradients (HoG3D) [65] and computed
video-level histograms for complex event recognition. Alamuru S and Jain S [66] detected
the multiple events in the videos, in which the gradient local ternary pattern, histogram
of oriented gradients, and Tamura features are used. This feature is extracted from the
enhanced frames.
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Researchers have also studied high level representation for video based event detec-
tion. For example, Merler M et al. [67] proposed semantic model vector to detect events
in unconstrained videos. The semantic model vector is an intermediate level semantic
representation and is extracted using a set of discriminative semantic classifiers, each being
an ensemble of SVM models. An end-to-end video event detection system was adopted
and combined semantic model vectors with other static or dynamic visual descriptors,
extracted at the frame, segment, or full clip level. Gkalelis N [68] proposed to use a model
vector-based approach, where visual concept detectors are used to automatically describe
a video sequence in a concept space. In addition, there are some researchers who used
high-level video representations with a set of low-level features for video event detection.
For example, Yu Q et al. [69] used the static features, dynamic features and the bag-of-word
representations to represent action, scene and object concepts.

With the development of deep learning, many researchers used deep convolutional
neural networks (CNN) for computer visual tasks and has achieved great success in video
processing [70]. For example, Xu Z et al. [71] were the first to propose to use encoding
techniques for video representation generation. Their proposed method is a discriminative
video representation on large dataset under limited hardware resources. The representation
effectively applied deep Convolutional Neural Networks (CNNs) to the event detection
task. To enrich visual information, they proposed to use a set of latent concept descriptors
as the frame descriptor. Zha S et al. [72] surveyed different methods for event detection
and action recognition in videos by using convolutional neural networks (CNN). Results
show that the CNN-based approach can outperform the static and motion-based Fisher
vector techniques. What is more, integrating motion information with simple late fusion
can improve classification performance. Ye G et al. [73] proposed a large scale event-specific
concept library that covers many real-world events and concepts, which is called EventNet.
They trained a Convolutional Neural Network (CNN) model to extract deep learning
feature from video content. Tian H et al. [74] proposed a new multimodal deep learning
framework for video event detection, which can automatically generate deep features from
each modality.

Besides the CNN, there also some recent works that used other deep learning methods.
For example, Pouyanfar S et al. [75] proposed a new ensemble deep learning framework,
which can be utilized in various scenarios and datasets. Their proposed method not
only overcomes the imbalanced data issue, but also decreases the information loss and
overfitting problems caused by single models. Xu H et al. [76] proposed the Joint Event
Detection and Description Network (JEDDi-Net). The model utilized three-dimensional
convolution to extract video appearance and motion features, which are sequentially passed
to the temporal event proposal network and the captioning network. Zhang L et al. [77]
proposed a two stage neural network for the video event classification task, where the first
stage can transfer pre-learned object knowledge to video contents and the second stage can
combine temporal information by RNN. A summary of the representation of video based
event detection methods is shown in Table 2.
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Table 2. Representation of video based event detection.

Category Reference Representation

Low-level feature

Static frame based
visual features

[58] Various static features including Scale-Invariant Feature
Transform (SIFT)

[60] Three image features including SIFT, ColorSIFT and Transformed
Color Histogram (TCH)

Motion
visual

features

[61] Motion SIFT (MoSIFT)

[64] Spatio-temporal interest points (STIP), Motion SIFT and
Dense Trajectories

[58] Various features including 3D Histogram of Oriented
Gradients (HoG3D)

[66] Gradient local ternary pattern, histogram of oriented gradients and
Tamura features

High level representation

[67]
Semantic model vectors which is an intermediate level semantic

representation extracted using a set of discriminative
semantic classifiers.

[68]
Decomposed video to a sequence of shots and trained visual

concept detectors are used to represent video content with model
vector sequences.

[69] Static features (i.e., SIFT) and dynamic features (i.e., STIP and
Dense Trajectory Based features)

Deep learning based methods

[70] Deep convolutional neural networks (CNN)

[71] Deep convolutional neural networks (CNN)

[72] Deep convolutional neural networks (CNN)

[73] Deep convolutional neural networks (CNN)

[74] Deep convolutional neural networks (CNN)

[75] Enhanced Ensemble Deep Learning

[76] Three-dimensional convolutional layers

[77] Two-stage neural network strategy

5. Multi-Modality Data Representation and Event Detection

As the various online media applications proliferate, a large amount of multi-modality
content is available on the internet. This content is being created and is massive. Thus,
detecting events from the multi-modality data is of great significance. A multi-modality
event detection system can detect events and group the related data by the representation
of event data. It requires the analysis of large scale data from different sources [78], so it
is a great challenge to find events from the online multi-modality data. In multi-modality
event detection, the data representation is the most important part. The framework of
multi-modality data representation and event detection is shown in Figure 6. The basic
idea is to project multiple types of modality data in a commonly shared space to make sure
that the different modalities can be compared.
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Multi-modality event detection can provide more comprehensive understanding of
events. Multi-modality data have brought new opportunities for people to scene what is
happening in the world and provide a great challenge to researchers. Firstly, the multi-
modality data are heterogeneous and it is very hard to analyze the data, the data are
from different sources in multiple modalities. In addition, the multi-modality data are
of multiple characteristics and attributes. The multiple characteristics and attributes are
also heterogeneous and important for events detection. Therefore, the representation of
the multi-modality data is of great significance for multi-modality event detection. Many
researchers have made a deal of efforts to address these challenges. In this section, we
classify these methods into feature fusion methods, matrix factorization based methods,
topic model based methods, deep learning based methods and other methods.

5.1. Feature Fusion Based Methods

Event detection from multi-modality data is a difficult task that combines text, images
and video. To exploit the heterogeneous data and multiple feature modalities, different
fusion approaches including early fusion and late fusion have been proposed. In early
fusion, also known as feature level fusion, all the features including textual and visual
features are concatenated into a single feature vector at feature level [79]. For multi-modality
event detection with early fusion, a set of concatenated features is feed into a classifier for
training. Thus, the trained classifier can separate test data into different event types. Late
fusion combined the posterior probabilities obtained from the classifiers of each feature
type. In this case, several models are trained for text, image and video and then combined
at decision level [80]. Late fusion combines the confidence scores of different models by
leverage feature modalities. The confidence score measures the probability of classifying
the data into different event types. Different to early fusion, late fusion trained separate
classifiers for the features and then several classifier outputs probabilities for the different
types instead of predicted labels.

In addition, the intermediate fusion methods are proposed. For example, some works
represent different modalities and fuse them by extracting joint latent topics using a multi-
modal extension of LDA [81]. Mei T et al. [82] presents a novel probabilistic approach which
can fuse multimodal metadata for event based home photo clustering. They incorporated
these multimodal metadata into a unified probabilistic framework. Some more complex
fusion methods are also proposed. These models used more learning stages to optimize the
weights of each feature modality to the final fusion event detection models. In addition,
many works have constructed event detection models by combining the early, late, and
other fusion techniques [83,84].
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5.2. Matrix Factorization Based Methods

Matrix factorization based methods aim to learn low-dimensional representation of
data for event detection. However, the constraints such as non-negativity, sparsity, low-rank,
and so forth, should be considered by observing the data characteristics. The constraints
have been widely used and research shows that they are effective in feature extraction
and dimension reduction. Matrix decomposition aims to decompose a matrix into two
sub-matrices. The idea of matrix factorization can be used in multi-modality representation
learning without considering the number of modalities. Recently, some event detection
research explored multimodal data representations. Representative works include Singular
Value Decomposition (SVD) [85], Non-negative Matrix Factorization (NMF) [86,87] and
Dictionary Learning (DL) [88,89]. For example, Xue Z et al. [90] proposed a semi-supervised
co-clustering method for multi-modality topic detection. In their work, the non-negative
matrices are used to represent multi-modality data, in which the matrix represents the
relationship between the central data and the feature modality. Then the clusters of the
central data and every feature modality can be obtained by tri-factorizing these matrices
simultaneously, and every cluster of the central data can correspond to an event. Gupta S
K et al. [86] proposed a shared subspace learning framework, in which a subspace shared
between different data sources is learned by a Nonnegative Matrix Factorization. The
proposed method learns co-occurrences from the subspaces of the target and auxiliary
datasets by explicitly learning a common subset of basis vectors. There are also some
studies proposing the multimodal graph regularized sparse representation methods, which
are achieved by concatenating the unimodal data representations. For instance, Yu Z
et al. [91] proposed a discriminative coupled dictionary hashing (DCDH) method, in which
the side information is used for the learning of coupled dictionary for each modality. The
coupled dictionaries can be used to preserve the intra-similarity and inter-correlation
among multi-modality data, and it also contain dictionary atoms that are semantically
discriminative. Yu J et al. [92] proposed a multimodal hypergraph learning-based sparse
coding method by concatenating the unimodal data representations. They used the method
to predict image click and applied the click data to the reranking of images. Sharma A
et al. [93] presented a multi-view feature extraction approach called Generalized Multiview
Analysis (GMA). GMA has various important properties that are required for cross-view
classification, which is a supervised model relying on labeled data for training.

5.3. Topic Model Based Methods

Probabilistic models have been widely used in event detection. However, most proba-
bilistic model based research detects events in documents. In these methods, each document
is represented as the distribution on a set of topics, and each topic is represented as the
distribution on a set of topic words, as discussed in Section 4.1.2. For multi-modality
event detection, due to the fact that the multi-modality data not only contain texts, but
also contain visual information such as image and video. Therefore, topic models for
multi-modality event detection had been researched by some researchers.

Several methods have been proposed to apply topic models to deal with the multi-
modality data [94,95]. In multi-modality data based event detection, not only words but
also other modalities need to be taken into consideration. Cai H et al. [95] proposed a novel
topic model that models the text, image, location, timestamp and hashtag feature of Twitter
to discover events. In this model, each tweet is assigned to a topic and each topic has a
mixture of several important Twitter features distributions. Qian et al. [96] proposed a
boosted multimodal supervised Latent Dirichlet Allocation (BMM-SLDA), which is used
for the event classification task. The model integrated the multi-modal supervised Latent
Dirichlet Allocation (mm-SLDA) [97] in the boosting framework. The BMM-SLDA can
effectively exploit the multi-modality and the multiclass property of social events, as well as
make use of the label information to classify multiclass social event directly. Qian et al. [98]
also proposed a novel multi-modal event topic model (mmETM), which can effectively
model social media information such as text with images. It also learns the correlations
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between textual and visual modalities to separate the visual-representative topics and
non-visual-representative topics.

5.4. Deep Learning Based Methods

Some works also proposed deep learning based multi-modality event detection. For
instance, Chang X et al. [99] proposed a bi-level semantic representation analyzing method.
Their method learns semantic representation weights, and the negative influence caused by
the noisy or irrelevant concepts are restrained. Lv J et al. [100] presented a novel heteroge-
neous graph embedding method HGE2MED, which can be used to learn the heterogeneous
relations and obtain the representation of each node. They obtained heterogeneous walking
sequences by heterogeneous random walk, which can mine the relation of graph structure
and triplet sample and outperforms low-rank representation. Abebe M A et al. [101] in-
troduced a generic Social-based Event Detection framework (SEDDaL), the model input a
collection of social media objects from heterogeneous sources and produced semantically
meaningful events interconnected with spatial, temporal, and semantic relationships.

5.5. Other Methods

There are also some other data representation methods for multi-modality event
detection, which cannot be categorized into the above categories. For instance, Yang Z
et al. [102] present a shared multi-view data representation (SMDR) model for multi-domain
event detection that learns the intrinsic structures between different data views. Huang P Y
et al. [103] combined the textual and visual information by nonlinear Canonical Correlation
Analysis (CCA), in which the LSTM is used to pre-encode the textual and visual features
and multi-layer perceptron with a residual link. There are also some methods based on
hashing that obtain features of multi-modal data. In these methods, different modalities
are projected into a commonly shared space. For example, Donald Metzler D et al. [104]
proposed a method to retrieve a list of historical event summaries, in which high quality
event representations is extracted by using the temporal query expansion technique. Li W
et al. [105] proposed a multimodal topic and-or graph (MT-AOG), which can be used to
represent important textual and visual elements of news stories. MT-AOG models latent
topic structures by leveraging a context sensitive grammar that can describe the hierarchical
composition of news topics by semantic elements about people involved, related places,
and what happened.

The advantages and disadvantages of the multi-modality event detection methods are
shown in Table 3.

It can be seen from Table 3 that all models have some advantages, but the disadvan-
tages of some models are not introduced, mainly because most of these models are applied
to specific scenarios and solve specific application problems. Since the researches in the
field of multi-modality event detection faces different scenarios and the problems to be
solved are also different, these models are not universal. Most of the researches are carried
out on the self-collected datasets, so it is difficult to evaluate which model is the best or
worst. Only a small number of studies were evaluated under the same dataset, and their
performances were compared in the evaluation part of Section 7.
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Table 3. Advantages and disadvantages of the multi-modality event detection methods.

Category Reference Advantages Disadvantages

Feature fusion based methods

[79] Utilize various features Lack of social network information

[80] Constrained clustering algorithm is
used to achieved high accuracy

Imbalanced data and parameter setting
is not optimal

[81] Automatic concept mining and boosted
concept learning Application is limited

[82] Unsupervised and without
predefined threshold Lack of more types of semantic features

[83] Need no manual annotation and can
adapt concepts to news domains -

[84] Utilized the information contained in
the related exemplars -

Matrix factorization
based methods

[85] Robust to data incompleteness -

[86] Can discover the shared structure
between the datasets -

[90] semi-supervised co-clustering with
side information Parameters setting is not automatic

[91] Contain dictionary atoms that are
semantically discriminative -

[92] Predict image clicks and solved the
problem of lack of data -

Topic model based methods

[94] Generate visualized summaries Lack of personalized microblog
summarization

[96] exploit the multimodality and suitable
for large-scale data Without videos and audios modality

[97] Exploit various property jointly and
classify multi-class events -

[98]
Can classify the visual-representative

topics from
non-visual-representative topics

Didn’t consider different domains

Deep learning based methods

[99] restrains the negative influence of noisy
or irrelevant concepts -

[100] Maintain multi-view information by
robust representation -

[101] A generic model to describe events and
their relationships -

Other Methods

[102] Deal with multi-view tasks Poor data quality and high complexity

[103] Jointly regularizing the encoded
representations

Lack of event summarization and
itemization

[104] Retrieval structured event
representation, robust and effective -

[105] Structured topic representation -

6. Multi-Modality Event Evolution

The multi-modality events evolution analysis trains a model based on the event multi-
modality data. Event evolution analysis aims to find the correlation among topics at the
adjacent time, which is an evolution of the relationship of these topics with the change of
time. Event evolution analysis can help the user to understand the development or trend
of an event.
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There are many works researching how to model the event evolution within multi-
modality data. Previous evolution modeling methods are mainly focused on a single
modality such as text and video/image. However, multi-modality data are very different
from single modality data. So, the evolution of multi-modality event evolution is a great
challenge and needs completely different methods. Neo S Y et al. [106] proposed to improve
news video search by using the semantics of video and relevant external information
resources, and then discover topic hierarchy for browsing key events and supporting
question answering (QA). The work combined multimodal event information extracted
from various online platforms for event evolution analysis and introduced topic evolution
based on the interest of users. What is more, they extended QA to deal with the various
types of specialized video queries. To develop the browsing systems that can allow us to
search results with rich information mined from various sources, the synchronization of
multiple media content is investigated in the form of hyperlinks [107]. This method can
achieve the visualization and exploration of different information landscapes inherent in
search results. The content mining and selection from web videos, space-time alignment
of multiple media, and augmenting of search result with when and what information are
studied in the work for developing these browsing features. Wu X et al. [108] explored
to discover event from web video and model the event evolution structures. Web users
can better understand the major event through a concise structure that shows the events
evolution associated with the representative text keywords and visual shots. The event
structure represents the important properties, which can realize video visualization and
browsing effectively. Wang D et al. [109] introduced a novel framework that used text and
image data to generate storylines for a given topic. The key idea is to construct a weighted
multi-view graph that can be used to capture the context and temporal relationships
between the topic-related objects, given a set of images and their textual descriptions.
Then the objects are selected by solving the minimum weight connected dominant set
problem defined on the graph. The proposed framework provides a storyline with text,
images, and structural information, and provides sketches of the topic evolution. Shan D
et al. [110] proposed a system for event extraction and retrieval called EventSearch. The
system was conducted on several types of historical data such as news articles, newspapers,
TV news, and micro-blog messages. The system detects events and can provide a better
understanding of event evaluation and causalities among events. The system also provides
a visualization for events based on multimedia, in which each event snippet consists of
multi-modality data elements. In order to enhance the readability of information and
improve user utility, different types of data are combined by a systematic manner. Xu S
et al. [111] proposed a novel solution to extract and reconstruct the storylines. Specifically,
they first investigated the requisite properties of the storyline and devised an algorithm
to extract all effective storylines, in which the properties are optimized at the same time.
Finally, the extracted lines are all reconstruct and generated the story map with high quality.
Qian S et al. [98] proposed a multi-modal event topic model (mmETM) for the multi-modal
topics detection and evolutionary trends analysis, which can be used to generate event
summary effectively. mmETM models social media data including the text and their related
images. For social event tracking, they use the mmETM to obtain the textual and visual
topics of social events. Qian S et al. [112] later proposed a nonparametric tracking model
for event tracking, which is an online multimodal multi-expert learning algorithm that
can automatically learn the number of topics. It adopts a novel multi-expert minimization
restoration scheme. The model drift problem in event tracking can be alleviated by allowing
the tracked model to evolve backward and canceling unnecessary model updates. Li W
et al. [106] proposed multimodal topic and-or graph (MT-AOG) that can represent textual
and visual information and their latent topic structures. The model can track and update
the incoming news streams. The topics detected in different time periods are linked and
topic trajectories can be generated, which shows how topics emerge, evolve, and disappear
over time. The MT-AOG model can also effectively track and update the states of news.
Table 4 shows the comparison among typical multi-modality event evolution models.
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Table 4. Comparison of the multi-modality event evolution models.

Models Modality Data Type Characteristic

[107] News video, web news articles and
news blogs

Topic evolution based on various online platforms and based on the
interest of users.

[108] Web video, news article Topic evolution with various media information, and enables the
visualization and exploration of different information.

[109] Web video A concise structure that shows the evolution of events associated
with the representative text keywords and visual shots.

[110] Images, text Text and image are combined to analysis and deliver the storyline
and structural information to provide topic evolution sketch.

[111] Web news, newspaper,
TV program, Weibo

Events in a very long time period are detected and traced, and a
multimedia-based visualization is provided.

[112] Web news with image Storyline extraction and reconstruction, a unified algorithm is
designed to extract all effective storylines.

[99] Web news, image
An incremental learning strategy is adopting informative textual and
visual topics of social events over time to help understand events and
their evolutionary trends.

[106] News Text, image
Tracking topics detected in certain continuous time periods. Link all
detected topics in different time periods to form topic trajectories
over time.

[113] Web news, images

Nonparametric online multimodal tracking module that allows the
tracked model to evolve backwards to undo undesirable model
updates, which helps alleviate the model drift problem of social
event tracking.

7. Datasets and Evaluation
7.1. Datasets

Most of the existing works used self-collected datasets and these datasets are not public.
So, it is hard to compare their performance. However, there are also some public datasets
were used to evaluate multi-modality event detection. So, we only give the comparison
between some specific works on several public datasets in this section.

(1) Social Event Detection (SED) dataset. The SED datasets are provided by the MediaEval
challenge. The goal of this task is to discover social events of interest from the mass
of user-generated Flickr multi-modality content and the metadata surrounding it. It
released four subsets in 2011–2014: SED2011 [113], SED2012 [114], SED2013 [115],
SED2014 [116]. Different years released different challenges. The statistic information
of the datasets is shown in Table 5.

Table 5. Datasets of SED 2011~2014 for event detection.

Data Time Introduction

SED2011 2011 Contains 73,645 images of five cities: Amsterdam, Barcelona,
London, Paris and Rome.

SED2012 2012 Contains 167,332 images of five cities: Barcelona, Madrid,
Cologne, Hamburg and Hannover

SED2013 2013
Contains 427,370 images and 1327 videos with XML
timestamps, geographic information, tags, titles,
descriptions, etc.

SED2014 2014
SED 2014 released two datasets. One dataset contains
362,578 images and the other dataset contains 110,541
images. The metadata of the two datasets are available.
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(2) Multi-modality Social Event Dataset. This dataset is a multi-modality social event
dataset (short for MMSE) downloaded from Flickr and has different versions. The
datasets are composed of image and text data. The first version was released in 2014
and contains 36,000 documents that consist of 10 types of events [97], the second ver-
sion was also released in 2014 and contains 59,500 documents that consist of 12 types
of events [117], the third version was released in 2015 and contains 107,600 documents
that consist of 18 types of events [96], the latest version named HFUT-mmdata was
released in 2019 and contains 74,364 documents that consist of 10 types of events [118].
The details of these datasets are shown in Table 6.

Table 6. Multi-modality social event dataset based on Flickr.

Dataset Name Source Number of
Event Types Content Documents Number

of Each Event
Total Documents

Number Year

MMSE (version 1) Flickr 10 image and text 2500~5000 36,000 2014
MMSE (version 2) Flickr 12 image and text 3000~6000 59,500 2014
MMSE (version 3) Flickr 18 image and text 4000~8000 107,600 2015

HFUT-mmdata Flickr 10 image and text 7000~9000 74,364 2019

7.2. Evaluation

Table 7 shows the comparison of results of SED 2011~2014 under different challenges.
The F-measures as well as the normalized mutual information (NMI) are used to evaluate
the performance.

Table 7. Results of comparison results on SED 2011–2014 datasets.

Challenge 1 Challenge 2 Challenge 3

F-Score NMI F-Score NMI F-Score NMI

SED2011

[119] 0.69 0.41 0.33 0.54
[120] 0.77 0.63 0.64 0.38
[121] 0.59 0.27 0.69 0.62
[122] 0.65 0.24 0.50 0.45

SED2012

[123] 0.22 0.02 0.30 0.20 0.48 0.31
[124] 0.85 0.72 0.91 0.85 0.90 0.74
[125] 0.19 0.18 0.75 0.67 0.67 0.47
[126] 0.70 0.60 NA NA 0.61 0.45

SED2013

[127] 0.57 0.87
[128] 0.95 0.99
[129] 0.88 0.97
[130] 0.93 0.98
[131] 0.88 0.97
[132] 0.78 0.94

SED2014
[133] NA 0.98
[134] 0.97 0.99
[135] 0.94 0.98

The results of the four years are shown in Table 7. In which, the bold number rep-
resents the best results of different challenges under SED2011–SED2014. In the first year
(2011), [120] achieved the best performance in challenge 1, mainly because it classifies
the photos to cities at first and then partitioned the photos into buckets that contains the
photos of the same day or same city. In challenge 2, [121] achieved the best performance,
mainly because the approach matches the photos to event descriptions retrieved from
online event directories.

In the second year (2012), the performance of challenge 1 is worse than the performance
of challenge 2 and challenge 3, it is because the term “technical events” is fuzzy. The
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performance of challenge 2 is better than the performance of challenge 3, it is because
soccer events are much clearer than the Indignados events. Ref. [124] achieved the best
performance on the three challenges. Because it also contains a city classification step and
then LDA is used for topic detection for each city.

In the third year (2013), the objectives of challenge 1 has some difference with SED
2011 and SED 2012, and no filtering step was required for all images in SED 2013. Since the
photos in dataset were related to metadata, this actually involves a multimodal clustering.
Ref. [128] achieved the best performance, because that the challenge of clustering is easier
than challenges of SED 2012 and the additional process of filtering or classification is
not required.

In the fourth year (2014), the three methods achieved similar performance. SED 2013
and SED 2014 performed better than SED 2011 and SED 2012, mainly because in SED
2013 and SED 2014 datasets, the non-events data are filtered in advance. Therefore, filter
non-event data in advance can effectively improve the event detection performance. From
the results, we can see that, there is still space for improvements of the multi-modality
event detection tasks.

As shown in Table 8, seven methods are compared and evaluated. In which SLDA
(visual) and SLDA (text) are the supervised Latent Dirichlet Allocation (SLDA) [136] with
only visual features and textual features, respectively. mmLDA + SG and mmLDA + SVM
are multi-modal Latent Dirichlet Allocation (mmLDA) [137] using softmax regression
method and Support Vector Machine (SVM) for classification, respectively. mm-SLDA [97]
is a supervised version of mm-LDA [137]. BMM-SLDA [117] is boosted multi-modal
supervised Latent Dirichlet Allocation that used boosting weighted sampling strategy to
train the corresponding topic models. KGE-MMSLDA [118] is the knowledge priors- and
max-margin-based topic model that integrates additional knowledge from an external
knowledge base.

Table 8. The results comparison on multi-modality social event dataset.

SLAD
(Visual)

SLDA
(Text) mmLDA + SG mmLDA + SVM mm-

SLDA
BMM-
SLDA

KGE-
MMSLDA

MMSE (version 1) 0.359 0.758 0.699 0.755 0.803 NA
MMSE (version 2) 0.401 0.717 0.671 0.715 0.766 0.877
MMSE (version 3) 0.312 0.702 0.665 0.724 0.722 0.835

HFUT-mmdata 0.763 0.851

Table 8 shows the performance on multi-modality event datasets (MMSE and HUFT-
mmdata) and the accuracy values. In which, the bold number represents the best results
of methods under different multi-modality social event dataset. It is obvious that the
performance of SLDA (text) is much better than that of SLDA (visual) on all datasets,
which means that the textual information is more important than visual information on
multi-modality event detection tasks. In addition, SLDA (Text) is better than mmLDA (SG);
this is because mmLDA only adopts the multi-modality information and SLDA uses the
supervised information. It means that supervised information is useful. However, multi-
modality based methods, such as mm-SLDA, BMM-SLDA and KGE-MMSLDA, achieved
better results compared with the single-modality based methods such as SLDA (visual) and
SLDA (text), which means that multi-modality feature is effective for event detection. In
addition, results on HUFT-mmdata show that KGE-MMSLDA performs the best compared
with other methods. It is because KGE-MMSLDA integrates additional knowledge into
a unified topic model, which means that embedding external knowledge can effectively
improve the event detection performance.

8. Conclusions

In this paper, we give a comprehensive review of multi-modality event detection. We
first reviewed the related definition and then discussed the various event representation
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approaches including single-modality data representation and multi-modality data rep-
resentation for event detection. We discussed the single-modality event representation in
different media types, that is, text based methods and visual based methods. For the former,
we discussed various feature representation methods in detail, such as term based methods,
topic model based methods, graph based methods and deep learning based methods. For
the latter, we discussed in detail the image based methods and video based methods. Then,
we introduced multi-modality data representation for event detection, we classified the
methods into feature fusion based methods, matrix factorization based methods, topic
model based methods, deep learning based methods and other methods. For each kind of
method, we introduced the representative methods and their characteristics. Based on this,
we further introduced the multi-modality event evolution methods. Subsequently, we sum-
marized the most popular public datasets for multi-modality event detection and compared
the results of representative works on these datasets. Results show that multi-modality
data perform better than single-modality data.

9. Future Work

With the rapid growth of multi-modality data, online data are now considered to
be more complex with the characteristic of multi-modality, cross-platform, noisy and
information redundancy. Data representation became an important step of event detection
tasks. Although some significant achievements have been made in this field, multi-modality
event detection remains a very difficult task and further efforts can be made in the following
aspects in the future.

(1) Take advantage of the diversity of multi-modality data. Multi-modality data types
are not limited to modality diversity, such as textual and visual information, but also
include social links and user behavior information such as comments and repost.
Therefore, we should consider how to use this information in future research;

(2) Event evolution problems. Although there have been many topic evolution studies
on multi-modality data, which have yielded valuable results, there are still some
problems such as no standard model evaluation benchmark for multi-modality topic
evolution models. Therefore, an evaluation method for multi-modality topic evolution
models should be proposed for the performance evaluation;

(3) Lack of public datasets. Although there are some public datasets for multi-modality
event detection, such as SED 2011–SED 2014 and multi-modality social event datasets
mentioned above, these datasets still lack diversity. Therefore, it is necessary to de-
velop more diversified datasets that contains more attribute information and conduct
more comprehensive multi-modality event detection in the future;

(4) Improve the interpretability of event detection models. The current event detection
models are mostly black-box models. The model and results lack reasonable expla-
nation. Therefore, we should focus on how to improve the interpretability of event
detection models in the future;

(5) Improve the data representation for multi-modality data. In existing multi-modality
topic detection methods, modality fusion is mostly based on simple feature concate-
nation. In addition, time synchronization in different modalities is not considered.
What is more, existing representations also have high time complexity, which is what
we need to research in the future.
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27. Petrović, S.; Osborne, M.; Lavrenko, V. Streaming first story detection with application to twitter. In Proceedings of the Human
Language Technologies: The 2010 Annual Conference of the North American Chapter of the Association for Computational
Linguistics, Los Angeles, CA, USA, 2–4 June 2010; pp. 181–189.

28. Sankaranarayanan, J.; Samet, H.; Teitler, B.E.; Ieberman, M.D.; Sperling, J. Twitterstand: News in tweet. In Proceedings of the 17th
ACM Sigspatial International Conference on Advances in Geographic Information Systems, Seattle, WA, USA, 4–6 November
2009; pp. 42–51.

http://doi.org/10.1016/j.knosys.2017.09.039
http://doi.org/10.1145/2542214.2542215
http://doi.org/10.1109/TKDE.2012.29
http://doi.org/10.1109/TKDE.2007.1040
http://doi.org/10.1080/0952813X.2020.1785019
http://doi.org/10.1111/coin.12017
http://doi.org/10.1108/OIR-08-2015-0281
http://doi.org/10.1007/s13278-016-0414-1
http://doi.org/10.1016/j.imavis.2016.05.005
http://doi.org/10.1016/j.imavis.2015.12.004
http://doi.org/10.1016/j.knosys.2017.03.009
http://doi.org/10.1007/s11042-019-7567-7
http://doi.org/10.1016/j.knosys.2020.105695
http://doi.org/10.1145/361219.361220
http://www.staff.city.ac.uk/~{}sbrp622/idfpapers/ksj_orig.pdf
http://doi.org/10.1016/0306-4573(88)90021-0


Appl. Sci. 2022, 12, 2204 21 of 25

29. Vakali, A.; Giatsoglou, M.; Antaris, S. Social networking trends and dynamics detection via a cloud-based framework design. In
Proceedings of the 21st International Conference on World Wide Web, Lyon, France, 16–20 April 2012; pp. 1213–1220.

30. Brants, T.; Chen, F.; Farahat, A. A system for new event detection. In Proceedings of the 26th Annual International ACM SIGIR
Conference on Research and Development in Information Retrieval (SIGIR), Toronto, ON, Canada, 28 July–1 August 2003;
pp. 330–337.

31. Liu, L.; Kang, J.; Yu, J.; Wang, Z. A comparative study on unsupervised feature selection methods for text clustering. In
Proceedings of the 2005 International Conference on Natural Language Processing and Knowledge Engineering, Wuhan, China,
30 October–1 November 2005; pp. 597–601.

32. Blei, D.M.; Ng, A.Y.; Jordan, M.I. Latent dirichlet allocation. J. Mach. Learn. Res. 2003, 3, 993–1022.
33. Dumais, S.T.; Furnas, G.W.; Landuaer, T.K. Indexing by latent semantic analysis. J. Am. Soc. Inf. Sci. 1990, 41, 391–407.
34. Hofmann, T. Probabilistic latent semantic indexing. In Proceedings of the 22nd Annual International ACM SIGIR Conference on

Research and Development in Information Retrieval, Berkeley, CA USA, 15–19 August 1999; pp. 50–57.
35. Blei, D.M.; McAuliffe, J.D. Supervised topic models. Adv. Neur. Inf. Process Syst. 2010, 3, 327–332.
36. Andrzejewski, D.; Zhu, X.; Craven, M. Incorporating domain knowledge into topic modeling via Dirichlet forest priors. In

Proceedings of the 26th Annual International Conference on Machine Learning, Montreal, QC, Canada, 14–18 June 2009; pp. 25–32.
37. Blei, D.M.; Griffiths, T.L.; Jordan, M.I.; Tenenbaum, J.B. Hierarchical topic models and the nested Chinese restaurant process. In

Advances Neural Information Processing Systems 16; MIT Press: Cambridge, MA, USA, 2004. Available online: https://proceedings.
neurips.cc/paper/2003/file/7b41bfa5085806dfa24b8c9de0ce567f-Paper.pdf (accessed on 1 November 2021).

38. Hou, L.; Li, J.; Wang, Z.; Tang, J.; Zhang, P.; Yang, R.; Zheng, Q. Newsminer: Multifaceted news analysis for event search. Knowl.
Based Syst. 2015, 76, 17–29. [CrossRef]

39. Li, Z.; Wang, B.; Li, M.; Ma, W. A probabilistic model for retrospective news event detection. In Proceedings of the 28th Annual
International ACM SIGIR Conference on Research and Development in Information Retrieval, Salvador, Brazil, 15–19 August
2005; pp. 106–113.

40. Zhang, C.; Wang, H.; Cao, L. A hybrid term–term relations analysis approach for topic detection. Knowl.-Based Syst. 2016, 93,
109–120. [CrossRef]

41. Chen, Q.; Guo, X.; Bai, H. Semantic-based topic detection using markov decision processes. Neurocomputing 2017, 242, 40–50.
[CrossRef]

42. Mikolov, T.; Chen, K.; Corrado, G.; Dean, J. Efficient estimation of word representations in vector space. arXiv 2013, arXiv:1301.3781.
43. Hu, L.; Yu, S.; Wu, B.; Shao, C.; Li, X. A neural model for joint event detection and prediction. Neurocomputing 2020, 407, 376–384.

[CrossRef]
44. Hochreiter, S.; Schmidhuber, J. Long short-term memory. Neural Comput. 1997, 9, 1735–1780. [CrossRef]
45. Bodrunova, S.S.; Orekhov, A.V.; Blekanov, I.S.; Lyudkevich, N.S.; Tarasov, N.A. Topic detection based on sentence embeddings

and agglomerative clustering with markov moment. Future Internet 2020, 12, 144. [CrossRef]
46. Imran, N.; Liu, J.; Luo, J.; Shah, M. Event Recognition from Photo Collections via Pagerank. In Proceedings of the 17th

ACM International Conference on Multimedia, Beijing, China, 19–24 October 2009; pp. 621–624. Available online: https:
//dl.acm.org/doi/epdf/10.1145/1631272.1631371 (accessed on 1 November 2021).

47. Lowe, D.G. Distinctive image features from scale-invariant keypoints. Int. J. Comput. Vis. 2004, 60, 91–110. [CrossRef]
48. Bossard, L.; Guillaumin, M.; Van Gool, L. Event recognition in photo collections with a stopwatch HMM. In Proceedings of the

IEEE International Conference on Computer Vision, Washington, DC, USA, 1–8 December 2013; pp. 1193–1200.
49. Dao, M.S.; Dang-Nguyen, D.T.; De Natale, F.G.B. Robust event discovery from photo collections using Signature Image Bases

(SIBs). Multimed. Tools Appl. 2014, 70, 25–53. [CrossRef]
50. Ruocco, M.; Ramampiaro, H. A scalable algorithm for extraction and clustering of event-related pictures. Multimed. Tools Appl.

2014, 70, 55–88. [CrossRef]
51. Papadopoulos, S.; Zigkolis, C.; Kompatsiaris, Y. Cluster-based Landmark and Event Detection on Tagged Photo Collections. IEEE

Multimed. 2011, 18, 52–63. [CrossRef]
52. Cooper, M.; Foote, J.; Girgensohn, A.; Wilcox, L. Temporal event clustering for digital photo collections. ACM Trans. Multimed.

Comput. Commun. Appl. (TOMM) 2005, 1, 269–288. [CrossRef]
53. Guo, C.; Tian, X. Event recognition in personal photo collections using hierarchical model and multiple features. In Proceedings

of the 2015 IEEE 17th International Workshop on Multimedia Signal Processing (MMSP), Xiamen, China, 19–21 October 2015;
pp. 1–6.

54. Guo, C.; Tian, X.; Mei, T. Multigranular event recognition of personal photo albums. IEEE Trans. Multimed. 2017, 20, 1837–1847.
[CrossRef]

55. Kaneko, T.; Yanai, K. Event photo mining from twitter using keyword bursts and image clustering. Neurocomputing 2016, 172,
143–158. [CrossRef]

56. Zaharieva, M.; Zeppelzauer, M.; Breiteneder, C. Automated social event detection in large photo collections. In Proceedings of the
3rd ACM Conference on International Conference on Multimedia Retrieval, Dallas, TX, USA, 16–20 April 2013; pp. 167–174.

57. Hamrouni, A.; Ghazzai, H.; Frikha, M.; Massoud, Y. A photo-based mobile crowdsourcing framework for event reporting. In
Proceedings of the 2019 IEEE 62nd International Midwest Symposium on Circuits and Systems (MWSCAS), Dallas, TX, USA, 4–7
August 2019; pp. 198–202.

https://proceedings.neurips.cc/paper/2003/file/7b41bfa5085806dfa24b8c9de0ce567f-Paper.pdf
https://proceedings.neurips.cc/paper/2003/file/7b41bfa5085806dfa24b8c9de0ce567f-Paper.pdf
http://doi.org/10.1016/j.knosys.2014.11.017
http://doi.org/10.1016/j.knosys.2015.11.006
http://doi.org/10.1016/j.neucom.2017.02.020
http://doi.org/10.1016/j.neucom.2020.05.023
http://doi.org/10.1162/neco.1997.9.8.1735
http://doi.org/10.3390/fi12090144
https://dl.acm.org/doi/epdf/10.1145/1631272.1631371
https://dl.acm.org/doi/epdf/10.1145/1631272.1631371
http://doi.org/10.1023/B:VISI.0000029664.99615.94
http://doi.org/10.1007/s11042-012-1153-6
http://doi.org/10.1007/s11042-012-1087-z
http://doi.org/10.1109/MMUL.2010.68
http://doi.org/10.1145/1083314.1083317
http://doi.org/10.1109/TMM.2017.2777664
http://doi.org/10.1016/j.neucom.2015.02.081


Appl. Sci. 2022, 12, 2204 22 of 25

58. Tang, K.; Yao, B.; Fei-Fei, L.; Koller, D. Combining the right features for complex event recognition. In Proceedings of the 2013
IEEE International Conference on Computer Vision, Sydney, Australia, 1–8 December 2013; pp. 2696–2703.

59. Burghouts, G.J.; Geusebroek, J.-M. Performance evaluation of local colour invariants. Comput. Vis. Image Underst. 2008, 113, 48–62.
[CrossRef]

60. Lan, Z.Z.; Yang, Y.; Ballas, N.; Yu, S.; Haputmann, A. Resource constrained multimedia event detection. In International Conference
on Multi Media Modeling; Springer: Cham, Switzerland, 2014; pp. 388–399.

61. Tamrakar, A.; Ali, S.; Yu, Q.; Liu, J.; Javed, O.; Divakaran, A.; Cheng, H.; Sawhney, H. Evaluation of low-level features and their
combinations for complex event detection in open source videos. In Proceedings of the 2012 IEEE Conference on Computer
Vision and Pattern Recognition, Washington, DC, USA, 16–21 June 2012; pp. 3681–3688.

62. Ming, Y. Human activity recognition based on 3d mesh mosift feature descriptor. In Proceedings of the 2013 International
Conference on Social Computing, Washington, DC, USA, 8–14 September 2013; pp. 959–962.

63. Yang, Y.; Ma, Z.; Xu, Z.; Yan, S.; Hauptmann, A.G. How related exemplars help complex event detection in web videos? In
Proceedings of the 2013 IEEE International Conference on Computer Vision, Sydney, Australia, 1–8 December 2013; pp. 2104–2111.

64. Laptev, I. On space-time interest points. Int. J. Comput. Vis. 2005, 64, 107–123. [CrossRef]
65. Klaser, A.; Marszałek, M.; Schmid, C. A spatio-temporal descriptor based on 3d-gradients. In Proceedings of the BMVC 2008-19th

British Machine Vision Conference. British Machine Vision Association, Norwich, UK, 1–4 September 2008; Volume 275, pp. 1–10.
66. Alamuru, S.; Jain, S. Video event detection, classification and retrieval using ensemble feature selection. Clust. Comput. 2021, 24,

2995–3010. [CrossRef]
67. Merler, M.; Huang, B.; Xie, L.; Hua, G.; Natsev, A. Semantic model vectors for complex video event recognition. IEEE Trans.

Multimed. 2011, 14, 88–101. [CrossRef]
68. Gkalelis, N.; Mezaris, V.; Kompatsiaris, I. High-level event detection in video exploiting discriminant concepts. In Proceedings of

the 2011 9th International Workshop on Content-Based Multimedia Indexing (CBMI), Madrid, Spain, 13–15 June 2011; pp. 85–90.
69. Yu, Q.; Liu, J.; Cheng, H.; Divakaran, A.; Sawhney, H. Multimedia event recounting with concept based representation. In

Proceedings of the 20th ACM International Conference on Multimedia, Nara, Japan, 29 October–2 November 2012; pp. 1073–1076.
70. Gan, C.; Wang, N.; Yang, Y.; Yeung, D.Y.; Hauptmann, A.G. Devnet: A deep event network for multimedia event detection and

evidence recounting. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, Boston, MA, USA,
7–12 June 2015; pp. 2568–2577.

71. Xu, Z.; Yang, Y.; Hauptmann, A.G. A discriminative CNN video representation for event detection. In Proceedings of the IEEE
Conference on Computer Vision and Pattern Recognition, Boston, MA, USA, 7–12 June 2015; pp. 1798–1807.

72. Zha, S.; Luisier, F.; Andrews, W.; Srivastava, N.; Salakhutdinov, R. Exploiting image-trained CNN architectures for unconstrained
video classification. arXiv 2015, arXiv:1503.04144.

73. Ye, G.; Li, Y.; Xu, H.; Liu, D.; Chang, S.F. Eventnet: A large scale structured concept library for complex event detection in video.
In Proceedings of the 23rd ACM International Conference on Multimedia, Brisbane, Australia, 26–30 October 2015; pp. 471–480.

74. Tian, H.; Tao, Y.; Pouyanfar, S.; Chen, S.C.; Shyu, M.L. Multimodal deep representation learning for video classification. World
Wide Web 2019, 22, 1325–1341. [CrossRef]

75. Pouyanfar, S.; Chen, S.C. Automatic Video Event Detection for Imbalance Data Using Enhanced Ensemble Deep Learning. Int. J.
Semant. Comput. 2017, 11, 85–109. [CrossRef]

76. Xu, H.; Li, B.; Ramanishka, V.; Sigal, L.; Saenko, K. Joint event detection and description in continuous video streams. In
Proceedings of the 2019 IEEE winter conference on applications of computer vision (WACV), Waikoloa Village, HI, USA, 7–11
January 2019; pp. 396–405.

77. Zhang, L.; Xiang, X. Video event classification based on two-stage neural network. Multimed. Tools Appl. 2020, 79, 21471–21486.
[CrossRef]

78. Schinas, M.; Papadopoulos, S.; Petkos, G.; Kompatsiaris, Y.; Mitkas, P.A. Multimodal graph-based event detection and summa-
rization in social media streams. In Proceedings of the 23rd ACM international conference on Multimedia, Brisbane, Australia,
26–30 October 2015; pp. 189–192.

79. Brenner, M.; Izquierdo, E. Multimodal detection, retrieval and classification of social events in web photo collections. In
Proceedings of the ICMR 2014 Workshop on Social Events in Web Multimedia (SEWM), Glasgow, UK, 2–4 April 2014; pp. 5–10.

80. Sutanto, T.E.; Nayak, R. Admrg@ mediaeval 2013 social event detection. In Proceedings of the MediaEval 2013 Multimedia
Benchmark Workshop [CEUR Workshop Proceedings], Barcelona, Spain, 18–19 October 2013; Volume 1043, pp. 1–2.

81. Yang, X.; Zhang, T.; Xu, C.; Hossain, M.S. Automatic visual concept learning for social event understanding. IEEE Trans. Multimed.
2015, 17, 346–358. [CrossRef]

82. Mei, T.; Wang, B.; Hua, X.S.; Zhou, H.Q.; Li, S. Probabilistic multimodality fusion for event based home photo clustering.
In Proceedings of the 2006 IEEE International Conference on Multimedia and Expo, Toronto, ON, Canada, 9–12 July 2006;
pp. 1757–1760.

83. Singh, B.; Han, X.; Wu, Z.; Morariu, V.I.; Davis, L.S. Selecting relevant web trained concepts for automated event retrieval. In
Proceedings of the IEEE International Conference on Computer Vision, Santiago, Chile, 13–16 December 2015; pp. 4561–4569.

84. Xu, Z.; Tsang, I.W.; Yang, Y.; Ma, Z.; Hauptmann, A.G. Event detection using multi-level relevance labels and multiple features.
In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, Columbus, OH, USA, 23–28 June 2014;
pp. 97–104.

http://doi.org/10.1016/j.cviu.2008.07.003
http://doi.org/10.1007/s11263-005-1838-7
http://doi.org/10.1007/s10586-021-03308-1
http://doi.org/10.1109/TMM.2011.2168948
http://doi.org/10.1007/s11280-018-0548-3
http://doi.org/10.1142/S1793351X17400050
http://doi.org/10.1007/s11042-019-08457-5
http://doi.org/10.1109/TMM.2015.2393635


Appl. Sci. 2022, 12, 2204 23 of 25

85. Ma, Y.; Li, Q.; Yang, Z.; Zheng, L.; Chan, A.B. An SVD-based Multimodal Clustering method for Social Event Detection. In
Proceedings of the 2015 31st IEEE International Conference on Data Engineering Workshops, Seoul, Korea, 13–17 April 2015;
pp. 202–209.

86. Gupta, S.K.; Phung, D.; Adams, B.; Tran, T.; Venkatesh, S. Nonnegative shared subspace learning and its application to social
media retrieval. In Proceedings of the 16th ACM SIGKDD International Conference on Knowledge Discovery and Data Mining,
Washington, DC, USA, 25–28 July 2010; pp. 1169–1178.

87. Guan, Z.; Zhang, L.; Peng, J.; Fan, J. Multi-view concept learning for data representation. IEEE Trans. Knowl. Data Eng. 2015, 27,
3016–3028. [CrossRef]

88. Zhu, F.; Shao, L.; Yu, M. Cross-modality submodular dictionary learning for information retrieval. In Proceedings of the 23rd
ACM International Conference on Conference on Information and Knowledge Management, Shanghai, China, 3–7 November
2014; pp. 1479–1488.

89. Xu, X.; Yang, Y.; Shimada, A.; Taniguchi, R.I.; He, L. Semi-supervised coupled dictionary learning for cross-modal retrieval in
internet images and texts. In Proceedings of the 23rd ACM International Conference on Multimedia, Brisbane, Australia, 26–30
October 2015; pp. 847–850.

90. Xue, Z.; Li, G.; Zhang, W.; Pang, J.; Huang, Q. Topic detection in cross-media: A semi-supervised co-clustering approach. Int. J.
Multimed. Inf. Retr. 2014, 3, 193–205. [CrossRef]

91. Yu, Z.; Wu, F.; Yang, Y.; Tian, Q.; Luo, J.; Zhuang, Y. Discriminative coupled dictionary hashing for fast cross-media retrieval. In
Proceedings of the ACM SIGIR Conference Research and Development Information Retriev, Gold Coast, Australia, 6–11 July
2014; pp. 395–404.

92. Yu, J.; Rui, Y.; Tao, D. Click prediction for web image reranking using multimodal sparse coding. IEEE Trans. Image Proc. 2014, 23,
2019–2032.

93. Sharma, A.; Kumar, A.; Daume, H.; Jacobs, D.W. Generalized multiview analysis: A discriminative latent space. In Proceedings of
the 2012 IEEE Conference on Computer Vision and Pattern Recognition, Providence, RI, USA, 16–21 June 2012; pp. 2160–2167.

94. Bian, J.; Yang, Y.; Zhang, H.; Chua, T.S. Multimedia summarization for social events in microblog stream. IEEE Trans. Multimed.
2014, 17, 216–228. [CrossRef]

95. Cai, H.; Yang, Y.; Li, X.; Zi, H. What are popular: Exploring twitter features for event detection, tracking and visualization. In
Proceedings of the 23rd ACM International Conference on Multimedia, Brisbane, Australia, 26–30 October 2015; pp. 89–98.

96. Qian, S.; Zhang, T.; Xu, C.; Hossain, M.S. Social event classification via boosted multimodal supervised latent dirichlet allocation.
ACM Trans. Multimed. Comput. Commun. Appl. (TOMM) 2015, 11, 1–22. [CrossRef]

97. Qian, S.; Zhang, T.; Xu, C. Multi-modal supervised latent dirichlet allocation for event classification in social media. In Proceedings
of the International Conference on Internet Multimedia Computing and Service, Xiamen, China, 10–12 July 2014; pp. 152–157.

98. Qian, S.; Zhang, T.; Xu, C.; Shao, J. Multi-modal event topic model for social event analysis. IEEE Trans. Multimed. 2015, 18,
233–246. [CrossRef]

99. Chang, X.; Ma, Z.; Yang, Y.; Zeng, Z.; Hauptmann, A.G. Bi-Level Semantic Representation Analysis for Multimedia Event
Detection. IEEE Trans. Cybern. 2017, 47, 1180–1197. [CrossRef] [PubMed]

100. Lv, J.; Liang, J.; Yang, Z. HGE2MED: Heterogeneous Graph Embedding for Multi-domain Event Detection. In Proceedings of the
2020 IEEE 32nd International Conference on Tools with Artificial Intelligence (ICTAI), Baltimore, MD, USA, 9–11 November 2020;
pp. 1036–1043.

101. Abebe, M.A.; Tekli, J.; Getahun, F.; Chbeir, R.; Tekli, G. Generic metadata representation framework for social-based event
detection, description, and linkage. Knowl.-Based Syst. 2020, 188, 104817. [CrossRef]

102. Yang, Z.; Li, Q.; Liu, W.; Lv, J. Shared multi-view data representation for multi-domain event detection. IEEE Trans. Pattern Anal.
Mach. Intell. 2019, 42, 1243–1256. [CrossRef] [PubMed]

103. Huang, P.Y.; Liang, J.; Lamare, J.B.; Hauptmann, A.G. Multimodal filtering of social media for temporal monitoring and event
analysis. In Proceedings of the 2018 ACM on International Conference on Multimedia Retrieval, Yokohama, Japan, 11–14 June
2018; pp. 450–457.

104. Metzler, D.; Cai, C.; Hovy, E. Structured event retrieval over microblog archives. In Proceedings of the 2012 Conference of the
North American Chapter of the Association for Computational Linguistics: Human Language Technologies, Montreal, QC,
Canada, 3–8 June 2012; pp. 646–655.

105. Li, W.; Joo, J.; Hang, Q.; Zhu, S.C. Joint Image-Text News Topic Detection and Tracking by Multimodal Topic And-Or Graph.
IEEE Trans. Multimed. 2017, 19, 367–381. [CrossRef]

106. Neo, S.Y.; Ran, Y.; Goh, H.K.; Zheng, Y.; Li, J. The use of topic evolution to help users browse and find answers in news video
corpus. In Proceedings of the 15th ACM International Conference on Multimedia, Augsburg, Germany, 25–29 September 2007;
pp. 198–207.

107. Tan, S.; Ngo, C.W.; Tan, H.K.; Pang, L. Cross media hyperlinking for search topic browsing. In Proceedings of the 19th ACM
International Conference on Multimedia, Scottsdale, AZ, USA, 28 November–1 December 2011; pp. 243–252.

108. Wu, X.; Lu, Y.J.; Peng, Q.; Ngo, C.W. Mining event structures from web videos. IEEE MultiMedia 2011, 18, 38–51.

http://doi.org/10.1109/TKDE.2015.2448542
http://doi.org/10.1007/s13735-014-0056-x
http://doi.org/10.1109/TMM.2014.2384912
http://doi.org/10.1145/2659521
http://doi.org/10.1109/TMM.2015.2510329
http://doi.org/10.1109/TCYB.2016.2539546
http://www.ncbi.nlm.nih.gov/pubmed/28113831
http://doi.org/10.1016/j.knosys.2019.06.025
http://doi.org/10.1109/TPAMI.2019.2893953
http://www.ncbi.nlm.nih.gov/pubmed/30668464
http://doi.org/10.1109/TMM.2016.2616279


Appl. Sci. 2022, 12, 2204 24 of 25

109. Wang, D.; Li, T.; Ogihara, M. Generating Pictorial Storylines via Minimum-Weight Connected Dominating Set Approximation
in Multi-View Graphs. In Proceedings of the Twenty-Sixth AAAI Conference on Artificial Intelligence, Toronto, ON, Canada,
22–26 July 2012; pp. 683–689. Available online: https://www.aaai.org/ocs/index.php/AAAI/AAAI12/paper/view/5074/5257
(accessed on 1 November 2021).

110. Shan, D.; Zhao, W.X.; Chen, R.; Shu, B.; Li, X. Eventsearch: A system for event discovery and retrieval on multi-type historical
data. In Proceedings of the 18th ACM SIGKDD International Conference on Knowledge Discovery and Data Mining, Beijing,
China, 12–16 August 2012; pp. 1564–1567.

111. Xu, S.; Wang, S.; Zhang, Y. Summarizing complex events: A cross-modal solution of storylines extraction and reconstruction. In
Proceedings of the 2013 Conference on Empirical Methods in Natural Language Processing, Seattle, WA, USA, 18–21 October
2013; pp. 1281–1291.

112. Qian, S.; Zhang, T.; Xu, C. Online multimodal multiexpert learning for social event tracking. IEEE Trans. Multimed. 2018, 20,
2733–2748. [CrossRef]

113. Papadopoulos, S.; Troncy, R.; Mezaris, V.; Huet, B.; Kompatsiaris, I. Social Event Detection at MediaEval 2011: Challenges, Dataset
and Evaluation. In Proceedings of the MediaEval 2011, Pisa, Italy, 1–2 September 2011. Available online: http://mklab.iti.gr/
project/sed2012 (accessed on 1 November 2021).

114. Papadopoulos, S.; Schinas, E.; Mezaris, V.; Troncy, R.; Kompatsiaris, I. The 2012 social event detection dataset. In Proceedings of
the 4th ACM Multimedia Systems Conference, Oslo, Norway, 26 February–1 March 2013; pp. 102–107.

115. Reuter, T.; Papadopoulos, S.; Petkos, G.; Cimiano, P.; Vries, C.D.; Geva, S. Social event detection at mediaeval 2013: Challenges,
datasets, and evaluation. In Proceedings of the MediaEval 2013 Multimedia Benchmark Workshop, Barcelona, Spain, 18–19
October 2013.

116. Petkos, G.; Papadopoulos, S.; Mezaris, V.; Kompatsiaris, Y. Social Event Detection at MediaEval 2014: Challenges, Datasets, and
Evaluation. In Proceedings of the MediaEval 2014, Barcelona, Spain, 16–17 October 2014. Available online: http://ceur-ws.org/
Vol-1263/mediaeval2014_submission_5.pdf (accessed on 1 November 2021).

117. Qian, S.; Zhang, T.; Xu, C. Boosted multi-modal supervised latent Dirichlet allocation for social event classification. In Proceedings
of the 2014 22nd International Conference on Pattern Recognition, Stockholm, Sweden, 24–28 August 2014; pp. 1999–2004.

118. Xue, F.; Hong, R.; He, X.; Wang, J.; Qian, S.; Xu, C. Knowledge-Based Topic Model for Multi-Modal Social Event Analysis. IEEE
Trans. Multimed. 2019, 22, 2098–2110. [CrossRef]

119. Brenner, M.; Izquierdo, E. MediaEval Benchmark: Social Event Detection in Collaborative Photo Collections. In Proceedings of the
MediaEval, Pisa, Italy, 1–2 September 2011. Available online: http://ceur-ws.org/Vol-807/Brenner_SED_QMUL_me11wn.pdf
(accessed on 1 November 2021).

120. Papadopoulos, S.; Zigkolis, C.; Kompatsiaris, Y.; Telematics, I.; Vakali, A. CERTH@ MediaEval 2011 Social Event Detection Task.
In Proceedings of the MediaEval, Pisa, Italy, 1–2 September 2011. Available online: https://oswinds.csd.auth.gr/sites/default/
files/publications/pdf/C84.pdf (accessed on 1 November 2021).

121. Liu, X.; Huet, B.; Troncy, R. EURECOM@ MediaEval 2011 Social Event Detection Task. In Proceedings of the MediaEval, Pisa,
Italy, 1–2 September 2011. Available online: https://www.eurecom.fr/~{}troncy/Publications/Troncy-sed11.pdf (accessed on 1
November 2021).

122. Wang, Y.; Xie, L.; Sundaram, H. Social Event Detection with Clustering and Filtering. In Proceedings of the MediaEval, Pisa, Italy,
4–5 October 2011. Available online: http://ceur-ws.org/Vol-807/Wang_SED_ANU_me11wn.pdf (accessed on 1 November 2021).

123. Zeppelzauer, M.; Zaharieva, M.; Breiteneder, C. A Generic Approach for Social Event Detection in Large Photo Collections. In
Proceedings of the MediaEval, Pisa, Italy, 4–5 October 2012. Available online: http://ceur-ws.org/Vol-927/mediaeval2012_
submission_31.pdf (accessed on 1 November 2021).

124. Vavliakis, K.N.; Tzima, F.A.; Mitkas, P.A. Event Detection via LDA for the MediaEval2012 SED Task. In Proceedings of the
MediaEval, Pisa, Italy, 4–5 October 2012. Available online: http://ceur-ws.org/Vol-927/mediaeval2012_submis (accessed on 1
November 2021).

125. Schinas, E.; Petkos, G.; Papadopoulos, S.; Kompatsiaris, Y. CERTH@ MediaEval 2012 Social Event Detection Task. In Proceedings
of the MediaEval, Pisa, Italy, 4–5 October 2012. Available online: http://ceur-ws.org/Vol-927/mediaeval2012_submission_40.pdf
(accessed on 1 November 2021).

126. Dao, M.S.; Boato, G.; De Natale, F.G.B.; Nguyen, T.V. The Watershed-Based Social Events Detection Method with Support from
External Data Sources. In Proceedings of the MediaEval, Pisa, Italy, 4–5 October 2012. Available online: http://citeseerx.ist.psu.
edu/viewdoc/download (accessed on 1 November 2021).

127. Rafailidis, D.; Semertzidis, T.; Lazaridis, M.; Strintzis, M.G.; Daras, P. A Data-Driven Approach for Social Event Detection. In
Proceedings of the MediaEval, Barcelona, Spain, 18–19 October 2013. Available online: http://ceur-ws.org/Vol-1043/mediaeval2
013_submission_8.pdf (accessed on 1 November 2021).

128. Samangooei, S.; Hare, J.; Dupplaw, D.; Niranjan, M.; Preston, J. Social Event Detection via Sparse Multi-Modal Feature Selection
and Incremental Density Based Clustering. In Proceedings of the MediaEval, Barcelona, Spain, 18–19 October 2013. Available
online: http://ceur-ws.org/Vol-1043/mediaeval2013_submission_16.pdf (accessed on 1 November 2021).

129. Manchon Vizuete, D.; Giró Nieto, X. Upc at Mediaeval 2013 Social Event Detection Task. In Proceedings of the MediaEval
2013 Multimedia Benchmark Workshop. CEUR Workshop Proceedings, Barcelona, Spain, 16–17 October 2014. Available online:
http://ceur-ws.org/Vol-1263/mediaeval2014_submission_58.pdf (accessed on 1 November 2021).

https://www.aaai.org/ocs/index.php/AAAI/AAAI12/paper/view/5074/5257
http://doi.org/10.1109/TMM.2018.2815785
http://mklab.iti.gr/project/sed2012
http://mklab.iti.gr/project/sed2012
http://ceur-ws.org/Vol-1263/mediaeval2014_submission_5.pdf
http://ceur-ws.org/Vol-1263/mediaeval2014_submission_5.pdf
http://doi.org/10.1109/TMM.2019.2951194
http://ceur-ws.org/Vol-807/Brenner_SED_QMUL_me11wn.pdf
https://oswinds.csd.auth.gr/sites/default/files/publications/pdf/C84.pdf
https://oswinds.csd.auth.gr/sites/default/files/publications/pdf/C84.pdf
https://www.eurecom.fr/~{}troncy/Publications/Troncy-sed11.pdf
http://ceur-ws.org/Vol-807/Wang_SED_ANU_me11wn.pdf
http://ceur-ws.org/Vol-927/mediaeval2012_submission_31.pdf
http://ceur-ws.org/Vol-927/mediaeval2012_submission_31.pdf
http://ceur-ws.org/Vol-927/mediaeval2012_submis
http://ceur-ws.org/Vol-927/mediaeval2012_submission_40.pdf
http://citeseerx.ist.psu.edu/viewdoc/download
http://citeseerx.ist.psu.edu/viewdoc/download
http://ceur-ws.org/Vol-1043/mediaeval2013_submission_8.pdf
http://ceur-ws.org/Vol-1043/mediaeval2013_submission_8.pdf
http://ceur-ws.org/Vol-1043/mediaeval2013_submission_16.pdf
http://ceur-ws.org/Vol-1263/mediaeval2014_submission_58.pdf


Appl. Sci. 2022, 12, 2204 25 of 25

130. Nguyen, T.V.; Dao, M.S.; Mattivi, R.; Sansone, E.; Natale, F.G.B.D.; Boato, G. Event Clustering and Classification from Social Media:
Watershed-Based and Kernel Methods; MediaEval: Barcelona, Spain, 18–19 October 2013. Available online: http://ceur-ws.org/Vol-
1043/mediaeval2013_submission_36.pdf (accessed on 1 November 2021).

131. Wistuba, M.; Schmidt-Thieme, L. Supervised Clustering of Social Media Streams; MediaEval: Barcelona, Spain, 18–19 October 2013.
Available online: http://ceur-ws.org/Vol-1043/mediaeval2013_submission_53.pdf (accessed on 1 November 2021).

132. Brenner, M.; Izquierdo, E. MediaEval 2013: Social Event Detection, Retrieval and Classification in Collaborative Photo Collections.
MediaEval Barcelona, Spain. 2013, 1043. Available online: http://ceur-ws.org/Vol-1043/mediaeval2013_submission_64.pdf
(accessed on 1 November 2021).

133. Yang, Z.; Li, Q.; Liu, W.; Ma, Y.; Cheng, M. Dual graph regularized NMF model for social event detection from Flickr data. World
Wide Web 2017, 20, 995–1015. [CrossRef]

134. Yang, Z.; Li, Q.; Lu, Z.; Ma, Y.; Gong, Z.; Liu, W. Dual structure constrained multimodal feature coding for social event detection
from flickr data. ACM Trans. Internet Technol. (TOIT) 2017, 17, 1–20. [CrossRef]

135. Zaharieva, M.; Schopfhauser, D.; Del Fabro, M.; Zeppelzauer, M. Clustering and Retrieval of Social Events in Flickr; MediaEval:
Barcelona, Spain, 16–17 October 2014. Available online: http://ceur-ws.org/Vol-1263/mediaeval2014_submission_39.pdf
(accessed on 1 November 2021).

136. Bao, Y.; Collier, N.; Datta, A. A partially supervised cross-collection topic model for cross-domain text classification. In Proceedings
of the 22nd ACM international conference on Information & Knowledge Management, San Francisco, CA, USA, 27 October–1
November 2013; pp. 239–248.

137. Sang, J.; Xu, C. Right buddy makes the difference: An early exploration of social relation analysis in multimedia applications. In
Proceedings of the 20th ACM international conference on Multimedia, Nara, Japan, 29 October–2 November 2012; pp. 19–28.

http://ceur-ws.org/Vol-1043/mediaeval2013_submission_36.pdf
http://ceur-ws.org/Vol-1043/mediaeval2013_submission_36.pdf
http://ceur-ws.org/Vol-1043/mediaeval2013_submission_53.pdf
http://ceur-ws.org/Vol-1043/mediaeval2013_submission_64.pdf
http://doi.org/10.1007/s11280-016-0405-1
http://doi.org/10.1145/3015463
http://ceur-ws.org/Vol-1263/mediaeval2014_submission_39.pdf

	Introduction 
	Methodology 
	Retrieval Strategy 
	Selection Strategy 

	The Notion of Event Detection and Evolution 
	Single-Modality Data Representation and Event Detection 
	Text Based Data Representation 
	Term Based Methods 
	Topic Model Based Methods 
	Graph Based Methods 
	Deep Learning Based Methods 

	Visual Based Data Representation and Event Detection 
	Image Based Data Representation 
	Video Based Data Representation 


	Multi-Modality Data Representation and Event Detection 
	Feature Fusion Based Methods 
	Matrix Factorization Based Methods 
	Topic Model Based Methods 
	Deep Learning Based Methods 
	Other Methods 

	Multi-Modality Event Evolution 
	Datasets and Evaluation 
	Datasets 
	Evaluation 

	Conclusions 
	Future Work 
	References

