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Abstract: Accident investigation reports are text documents that systematically review and analyze
the cause and process of accidents after accidents have occurred and have been widely used in the
fields such as transportation, construction and aerospace. With the aid of accident investigation
reports, the cause of the accident can be clearly identified, which provides an important basis for
accident prevention and reliability assessment. However, since accident record reports are mostly
composed of unstructured data such as text, the analysis of accident causes inevitably relies on a lot
of expert experience and statistical analyses also require a lot of manual classification. Although, in
recent years, with the development of natural language processing technology, there have been many
efforts to automatically analyze and classify text. However, the existing methods either rely on large
corpus and data preprocessing methods, which are cumbersome, or extract text information based
on bidirectional encoder representation from transformers (BERT), but the computational cost is
extremely high. These shortcomings make it still a great challenge to automatically analyze accident
investigation reports and extract the information therein. To address the aforementioned problems,
this study proposes a text-mining-based accident causal classification method based on a relational
graph convolutional network (R-GCN) and pre-trained BERT. On the one hand, the proposed method
avoids preprocessing such as stop word removal and word segmentation, which not only preserves
the information of accident investigation reports to the greatest extent, but also avoids tedious
operations. On the other hand, with the help of R-GCN to process the semantic features obtained by
BERT representation, the dependence of BERT retraining on computing resources can be avoided.

Keywords: accident causal classification; accident investigation reports; text mining; R-GCN; BERT

1. Introduction

Accident investigation reports are usually text documents formed by professional
investigators or teams through visits, conversations, viewing video surveillance and an-
alyzing recorded data after accidents occur [1] and have been widely used in aviation,
construction, transportation and other fields [2]. The process and consequences of the
accident recorded in the reports can be leveraged by experts to analyze the cause of the acci-
dent, which is of great significance for preventing the recurrence of the accident or forming
the accident response plan [3]. However, the current analysis of accident investigation
reports mainly relies on expert experience to manually determine the cause of the accident,
which requires a lot of work, and the accuracy is affected by the subjective experience of
experts [4]. On 29 October 2018, an Indonesian Lion Air Boeing 737 MAX8 plane carrying
189 passengers and crew was flying from Jakarta’s Soekarno Hatta International Airport
to Penang Port, Bangka Belitung Province. The plane lost contact 13 min after takeoff and
was later confirmed to have crashed in the waters off Karawang, West Java province [5].
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Although experts have been investigating the cause of the accident as soon as possible after
the accident, unfortunately, on 10 March 2019, another Ethiopian Boeing 737 MAX8 with
157 passengers and crew on board suffered the same accident [6]. If the causes of some
accidents can be identified as early as possible, for example, the cause of the accident can
be preliminary determined based on the records of the accident and it is possible to take
appropriate measures in advance to avoid the occurrence of the accident [7].

Although the possible causes of the accident are hidden in the accident investigation
report, analyzing the possible accident causes from textual records is extremely challenging
and usually requires an analysis performed by an expert team composed of scholars, engi-
neers, designers, etc., which, to a certain extent, leads to the long process of accident cause
analysis [8]. Therefore, a naive idea is to build an expert system to automatically analyze
textual records in accident investigation reports, which is essentially a text classification
problem, that is, by constructing suitable models to mine the information in the text and
classify the text into different categories [9]. Text mining is the process of extracting effec-
tive, novel, useful, understandable, valuable knowledge scattered in text documents and
using this knowledge to better organize information [10].

The rapid development of artificial intelligence technology [11–13], especially natural
language processing (NLP) and text mining technology, makes it possible to analyze
accident investigation reports on a large scale and automatically [14]. With the help of these
emerging technologies, time consumption and human error in determining the accident
causes would be minimized [15] and the efficiency of analyzing would be significantly
improved. A great deal of work has been conducted in existing studies to apply different
models to the accident causal classification. According to the different ways of constructing
models, existing research can be divided into the methods based on statistics and machine
learning [16–19] and the methods based on deep neural networks [20–23]. The methods
based on statistics and machine learning are mainly utilized to manually determine a
series of text features, such as the term frequency, keyword search, N-grams [24], etc.
These methods transform the original unstructured text data into structured feature vectors
by artificially determining some features that can represent the key information of the
document and, at the same time, create new features based on the existing data. The authors
of [25] adopted a variety of machine learning and text mining methods, such as support
vector machine (SVM) and Naive Bayes (NB). By combining them into a more powerful
learning algorithm through ensemble learning methods, results showing an accuracy of
1.0, a recall rate of 0.96 and a F1-score of 0.96 were obtained. Zhang et al. [26] utilized five
baseline models to classify the cause of the accident, including SVM, linear regression (LR),
K-nearest neighbor (KNN), decision tree (DT) and NB, and the weight of each classifier
in the integrated model was optimized by the sequential quadratic programming (SQP)
algorithm. In general, the classification results of simple statistical and machine learning
methods, such as keyword search or SVM, largely depend on the quality of feature selection
and have a high misidentification rate in the analysis of accident causes [27].

The methods based on deep neural networks usually map the terms in the text to the
word vector space, process the word vector and classify it with the help of the structure
of the neural network, which has gradually become the mainstream of sequential data
processing in recent years. Zhang et al. [20] exploited Word2Vec to skip the gram model to
learn the word embedding from the corpus of a specific domain and embedded the learned
words into the mixed structured deep neural network for accident report classification.
Zhong et al. [22] proposed a latent Dirichlet assignment (LDA) algorithm model to identify
risk topics and utilized convolutional neural networks (CNNs) to automatically classify
hazards. Meanwhile, a word co-occurrence network (WCN) was generated to determine
the relationship between hazards and word cloud (WC) technology was used for the
quantitative analysis of keywords to provide a visual overview of hazard accident records.
Heidarysafa et al. [28] employed deep learning methods and powerful word embedding
(such as Word2Vec and GloVe) to classify accident cause values in the main cause field
using text in the narrative. The results show that these methods not only can accurately
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classify the causes of accidents according to the report description, but can also find the
important inconsistencies in the accident report. A deep neural network is essentially a
polynomial regression model, which is better characterized by the stacking of multi-layer
neural units than a shallow classifier such as SVM [29]. This superb characteristic also
enables the model to have the ability of processing text data and implement accident causal
classification.

However, the existing methods either rely on large corpus and data preprocessing
methods, which are cumbersome, or extract text information based on bidirectional encoder
representation from transformers (BERT) [30], but the computational cost is extremely
high. These shortcomings make it still a great challenge to automatically analyze accident
investigation reports and extract the information therein. To address the aforementioned
problems, this study proposes a text-mining-based accident causal classification method
based on a relational graph convolutional network (R-GCN) and pre-trained BERT. On
the one hand, the proposed method avoids preprocessing such as stop word removal and
tokenization, which not only preserves the information of accident investigation reports to
the greatest extent, but also avoids tedious operations. On the other hand, with the help of a
R-GCN to process the semantic features obtained by BERT representation, the dependence
of BERT retraining on computing resources can be avoided. The main contributions can be
summarized as follows:

• A text-mining-based accident causal classification method based on a R-GCN and
pre-trained BERT is proposed.

• The pre-trained BERT was adopted to avoid preprocessing in traditional text mining
and ensure efficient text feature extraction.

• The R-GCN was utilized to avoid the expensive retraining of BERT and enable classifi-
cation of accident investigation reports.

• To eliminate prediction errors that may be caused by domain GAP when embedding text
features based on BERT, a gate mechanism was introduced into the R-GCN architecture.

• The proposed method gets rid of preprocessing such as tokenization and stop word
removal and can quickly classify accident causes without relying on expert experience.

2. Methodology
2.1. Overall Scheme of the Proposed Method

The overall scheme of the proposed text-mining-based accident causal classification
method is shown in Figure 1, which mainly includes two stages, the text feature extraction
stage and the text classification stage. The text feature extraction stage is mainly based on
the pre-trained BERT to map the text into a high-dimensional space to obtain a series of
embedded text features. In the text classification stage, on the basis of the extracted text
features, the R-GCN is utilized to obtain the corresponding category of accident causes.

Figure 1. Overall scheme of the proposed method.
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2.2. Pre-Trained BERT

Text data usually contain a lot of symbols and numbers to make it easier for readers
to understand the meaning of the text, but it is difficult for computers to process and
understand them [31]. In traditional methods [32–34], data cleaning is usually performed
through a series of preprocessing methods, such as text cleaning, stop word removal,
tokenization, data division and word embedding, in order to extract key information
in the text. These preprocessing methods not only rely on pre-built corpora, but also
lead to the loss of contextual semantic information in the original sentence during the
preprocessing. With the excellent performance of the transformer model [35] in NLP,
text information is mapped into a high-dimensional space to achieve the quantitative
representation of text features. On this basis, BERT is proposed as a pre-trained language
representation model. It emphasizes that the traditional one-way language model or the
method of shallow splicing of two one-way language models for pre-training is no longer
used as before, but a new masked language model (MLM) is exploited to generate deep
bidirectional linguistic representation, as shown in Figure 2. BERT aims to pre-train deep
bidirectional representations by jointly conditioning the context in all layers. Therefore,
the pre-trained BERT representation can be fine-tuned with an additional output layer,
suitable for the construction of state-of-the-art models for a wide range of tasks, such as
question answering and language inference, without requiring significant architectural
modifications for specific tasks.

Figure 2. Architecture of BERT in [30].

Although BERT can adaptively learn word-to-word association information in texts in
an unsupervised manner, retraining BERT on new datasets is expensive and computation-
ally intensive [36]. While considering the number of accident investigation reports, it is
unrealistic to repeatedly retrain BERT, but a pre-trained BERT on large datasets can cover
common accident investigation report texts. All that remains to be conducted is to use an
appropriate method to mine the text features output by BERT and obtain the accident cause
category from the accident investigation reports.

2.3. R-GCN

A graph convolutional network (GCN) [37,38] is a topological network model based
on graph theory, which was originally proposed to deal with non-Euclidean data. On the
basis of a graph neural network (GNN), the convolution operation in GCNs is performed
to realize the differentiable information transfer process of adjacent graph nodes. The
transmitted information is usually the hidden state of the node itself, which is essentially
high-dimensional feature vectors. GCNs naturally have the advantage of processing text
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data [39]. Every word, symbol and datum in the text can be regarded as a node of the
network. Based on the word co-occurrence relationship and the relationship between
document words, a text graph can be built for a specific corpus and then a text graph
convolutional network (text-GCN) model can be built. Let us suppose that a directed
graph G = (V , E) has nodes vi ∈ V and edges

(
vi, vj

)
∈ E . According to the definition by

Kipf et al. [37], each node vi contains a self-loop edge, namely, (vi, vi) ∈ E . Let X ∈ Rn×m

be a matrix containing the eigenvectors of n nodes, where m is the dimension of the
eigenvectors and each row of xv ∈ Rm is the eigenvector of node v. Let A be the adjacency
matrix of graph G and D be the degree matrix of G, where Dii = ∑j Aij. The diagonal
element of A is 1 due to the presence of self-loops. One convolutional layer of the GCN
can only capture near-domain information. When multiple GCN layers are stacked, larger
domain information is aggregated. For a single-layer GCN, the k-dimensional node feature
matrix L(1) ∈ Rn×k is calculated as follows:

L(1) = ρ
(

ÃXW0
)
, (1)

where Ã = D−
1
2 AD−

1
2 is the normalized symmetric adjacency matrix and W0 ∈ Rm×k is

the weight matrix. As mentioned earlier, higher-order neighborhood information can be
incorporated by stacking multiple GCN layers.

Lj+1 = ρ
(

ÃLjWj

)
, (2)

where j represents the number of layers and L0 = X.
Therefore, the forward propagation process in the R-GCN can be defined as

h(l+1)
i = ReLU

 ∑
u∈N (vi)

1
ci

W(l)h(l)u

, (3)

where Nr(vi) represents the set of neighbor nodes whose relationship is r for node i, l
denotes the layer number and ci is a normalization constant. It should also be noted that
the bias term is ignored in the formula and the bias is added to the calculation to promote
the convergence of the model during training.

By constructing a large heterogeneous text graph containing word nodes and docu-
ment nodes, global word co-occurrences can be explicitly modeled and graph convolutions
can be easily applied. The number of text graph nodes |v| is equal to the number of doc-
uments (corpus size) plus the number of distinct words in the corpus (vocabulary size).
The text-GCN simply lets the feature matrix X = I be the identity matrix, meaning that
each word or document is represented as a one-hot vector as input to the text-GCN. Edges
are established between nodes based on word occurrences in the document (document
node–word node edges) and word co-occurrences in the entire corpus (word node–word
node edges). The weight of an edge between a document node and a word node is the term
frequency–inverse document frequency (TF–IDF) of that word in the document. However,
due to the prior information of the syntactic structure between sentences, the traditional
GCN can only represent text as an isomorphic graph and the relationship between different
words may be different, which also means that the topological structure of the text is essen-
tially heterogeneous graph [40]. Schlichtkrull et al. [41] proposed an R-GCN structure to
address this heterogeneous graph problem, where different edges have different definitions
of relations. Based on the above method, the update method of node vi in the graph is
as follows:

h(l+1)
i = ReLU

∑
r∈R

∑
u∈Nr(vi)

1
ci,r

W(l)
r h(l)u

, (4)
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where ci,r is a regularization constant, where the value of ci,r is
∣∣Nr

i

∣∣; W(l)
r is a linear trans-

formation function, which transforms the neighbor nodes of the same type of edge using
a parameter matrix W(l)

r . Following the definition of text syntactic structure relationship
in Reference [42], the relationship between texts in accident investigation reports can be
divided into three types, including related, irrelevant and self-loop. Figure 3 gives an ex-
ample of an analytic syntactic structure. When constructing a syntactic graph, information
is also allowed to flow in the opposite direction of the syntactic dependency arc, i.e., from
the dependency arc to the head.

Figure 3. Example of an analytic syntactic structure. It should be noted that the syntactic structure in
the figure is only an illustration and the relationships between words are not all listed. Moreover, in
practical use, the input of the R-GCN is not the original text itself, but the text features embedded in
the text after pre-training BERT.

Considering that the predicted grammatical information may be wrong due to the
domain gap when embedding text features based on the pre-trained BERT, some mech-
anisms are needed to reduce the influence of false dependent edges. To this end, the
gate mechanism [43,44] was introduced into the R-GCN architecture. The gate mechanism
dynamically assigns a weight between 0 and 1 to the dissemination of information from
different nodes. By multiplying this weight into the forward pass, the impact of incorrectly
embedded features on the final result is reduced. The weight of the gate mechanism can be
calculated as follows:

g(l)u,v = Sigmoid
(

h(l)u ·Wr,g

)
. (5)

Updating these weights by backpropagation, the R-GCN with a gate mechanism can
be computed by

h(l+1)
i = ReLU

∑
r∈R

∑
u∈Nr(vi)

g(l)u,vi

1
ci,r

W(l)
r h(l)u

. (6)

2.4. Pre-Trained BERT Combined with R-GCN

The pre-trained BERT and the R-GCN with the gate mechanism were introduced in
the previous article. How to combine the two has become the only unsolved problem.
Marcheggiani and Titov [45] utilized a GCN to integrate syntactic information into sequen-
tial neural networks and transformed the syntactic prior into a syntactic dependency graph,
which was digested using the GCN. This architecture combines syntactic structure with
BERT embeddings for text classification tasks. Following this idea, by concatenating the
text features and syntactic structure information of the pre-trained BERT embedding, it
can be regarded as containing all the information of the text. As shown in Figure 4, on the
basis of the original BERT structure, by placing the R-GCN with gate mechanism in paral-
lel, the embedded text features and syntactic structures can be extracted simultaneously,
concatenating these two together to form features that can be used for text classification.
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Figure 4. Structure of pre-trained BERT combined with R-GCN.

The text input to BERT adds a classification mark, such as ‘CLS’ in Figure 4, before
the first sentence, so that the corresponding vector of this bit in the last layer of BERT
can be used as the semantic representation of the whole sentence, which can be used for
downstream classification tasks. Compared with other words in the text, this symbol
without obvious semantic information more “fairly” fuses the semantic information of each
word in the text, so as to better represent the semantics of the whole sentence. In addition,
the text feature vectors embedded by the pre-trained BERT are coupled through a fully
connected network, so that the vectors of all th words are weighted and fused to obtain
features that can represent text word information. The reason for concatenating the output
of the R-GCN with the embedded text features is that the graph convolution of the GCN
model is actually a special form of Laplacian smoothing [46], which may mix features of
vertices and make them indistinguishable.

3. Experimental Details

This section gives details of the experiment in this study, including the datasets and
pre-trained models used, training settings, evaluation metrics and experimental platforms.

3.1. Dataset and Pre-Trained Model

The primary accident investigation report data used in this study were construc-
tion site accident data collected from the Occupational Safety and Health Administration
(OSHA) open source database [47]. It contains the textual records of 16,323 construction site
accidents that occurred from 1983 to 2016. However, the document only provides a detailed
description of the event, including the causal factors and events that led to the incident.
Therefore, this study adopts the labeled dataset provided by Goh and Ubeynarayana [9].
Goh and Ubeynarayana manually annotated parts of the original OSHA dataset. A new
construction site accident was created with 1000 accident causal categories annotated and a
total of 11 construction accident causes were derived. This dataset has been widely used in
accident cause analysis [48]. The 11 accident causes were assigned different indexes and
the number of various accident causes in the 1000 data were also counted; they are shown
in Table 1.
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Table 1. Labeled cause distribution of dataset provided by Goh and Ubeynarayana [9].

Index Cause Labeled Number

1 Traffic 63
2 Collapse of object 212
3 Falls 236
4 Caught in/between objects 68
5 Struck by moving objects 134
6 Others 43
7 Exposure to chemical substance 29
8 Fires and explosion 47
9 Electrocution 108

10 Struck by falling object 43
11 Exposure to extreme temperatures 17

When building the pre-trained BERT model, a large-scale general language under-
standing evaluation (GLUE) benchmark [49] is adopted, which is an ensemble of multiple
natural language understanding tasks. Based on the work by Devlin et al. [30], a pre-trained
BERT model was directly used for the text representation of accident investigation reports
in this study.

3.2. Training Settings

During the training, Adam [50] was exploited as the optimizer with a β1 = 0.9 and
β2 = 0.999 and we applied a high weight decay of 0.1. The initial learning rate was set
to 10−4 and the batch size for the training was set to 512. It should be noted that the BERT
used in the model was not fine-tuned and retrained, but directly adopted with its network
parameters fixed—the ’bert-large-uncased’ version [30] of BERT to generate raw embedded
text features. Besides, batch normalization and drop out were also leveraged in all fully
connected layers. Following the setting of [42], a layer of the R-GCN with a gate mechanism
was utilized to capture immediate syntactic neighbor information. In addition, given that
the data were still very limited, five-fold cross-validation was utilized to achieve better
generalization performance and more accurate model performance estimates.

3.3. Evaluation Metrics

In the training stage of the model, the performance evaluation criteria used were
the precision of accident report classification, recall rate, F1-score and average weighted
F1-score. Precision is the ultimate criterium of the predicted result. It can be calculated by
using Equation (7) and is obtained by dividing the true result by the sum of the true and
false positive values.

Precision =
TP

TP + FP
(7)

Recall is a measure of how well each unique label fits into the predicted results. It can
be seen, from Equation (8), that the recall rate is the sum of the real result divided by the
real value and the false negative value.

Recall =
TP

TP + FN
(8)

The F1-score is the harmonic mean of precision and recall rate, in which the F1-score
reaches the best value when 1 and the worst value when 0. Formula for obtaining F1-score
is shown in Equation (9).

F1-score =
2(Precision ∗ Recall)
(Precision + Recall)

(9)
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When unbalanced classes appear in the dataset, an average weighted F1-score is
required. Count the number of cases and the total number of case classes that involve
support for a particular tag. The average weighted F1-score can be computed by

avg F1weighted =
N

∑
i=1

(
Si
T
∗ F1i

)
, (10)

where Si is the number of cases supported by label i and T is the total number of the dataset.
When constructing the model, in order to balance the precision and recall of the model,

the training objective of the model is selected to maximize the average weighted F1 score.

3.4. Experimental Platforms

All the experiments were conducted on an Intel i7-6700 CPU at 4.0 GHz with a 16 GB
RAM and a Nvidia P100 GPU with a 16 GB memory. The programming language was
Python 3.6 and the integrated development environment was Anaconda 3. Several open
source libraries, including SpaCy, Jieba and Deep Graph Library (DGL), were also used.
Among them, DGL was used to convert each dependency graph into a DGL graph object.
The R-GCN model was also implemented based on the DGL.

4. Experimental Results

Through five-fold cross-validation, the original labeled dataset was equally divided
into the same quintiles, i.e., each part contained 200 accident records. For each training, four
of them were used as the training set and the remaining one was regarded as the test set,
ensuring that each part was treated as the test set throughout the validation process. The
results of each cross-validation were measured through the average F1-score to evaluate
the performance of the whole model and the model with the highest average F1-score was
adopted as the final built model combining the pre-trained BERT and a R-GCN. The results
of the five-fold cross-validation are illustrated in Table 2.

Table 2. Results of the five-fold cross-validation.

Fold 1 Fold 2 Fold 3 Fold 4 Fold 5

AvgF1-score 0.69 0.64 0.72 0.77 0.75

As shown in Table 2, the accident causal classification model combining the pre-trained
BERT and the R-GCN could achieve an average F1-score of up to 0.77. In order to more
intuitively show the performance of the constructed model on each type of accident, we
show the confusion matrix of the adopted model in Table 3. The corresponding procedure
for calculating the average F1-score of Fold 4 is shown in Table 4.

It can be seen, from the confusion matrix in Table 3, that the model used can achieve
accurate classification of most texts, but there is still a certain error for types that also
contain fall or object. This shows that the proposed text-mining-based accident cause
analysis could be roughly classified, but the specific accident cause analysis results still
need to be further improved. To further demonstrate the advantages of the proposed model,
comparative experiments were performed to numerically evaluate the improvement of
the proposed method over previous methods. Traditional text mining methods, including
decision tree, k-nearest neighbors (KNN), Naive Bayes and logistic regression, were also
adopted to classify text in the OSHA dataset. Deep-learning-based networks, including
long short-term memory (LSTM), gate recurrent unit (GRU) and symbiotic organisms
search–gate recurrent unit (SGRU) [48], were also compared. Furthermore, to explore the
role of the gate mechanism in the proposed method, the results of an ablation experiment
were also analyzed. It should be noted that all experiments were performed on Fold 4. Due
to space constraints, only the final average results, not class-by-class results, are shown
in Table 5.
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Table 3. Confusion matrix of the adopted model.

Prediction

1 2 3 4 5 6 7 8 9 10 11 Total TP FN Recall
1 9 1 0 1 0 0 0 0 0 1 0 12 9 3 0.75
2 0 34 0 1 4 0 1 0 0 0 0 40 34 6 0.85
3 1 0 39 0 0 0 1 0 0 8 1 50 39 11 0.78
4 0 0 1 12 1 0 0 1 0 0 0 15 12 3 0.80
5 0 2 0 0 19 0 0 0 0 2 0 23 19 4 0.83
6 0 1 0 2 0 3 0 1 1 1 0 9 3 6 0.33
7 0 1 0 0 0 0 5 0 0 0 0 6 5 1 0.83
8 0 0 1 0 0 0 0 7 0 0 2 10 7 3 0.70
9 0 0 0 0 2 2 2 0 15 0 0 21 15 6 0.71

10 0 0 4 0 0 0 0 0 0 6 0 10 6 4 0.60

Ground truth

11 0 0 0 0 1 0 0 0 0 0 3 4 3 1 0.75

Total 10 39 45 16 27 5 9 9 16 18 6 200
TP 9 34 39 12 19 3 5 7 15 6 3
FP 1 5 6 4 8 2 4 2 1 12 3

Precision 0.90 0.87 0.87 0.75 0.70 0.60 0.56 0.78 0.94 0.33 0.50

Table 4. Corresponding procedure for calculating the average F1-score of Fold 4.

Precision Recall F1-Score Number of Cases AvgF1-Score

1 0.90 0.75 0.82 12

0.77

2 0.87 0.85 0.86 40
3 0.87 0.78 0.82 50
4 0.75 0.80 0.77 15
5 0.70 0.83 0.76 23
6 0.60 0.33 0.43 9
7 0.56 0.83 0.67 6
8 0.78 0.70 0.74 10
9 0.94 0.71 0.81 21
10 0.33 0.60 0.43 10
11 0.50 0.75 0.60 4

Table 5. Results of the comparison experiment and the ablation experiment.

Average Precision Average Recall AvgF1-Score

Decision trees 0.48 0.55 0.51
KNN 0.49 0.52 0.50
Naive Bayes 0.57 0.54 0.55
Logistic regression 0.47 0.87 0.61
LSTM 0.58 0.64 0.61
GRU 0.70 0.61 0.65
SGRU 0.73 0.69 0.71

Ours w/o gate mechanism 0.74 0.72 0.73
Ours 0.79 0.76 0.77

From the results in Table 5, it can be seen that, although the proposed method still
has some limitations, it achieved a 6% improvement of the average F1-score compared to
existing research. At the same time, it can also be found from the results of the ablation
experiments that the gate mechanism played a key role in the entire model. By eliminating
the possible errors of the pre-trained BERT, the model achieved a 4% improvement.

5. Conclusions and Future Works

This study proposes a text mining method combining the pre-trained BERT and a
R-GCN to automatically explore accident causal information in accident investigation
reports. The proposed method avoids the tedious preprocessing steps of previous text
mining methods and extracts text features by employing a pre-trained BERT to embed
words from text reports into a high-dimensional vector space. Then, by using a R-GCN with
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a gate mechanism, the syntactic structure in the text is also processed into high-dimensional
vectors. By concatenating these two features and with the help of the classifier, it is possible
to understand both the word and syntax of the accident investigation reports. Compared
with methods such as text frequency alone, it is more accurate and concise. Compared with
retraining BERT to extract text and syntax features at the same time, it is very cheap and fast.
The experimental results show that the proposed method could achieve an average F1-score
as high as 0.77, which exceeds existing methods and has important practical significance
for accident causal classification.

However, it is undeniable that, although the existing methods have made certain
breakthroughs compared with previous studies, the classification accuracy still needs
to be improved. The methods proposed at present can only assist in the analysis of
accident causes from accident investigation reports to a certain extent and cannot completely
replace experienced experts. Especially in accident cause analyses, once the accident causal
classification is wrong, it may bring unnecessary investment or mislead accident prevention.
This is a key breakthrough in future work. In the future, the accuracy of accident causal
classification can be improved by enriching the accident causal dataset and adding relevant
labels. At the same time, on the basis of this study, we can further explore the BERT-based
text information encoding method to build a more efficient expert system.
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