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Abstract: To address the problem of the low recognition rate of time-frequency domain methods
gearbox fault identification, a method featuring decision-level fusion of DS evidence theory and
GA-BP algorithm was proposed in the present study. Firstly, the fault data of each state of the gearbox
was classified, based on which the time-frequency domain features were extracted and 19 significant
features have been selected. Secondly, the accuracy of the traditional BP algorithm was compared
with that of the GA-BP algorithm. On this basis, it has been concluded that the GA-BP algorithm is
highly accurate, and the local diagnostic results obtained by the GA-BP algorithm have been used
as the basic probability. Finally, the DS evidence theory is currently used to fuses with the GA. In
addition, the final fault identification of the gearbox can be achieved by using the DS evidence theory
and the multi-sensor local diagnosis results obtained by the GA-BP algorithm for decision fusion.
The results of the simulations and experiments showed that the method proposed has improved
accuracy over a single algorithm for fault identification of gearboxes, respectively.

Keywords: gears; fault-diagnosis; GA-BP algorithm; DS fusion theory

1. Introduction

Gearbox have been widely used in nuclear power gearboxes, wind turbines, cranes,
and other fields. The gear faults will lead to low productivity and even serious injury and
property damage, but it is difficult to detect due to the complex working environment. How
to improve the ability of monitoring of gear health is important in industrial applications.

In terms of researches using traditional fault diagnosis methods, they tend to adopt
data collected by a single sensor to perform time domain, frequency domain, and wavelet
analysis on a physical quantity. A composite diagnosis method combined resonance-based
sparse signal decomposition (RB-SSD) and maximum correlated kurtosis deconvolution
(MCKD) for improvement of vibration signal fault recognition rate is proposed by He [1].
Based on the multi-channel fault identification method, Zhuang et al. [2] made use of the
Empirical Mode Decomposition (EMD) method to convert the signal into a multi-channel
one-dimensional signal, and then extracted and classified its features to realize the gearbox
fault diagnosis and solve the fault. This has made up for the lack of fault identification
features. Zhang et al. [3] monitored the health of the pick gear artificially and proposed to
use the BP neural network algorithm to detect the faults of various characteristic signals
collected. Due to the long iteration time and low accuracy of the traditional BP neural
network, Zhang et al. [4] proposed Genetic Algorithm (GA) to perfect the traditional BP
algorithm. Furthermore, the accuracy was improved after the improvement.

The detection status obtained by the classifier from a single sensor cannot comprehen-
sively represent the health status. To this end, in recent years, Dempster-Shafer evidence
theory (DS) multi-source information fusion technology has been widely used in the field of
fault diagnosis [5–9]. Tang et al. [10] came up with a fusion method of random forest mixed
classifiers, which realized the diagnosis of a single fault in a complex fault environment
and significantly promoted the reliability of the diagnosis. In addition, Feng et al. [11] came
up with a multi-source information fusion method that combines cloud theory and D-S
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evidence theory for the ambiguity and uncertainty of multi-source fault signals. Further-
more, it has been verified by the fault diagnosis test of the rolling bearing of the Computer
Numerical Control (CNC) machine tool. Zhou et al. [12] made use of the combination of
D-S theory and support vector machine to diagnose the fault range and type of a structural
beam. Yu et al. [13] thought out a decision-level fusion of the DS theory and the diagnostic
results obtained by Support Vector Machines (SVM) to reduce the possibility of errors. Deep
learning algorithms are also widely used in the field of fault diagnosis. Kadam et al. [14]
proposed to combine deep learning algorithms and SVM algorithms for fault detection on
the surface of 3D printed products, and the method enabled real-time monitoring in both
offline and online states. Deep learning can detect squirrel cage induction motors (SCIMs)
in early, Kumar et al. [15] proposed a novel fault detection technique for bearing faults and
broken rotor bar detection in SCIM using the dilated convolutional neural network-based
model. The propounded approach accomplished an average accuracy of more than 99.50%.
In addition, Kamat et al. [16] proposed deep learning algorithm for estimating remaining
bearing life, and it achieved an accuracy of over 90% in anomaly detection and Remaining
Useful Life (RUL) prediction.

Huang et al. [17] proposed multi-feature fusion of the features obtained from the EMD
method with some time-domain features as an input to the GA-BP algorithm to achieve
fault diagnosis of bearings, which has a higher identification rate than using one feature
vector. Li et al. [18] come up with an algorithmic fusion method that decompose the wavelet
packet to acquire 8 energy ratios as features input to different classifiers, which can acquire
their respective local diagnosis results. Finally, fused with DS evidence theory, and this
method improved the rolling bearing diagnosis accuracy. Kumar et al. [19] proposed to
base on collects real-time multi-sensor signals using vibration, current, and sound sensors.
The convolutional neural network (CNN) algorithm is used for different fault signals to
classify faults in 3D printed products with an accuracy of about 94%.

The multi-source information fusion technique can improve the accuracy, but when
feature selection is carried out, only a certain part of time-domain features or frequency-
domain features are considered, and the common time-frequency-domain features are
not unified for feature selection. In addition, the GA-BP algorithm and DS fusion theory
are fused at the data level and feature level to improve the fault diagnosis accuracy, but
they are not fused at the decision level. Therefore, this study tries to select 19 common
time-frequency domain feature indicators as features, and then use the DS theory and the
local diagnosis results obtained by the GA-BP neural network algorithm for multi-sensor
decision-level fusion, and apply the method to gear fault diagnosis as well. The fault
diagnosis of the bearing inner ring of the bearing public data set of Case Western Reserve
University has been used as a verification method. Moreover, the verification results have
proven the effectiveness of the method. Then, a test bench for gear fault diagnosis was
established to monitor the health of gear with varying pitting degrees. Both experiments
and public datasets are able to verify that the proposed method is more accurate than
traditional single-sensor fault detection.

2. Fundamental Theories
2.1. Multi-Sensor Information Fusion

Multiple linear acceleration sensors were used to obtain different sensitive signals at
different points, and the time-frequency domain features were extracted. Then the extracted
features were input into GA-BP algorithm to obtain local diagnosis results. Fusion of
different local diagnosis results at the decision level. Finally, the fused diagnosis results
were used for fault identification and classification. The decision-level fusion structure is
shown in Figure 1.
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Figure 1. Multi-sensor decision-level fusion.

2.2. Time-Frequency Domain Feature Extraction

In terms of time-domain and frequency-domain features, common features: root mean
square, root square amplitude, absolute mean, skewness, kurtosis, variance, maximum
value, minimum value; barycentric frequency, mean square frequency, the frequency
variance were mainly select.

In the time-frequency-domain feature analysis, the wavelet packet decomposition
method can decompose the signal in a full frequency band and at multiple levels. It can
make up for the shortcomings that wavelets cannot decompose low-frequency signals, and
decompose high-frequency signals at a higher level, thus improving the decomposition rate
of the entire signal frequency band. Therefore, the wavelet packet decomposition method
is also widely used in the field of fault diagnosis. Wavelet packet signal decomposition
diagram, as shown in Figure 2 [20]. Furthermore, the decomposed wavelet packet energy
ratio was used as the time-frequency domain characteristic index. It is worth noting that
the present study adopted three layers of wavelet packet decomposition. The function
is db2.
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The wavelet packet is calculated as follows,

di,j,2m = ∑
k

h(k− 2i)dk,j+1,m

di,j,2m+1 = ∑
k

g(k− 2i)dk,j+1,m
(1)
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The wavelet packet reconstruction is calculated as follows,

di,j+1,m = ∑
k

h(i− 2k)dk,j,2m + ∑
k

g(i− 2k)di,j,2m+1 (2)

where, di,j,m is the i wavelet packet coefficient of the m node of j the layer; h(k) and g(k) are
the low-pass and high-pass filter coefficients in the filter.

The energy Ei,j on the different frequency bands is calculated as,

Ei,j =
N

∑
k=1

∣∣∣di,j(k)

∣∣∣2, j = 0, 1, 2, · · · 2i − 1 (3)

The wavelet packet energy ratio Pi,j is calculated as follows,

Pi,j =
Ei,j

2i−1
∑

j=0
Ei,j

(4)

2.3. BP Algorithm and GA-BP Algorithm
2.3.1. BP Algorithm

The BP algorithm [21] is a multi-layer feedforward algorithm trained according to the
error back-propagation algorithm. This algorithm enjoys strong self-learning ability, but
poor generalization ability. It can easily fall into local extreme value state. The structure is
shown in Figure 3 [18].
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The method to determine the number of hidden layer nodes is calculated as fol-
lows [17],

m =
√
(l + n) + a (5)

where l, m, n is input layer, hidden layer, and output layer, respectively. While a is a constant
value ranging from 1 to 10.

2.3.2. GA-BP Algorithm

The core of the genetic algorithm is mainly about the operation of selection, crossover,
and mutation. The main purpose of using a genetic algorithm to optimize the BP algorithm
is to obtain optimal connection weights and thresholds. To begin with, the neural network
topology was determined and the initial weights and thresholds were generated, then, the
genetic algorithm encoded the generated initial weights and thresholds to determine the
fitness function. Finally, the selection, crossover, and variation operations were performed
to bring the obtained optimal weights and thresholds into the network for training. The
flow chart is shown in Figure 4.



Appl. Sci. 2022, 12, 3106 5 of 18

Appl. Sci. 2022, 12, x FOR PEER REVIEW 5 of 18 
 

performed to bring the obtained optimal weights and thresholds into the network for 
training. The flow chart is shown in Figure 4. 

Begin

Sample Normalization

Build BP Neural 
Network

Obtain optimal 
initial values and 

thresholds

Train neural network

Whether the set accuracy is met or the 
maximum number of iterations is reached

Fault identification

End

Coding

Initialize the 
population

Determine the 
fitness function

Select

Crossover

Mutations

Evaluate individual 
fitness

Reached the number of 
iterations

Decode the best 
individual

Update weights and 
thresholds

Y

Y

N

 
Figure 4. GA-BP algorithm fault identification block diagram. 

2.4. DS Theory 
DS evidence theory mainly includes identification framework, basic probability dis-

tribution function, trust function, and plausibility function. The identification framework 
of DS evidence theory is a finite and complete set composed of N pairs of mutually exclu-
sive elements, usually represented by Θ . The collection is shown below [22], 

1 2 1 2 1 2 32 { , , ..., , ,... ,..., }Nθ θ θ θ θ θ θ θΘ = ∅ ∪ ∪ ∪ Θ  (6)

DS evidence theory assigned a probability to each possibility in the identification 
framework, which is also known as the basic probability assignment (BPA). The basic 
probability distribution function is generally named a mass function. Furthermore, m is 
often used to represent this function. The power set 2Θ  of the recognition framework sat-
isfied the following relation [23], 

0 ( ) 1
( ) 0

( ) 1
A

m A
m
m A

⊆Θ


≤ ≤

 ∅ =
 =


 (7)

where, A is any subset in the identification frame, m(A) is the basic probability number of 
A. 

Figure 4. GA-BP algorithm fault identification block diagram.

2.4. DS Theory

DS evidence theory mainly includes identification framework, basic probability distri-
bution function, trust function, and plausibility function. The identification framework of
DS evidence theory is a finite and complete set composed of N pairs of mutually exclusive
elements, usually represented by Θ. The collection is shown below [22],

2Θ = {∅, θ1, θ2 . . . , θN , θ1 ∪ θ2, . . . θ1 ∪ θ2 ∪ θ3, . . . , Θ} (6)

DS evidence theory assigned a probability to each possibility in the identification
framework, which is also known as the basic probability assignment (BPA). The basic
probability distribution function is generally named a mass function. Furthermore, m
is often used to represent this function. The power set 2Θ of the recognition framework
satisfied the following relation [23],

0 ≤ m(A) ≤ 1
m(∅) = 0

∑
A⊆Θ

m(A) = 1
(7)

where, A is any subset in the identification frame, m(A) is the basic probability number of A.
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In order to combine information from multiple independent sources, DS evidence
theory provides DS fusion rules for achieving the fusion of multiple pieces of evidence.
The combination rules are as follows [24],

m(∅) = 0
m(A) = 1

1−k ∑
∩Ai=A

∏
1≤i≤N

mi(Ai), A 6= ∅

k = ∑
∩Ai=∅

∏
1≤i≤N

mi(Ai), k 6= 1
(8)

where, k is the conflict coefficient.

3. Simulation Analysis
3.1. Data Processing

The simulation data was from the Bearing Data Center of Case Western Reserve
University in the United States. The sampling bearing model is 6205-2RS JEM SKF deep
groove ball bearing, the motor speed is 1797 r/min, and the sampling frequency is 12 kHz.
The four damage diameter states of the inner ring of the bearing: Normal, 0.007 inches,
0.014 inches, 0.021 inches, respectively, using (1, 2, 3, 4) to represent the fault state. The
matrix form is [1 0 0 0], [0 1 0 0], [0 0 1 0], [0 0 0 1].

In this present study, the data of four-fault states of the inner ring of the bearing were
selected, and the data of each state was divided into 29 groups with 4096 points in each
group, a total of 116 groups of data. Then, a feature extraction was perform, and a total of
19 time-frequency domain feature indicators were selected. The time frequency processing
results of these 19 feature indicators are shown in Table 1.

Table 1. Time-frequency characteristic parameters.

Sample
Time Domain Features Frequency Domain Features Time-Frequency Features

Root Mean
Square . . . Kurtosis Barycenter

Frequency . . . P13 . . . P83

Normal

1 0.0823 . . . 0.0068 1161.104 . . . 45.6012 . . . 0.1492

2 0.0846 . . . 0.0072 1123.906 . . . 44.6706 . . . 0.1578

. . . . . . . . . . . . . . . . . . . . . . . . . . .

29 0.0829 . . . 0.0069 1168.689 . . . 38.1235 . . . 0.1646

0.007′′

1 0.2445 . . . 0.0598 2446.6 . . . 9.4725 . . . 1.0977

2 0.2466 0.0608 2446.023 . . . 9.0168 . . . 1.1224

. . . . . . . . . . . . . . . . . . . . . . . . . . .

29 0.2470 . . . 0.0610 2500.594 . . . 8.4057 . . . 1.0324

0.014′′

1 0.1252 . . . 0.0157 3126.209 . . . 16.9972 . . . 6.1315

2 0.1286 . . . 0.0165 3136.342 . . . 17.2573 . . . 6.1819

. . . . . . . . . . . . . . . . . . . . . . . .

29 0.1203 . . . 0.0145 3073.158 . . . 18.9016 . . . 5.3250

0.021′′

1 0.2318 . . . 0.0537 2877.327 . . . 18.0769 . . . 1.5097

2 0.2245 . . . 0.0504 2836.955 . . . 19.8080 . . . 1.7618

. . . . . . . . . . . . . . . . . . . . . . . . . . .

29 0.2259 . . . 0.0510 2846.9183 . . . 17.1866 . . . 1.9061

In each state, the front 20 sets of feature index data were selected for training. The
remaining 9 sets of data were used as the test set. The training set is input into the BP
algorithm and the GA-BP algorithm. At this point, the input layer is 19 layers and the
output layer is 4 layers.

The value of a is dependent on the accuracy of output data and the Mean Squared
Error (MSE) which MSE represents the fit of the model pair to the data. The accuracy and



Appl. Sci. 2022, 12, 3106 7 of 18

the MSE at different values of a from 1 to 10 is calculated by Equation (5), respectively. The
results are shown in Figure 5.

Appl. Sci. 2022, 12, x FOR PEER REVIEW 7 of 18 
 

algorithm and the GA-BP algorithm. At this point, the input layer is 19 layers and the 
output layer is 4 layers. 

The value of a is dependent on the accuracy of output data and the Mean Squared 
Error (MSE) which MSE represents the fit of the model pair to the data. The accuracy and 
the MSE at different values of a from 1 to 10 is calculated by Equation (5), respectively. 
The results are shown in Figure 5. 

0 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30 32 34 36 38
0.90

0.92

0.94

0.96

0.98

1.00

A
c
c
u
r
a
c
y

Testing groups

 a=1
 a=2
 a=3
 a=4
 a=5
 a=6
 a=7
 a=8
 a=9
 a=10

 

0 2 4 6 8 10

0.0004

0.0005

0.0006

0.0007

0.0008

0.0009

0.0010

Me
an
 
Sq
ua
re
d 
Er
ro

r(
ms
e)

a value range

 

(a) (b) 

Figure 5. A value assessment. (a) Accuracy at different output values; (b) MSE at different model fit 
to data. 

The accuracy rate is almost the same when the value of a is 3 to 10, and the fit of the 
model pair to the data is best when the value of a is 5. Then the optimal number of nodes 
in hidden layers can be concluded as 10. 

Hence, the BP algorithm and the GA-BP structure are 19-10-4. The training results of 
four-fault states of bearings using the two algorithms are shown in Figures 6 and 7. Ac-
cording to figures, the BP algorithm needs 14 epochs (around 0.019 s), and the GA-BP 
algorithm only needs 7 epochs (around 0.009 s). It can be concluded that the operation 
speed of the GA-BP algorithm is faster. After the completion of this training, the remain-
ing 9 groups of data of each state are used as the test data of the two algorithms for state 
recognition. The test data results are shown in Tables 2 and 3.  

 
Figure 6. The number of iterations of the BP algorithm. 

Figure 5. A value assessment. (a) Accuracy at different output values; (b) MSE at different model fit
to data.

The accuracy rate is almost the same when the value of a is 3 to 10, and the fit of the
model pair to the data is best when the value of a is 5. Then the optimal number of nodes
in hidden layers can be concluded as 10.

Hence, the BP algorithm and the GA-BP structure are 19-10-4. The training results
of four-fault states of bearings using the two algorithms are shown in Figures 6 and 7.
According to figures, the BP algorithm needs 14 epochs (around 0.019 s), and the GA-BP
algorithm only needs 7 epochs (around 0.009 s). It can be concluded that the operation
speed of the GA-BP algorithm is faster. After the completion of this training, the remaining
9 groups of data of each state are used as the test data of the two algorithms for state
recognition. The test data results are shown in Tables 2 and 3.
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The GA-BP algorithm is compared with the BP algorithm by means of the performance
metrics of mean square error, number of iterations, time required, speed of convergence,
and accuracy. In addition, one-dimensional convolutional neural network (1D-CNN) in
machine learning was used to compare the accuracy of the BP algorithm and the GA-BP
algorithm in simulation and experiment. The accuracy comparison of these algorithms are
shown in below Figure 8.
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As shown in Figure 8, three algorithms are relatively volatile. However, the GA-BP
algorithm is 2.3% more accurate than the traditional BP algorithm and GA-BP algorithm is
3.99% more accurate than the traditional 1D-CNN algorithm.

3.2. DS Evidence Synthesis and Decision-Level Fusion

A single sensor in traditional fault diagnosis methods can lead to a lack of comprehen-
siveness of data. Hence, multi-sensor testing of gearboxes is needed. In order to perform
fault diagnosis on fault data collected from multiple sensors, the decision-level fusion of
the multi-sensor local diagnostic results obtained by the GA-BP algorithm using a DS-
theoretical approach would be able to capture the multidimensionality of the data and
improve the diagnostic accuracy.

In addition, the GA-BP algorithm allows for the fault diagnosis of gears from the fault
data collected by each sensor. The DS theory was used to fuse the local diagnostic results
of each sensor at the decision level. The identification framework needs to be established
first based on DS evidence theory. Furthermore, since there are four fault states, the
identification framework is Θ= {A, B, C, D}, corresponding to bearing fault states: Normal,
0.007 inches, 0.014 inches, and 0.021 inches, respectively. An objective body of evidence
needs to be identified, with the body of evidence E = {E1, E2} in order to achieve effective
fusion of diagnostic results The E1 represents the bearing fan-end sensor and E2 represents
the bearing base-end sensor. The fusion rule of Equation (8) was then used to fuse the local
diagnostic results of the two sensors to obtain the fused bearing fault diagnosis rate. The
fault diagnosis results before and after fusion are shown in Figure 9.

According to Figure 9, it can be concluded that the accuracy of the two bodies of
evidence is 99.92% and 99.93% before the fusion. The accuracy after fusion was 99.99%.
The accuracy after adopting fusion theory was significantly higher than that before fusion
and more stable, compensating for the low accuracy of the traditional single fault diagnosis
method to a large extend.
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According to Figure 9, it can be concluded that the accuracy of the two bodies of 
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4. Experiments
4.1. Experimental Data Acquisition

There are 19 input parameters, which include 8 time-domain parameters, 3 frequency-
domain parameters, and 8 energy ratios of the Wavelet Packet of 3-layer decomposition.
Time-domain parameters include root mean square, root square amplitude, absolute mean,
skewness, kurtosis, variance, maximum value, and minimum value. The frequency-domain
features include barycentric frequency, mean square frequency, and the frequency variance.
In addition, time-frequency indicators include P13, P23, P33, P43, P53, P63, P73, and P83. As
shown in Table 1, due to limited space, not all are listed.

According to the working data of the nuclear gearbox gears provided by the coopera-
tive enterprise, the gear speed was set to 480 r/min, 650 r/min, 750 r/min and 800 r/min.
As shown in Table 4 for the experimental conditions.

Table 4. Experimental gear example conditions.

Load (N.m) Number of
Experiments

Sampling Time
(Seconds)

Sampling
Frequency

(KHz)

Rotating Speed
(r/min)

20 20 1

5

480

650

750

800

10

480

650

750

800

Due to the presence of multiples in the frequency of engagement in the experiment.
According to Nyquist’s principle, the sampling frequency is 10 KHz to ensure that no
distortion occurs in the signal. When carrying out the effect of speed on the results, the
most significant change in signal was found at 800 r/min. Therefore the experimental
conditions were chosen as, the sampling frequency is 10 KHz, the speed is 800 r/min and
the load is 20 N.m.

As shown in Table 5 for the gear condition,
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Table 5. Experimental gear example.

Condition Pitting Area (mm2) Pitting Location

Normal 0

Near the node line
Single tooth single pitting 0.785

Single tooth double pitting 1.57

Single tooth three pitting 2.34

In order to verify the effectiveness of the proposed method in practical production,
the experimental data collected on the gearbox test bench have been used for gear fault di-
agnosis. To this end, the test rig was designed first, the linear acceleration sensor mounting
position arrangement selected, the gear selection and other equipment configuration, and
the test bench structure diagram, shown in Figure 10. For the next, the gear fault detection
test bench was established, as shown in Figure 11. The test bench consists of a gearbox
(including a large gear with 36 teeth and a small gear with 25 teeth), drive motors, and so on.
Three acceleration sensors were mounted in the gearbox housing near the vibration source.
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The experiment focuses on the health monitoring of an active gear with four states:
normal, single pitting, double pitting, and triple pitting, respectively, using (1, 2, 3, 4) to
represent the fault state. The matrix form is [1 0 0 0], [0 1 0 0], [0 0 1 0], [0 0 0 1]. The
degree of the condition is shown in Figure 12. The collected experimental data for each
state is divided into 48 groups, each group of data consists of 4096 points, with a total of
192 groups of experimental data vibration signal for each state Please refer to Figure 13.
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By selecting the frequency domain features from the grouped experimental data,
19 common time-frequency domain features can be extracted. Each state can thus constitute
of points, simplifying the original data set and largely improving the speed of gear fault
monitoring operations.

In each state, the front 34 sets of data are selected for training and the remaining
14 sets are used as the test set. The training set is fed into the BP algorithm and the GA-BP
algorithm, at this point, the input layer is 34 layers, the output layer is 4 layers, and the
hidden layer is obtained according to Equation (5), where 10 layers were selected. Therefore,
the structure of the BP algorithm and the GA-BP algorithm are 34-10-4. The data from the
training set is first fed into the diagnostic model, and then the remaining 14 sets are fed into
the diagnostic model as a test set for fault testing. The test results of the two algorithms are
shown in Tables 6 and 7. The speed of the two algorithms is shown in Figures 14 and 15,
and the accuracy is shown in Figure 16.
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Figure 13. Vibration signals for 4 types of gear health monitoring. (a) Normal condition, (b) single 
pitting condition, (c) double pitting condition, (d) triple pitting condition. 

By selecting the frequency domain features from the grouped experimental data, 19 
common time-frequency domain features can be extracted. Each state can thus constitute 
of points, simplifying the original data set and largely improving the speed of gear fault 
monitoring operations. 

In each state, the front 34 sets of data are selected for training and the remaining 14 
sets are used as the test set. The training set is fed into the BP algorithm and the GA-BP 
algorithm, at this point, the input layer is 34 layers, the output layer is 4 layers, and the 
hidden layer is obtained according to Equation (5), where 10 layers were selected. There-
fore, the structure of the BP algorithm and the GA-BP algorithm are 34-10-4. The data from 
the training set is first fed into the diagnostic model, and then the remaining 14 sets are 
fed into the diagnostic model as a test set for fault testing. The test results of the two algo-
rithms are shown in Tables 6 and 7. The speed of the two algorithms is shown in Figures 
14 and 15, and the accuracy is shown in Figure 16. 

  

Figure 13. Vibration signals for 4 types of gear health monitoring. (a) Normal condition, (b) single
pitting condition, (c) double pitting condition, (d) triple pitting condition.

Table 6. BP algorithm experimental test data.

Sample Test Data Fault

1 1.000506 0.033438 −0.03357 −0.00037 1
2 1.009513 2.120288 −2.13004 0.000242 1

. . . . . . . . . . . . . . . . . .
14 0.999489 0.016411 −0.01581 −8.5× 10−5 1
1 −0.00104 1.303728 −0.30177 −0.00092 2
2 0.00067 0.856819 0.142685 −0.00017 2

. . . . . . . . . . . . . . . . . .
14 0.011091 1.862498 −0.87288 −0.0007 2
1 0.000317 0.652486 0.347745 −0.00055 3
2 −0.00145 1.01321 −0.01084 −0.00092 3

. . . . . . . . . . . . . . . . . .
14 −0.00106 0.30225 0.700755 −0.00194 3
1 7.07× 10−5 −0.00017 0.000117 0.999984 4
2 7.16× 10−5 −0.00048 0.000427 0.999984 4

. . . . . . . . . . . . . . . . . .
14 6.84× 10−5 −0.00027 0.000219 0.999984 4
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Table 7. GA-BP algorithm experimental test data.

Sample Test Data Fault

1 1.002133 0.001423 0.004012 0.002554 1
2 1.000103 0.005562 0.007136 0.003179 1

. . . . . . . . . . . . . . . . . .
14 1.000276 0.006608 0.008686 0.004462 1
1 0.0055 1.00047 0.008853 0.009767 2
2 0.005802 1.000651 0.006563 0.007881 2

. . . . . . . . . . . . . . . . . .
14 0.007025 1.000013 0.002331 0.009472 2
1 0.009201 0.009637 1.002577 0.009345 3
2 0.007863 0.007472 1.000319 0.009347 3

. . . . . . . . . . . . . . . . . .
14 0.00661 −0.00853 1.00067 0.00025 3
1 0.001398 0.006349 0.007977 1.000525 4

2 0.000851 0.007368 0.006932 1.001214 4
. . . . . . . . . . . . . . . . . .
14 0.008507 0.005294 0.001008 1.000231 4
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According to Figure 16, above the three algorithms, the BP algorithm is the most vol-
atile and the GABP algorithm is the most stable. The accuracy of the GA-BP algorithm is 
27.26% higher than that of the traditional BP neural network algorithm, and it also is 3.48% 
higher than that of the traditional 1D-CNN algorithm 

The advantage of 1D-CNN is that it can effectively learn the corresponding features 
from a large number of samples, avoiding the complicated feature extraction process, with 
less manual involvement and high accuracy, which is very popular in the field of fault 
diagnosis. Only in this experiment, as the authors did not study 1D-CNN in depth, only 
a simple comparison with other algorithms was performed. If it is deeply optimized, the 
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Figure 16. Accuracy of the three algorithms.

As shown in Figures 14 and 15, the number of iterations tested using the BP algorithm
was 2193 epochs (around 3 s). While the number of iterations using the genetic algorithm
was 648 epochs (around 0.886 s), which 2.38 times faster convergence during testing. From
the Figure 16, we can also see that the GA-BP algorithm has a higher accuracy than the
BP algorithm.

According to Figure 16, above the three algorithms, the BP algorithm is the most
volatile and the GABP algorithm is the most stable. The accuracy of the GA-BP algorithm is
27.26% higher than that of the traditional BP neural network algorithm, and it also is 3.48%
higher than that of the traditional 1D-CNN algorithm

The advantage of 1D-CNN is that it can effectively learn the corresponding features
from a large number of samples, avoiding the complicated feature extraction process, with
less manual involvement and high accuracy, which is very popular in the field of fault
diagnosis. Only in this experiment, as the authors did not study 1D-CNN in depth, only
a simple comparison with other algorithms was performed. If it is deeply optimized, the
accuracy rate will definitely be improved substantially. However, the method of GA-BP
proposed in this paper also can be accepted.

4.2. DS Evidence Theory Fusion

Given that this experiment was carried out for four-fault states against fault diagnosis,
the identification framework obtained was as follow.

A, B, C, and D correspond to the gear fault status of normal, single tooth single pitting,
single tooth double pitting, and single tooth triple pitting, respectively. The three sensors
{E1, E2, E3} were selected for data collection from the gearbox. DS evidence theory is mainly
the fusion of multiple sensors. Thus, it can constitute four groups of evidence bodies E,
respectively: E = {E1, E2}, E = {E1, E3}, E = {E2, E3}, E = {E1, E2, E3}. After evidence bodies
were determined, the fusion rules of Equation (8) were used to fuse the local diagnostic
results of two sensors to obtain the fused bearing fault diagnosis rate, the fault diagnosis
accuracy of each evidence body before and after fusion. Please refer to Figure 17.
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According to Figure 16, before fusion, the accuracy of the three evidence bodies were
99.93%, 99.91% and 99.94%, respectively; when evidence body 1 was fused with evidence
body 2, the accuracy after fusion increased by 0.12% and 0.33%, respectively; when evidence
body 1 was fused with evidence body 3, the accuracy after fusion rose by 0.61%, and 0.50%,
respectively; when evidence body 2 was fused with evidence body 3, the accuracies after
fusion elevated by 0.82% and 0.50%, respectively; when the three evidence bodies were
fused simultaneously, the accuracy after fusion was 99.99%, then the accuracies went
up by 0.68%, 0.89% and 0.56%, respectively. The accuracy after using fusion theory was
significantly higher than before fusion and was more stable than usual, compensating for
the low accuracy of traditional single fault diagnosis methods to a large extend. However,
when two sensors for fusion were used, the accuracy after fusion was not as good as
the accuracy of all three sensors fused at the same time. Hence, the multidimensional
information of the gears needs to be detected carefully, which can significantly improve the
diagnosis accuracy of gears.

4.3. Analysis of Experimental Results

The experimental results showed that the fault diagnosis of a single sensor using the
GA-BP algorithm was 27.26% more accurate than using the BP algorithm. Nonetheless,
given that the cause of the fault was not caused by a single factor, multi-dimensional
extraction of the fault data is required to ensure the comprehensiveness of the data. Fusing
the local diagnostic results from three sensors of the GA-BP algorithm subject to DS
theory simultaneously, the accuracy of the fusion improved by 0.68%, 0.89%, and 0.56%,
respectively, compared to the single sensor fault diagnosis rate using GA-BP and was
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more accurate than the two-by-two sensor fusion. It implies that the gear data needs to
be extracted for comprehensiveness in detecting health status. Although the accuracy rate
before fusion has reached more than 99.90%, the accuracy rate will be improved after the
new method is adopted, which shows that the proposed method is meaningful for the
accuracy of gear fault diagnosis.

5. Conclusions

This present study addressed the lack of comprehensiveness and accuracy in detecting
gear fault health status by means of traditional fault-diagnosis, and proposed a gear fault
diagnosis method based on DS evidence theory for multi-sensor decision-level fusion of
the local diagnosis results of GA-BP neural networks.

The proposed method has been proven to be a good remedy for the singularity of
traditional diagnostic methods and improving the accuracy of the results. Firstly, both
simulation and experiment can verify the high accuracy of the improved BP algorithm
to address the problem of single sensor fault diagnosis accuracy, by comparing the fault
detection accuracy of the BP algorithm before and after improvement using GA-BP, the
diagnosis result using GA-BP neural network algorithm was chosen as the basic probability;
secondly, as multiple sensors installed in the gearbox housing can monitor the health
condition of the gear at the same time improving the detection accuracy, the local diagnosis
result of GA-BP algorithm is fused at decision level using DS evidence theory.
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