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Abstract: Fraud is increasingly common, and so are the losses caused by this phenomenon. There
is, thus, an essential economic incentive to study this problem, particularly fraud prevention. One
barrier complicating the research in this direction is the lack of public data sets that embed fraudulent
activities. In addition, although efforts have been made to detect fraud using machine learning, such
actions have not considered the component of human behavior when detecting fraud. We propose a
mechanism to detect potential fraud by analyzing human behavior within a data set in this work.
This approach combines a predefined topic model and a supervised classifier to generate an alert from
the possible fraud-related text. Potential fraud would be detected based on a model built from such a
classifier. As a result of this work, a synthetic fraud-related data set is made. Four topics associated
with the vertices of the fraud triangle theory are unveiled when assessing different topic modeling
techniques. After benchmarking topic modeling techniques and supervised and deep learning
classifiers, we find that LDA, random forest, and CNN have the best performance in this scenario.
The results of our work suggest that our approach is feasible in practice since several such models
obtain an average AUC higher than 0.8. Namely, the fraud triangle theory combined with topic
modeling and linear classifiers could provide a promising framework for predictive fraud analysis.

Keywords: fraud triangle; human behavior; topic modeling; data mining; text mining ; classification
methods

1. Introduction

Fraud is a worldwide phenomenon that affects public and private organizations, in-
cluding various illegal practices that involve intentional deception or misrepresentation.
According to the Association of Certified Fraud Examiners (ACFE), fraud includes any in-
tentional or deliberate act of depriving another of property or money by cunning, deception,
or other unfair acts [1].

The 2020 PwC Global Economic Crime and Fraud Survey reports that 49% of respon-
dents said their companies had been victims of fraud or economic crimes. Approximately
45% of respondents have experienced losses of less than one hundred thousand dollars;
30% have suffered losses between one hundred thousand and five million dollars; 6% have
suffered losses between five million and fifty million dollars; and 3%, losses of more than
fifty million dollars. This unveils a rising trend in costs caused by fraud. In organizations,
52% of cases are related to internal fraud and 41% to external. This gap is due to anyone in
accounting, and financial activities are a potential risk factor for fraud [2].

The prevention of fraud could mitigate expenses related to its prosecution as well
as the time and effort to detect fraud after its occurrence. When fraud is discovered, the
opportunity to locate the perpetrator and recover the losses caused is scarce. Therefore,
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organizations must identify factors that lead to fraudulent behaviors and understand their
causes. When we look at people in a controlled environment, such as their workplace, we
can more accurately identify suspicious behaviors since human behavior analysis is critical
in the early identification of fraud [3].

From the psychological point of view, Donald R. Crassey proposed the fraud triangle
theory (FTT) to explain the causes and committing of fraud, identifying the elements that
lead the perpetrators to commit fraud. In particular, three elements are represented as the
vertices of the triangle. The fraud triangle’s vertices are incentives/pressures, opportunities,
and attitudes/rationalization [4]. However, evidence of fraudulent activities in which
communications related to this phenomenon are observed is incipient due to its critical
and reserved nature, except for certain private and government entities that have access to
this type of information. In this context, a valid option is to generate synthetic data sets,
which, according to many experts, are the key to making machine learning within artificial
intelligence faster and more precise in their predictions [5].For this investigation, a data set
composed of 14,000 records balanced in two classes of fraud and non-fraud (7000 × 7000)
was generated. Using data mining (DM) techniques, we identified patterns related to
fraud and extracted relevant information. On the other hand, relying on text mining
(TM) techniques, a subfield of data mining that handles textual data, provides structure
to unstructured data. It analyzes it to generate new knowledge [6]. In this context, topic
modeling is a widely used approach in TM that provides a comprehensive representation
of a corpus by inferring latent content variables called topics. These patterns appear as
categories or groups related to content in an unstructured text collection. Therefore, a topic
analysis technique assigns a probability to a new text, a document belonging to a specific
topic [7]. By calculating the probabilities that a document belongs to a topic, the analysis is
performed using classification and deep learning methods to identify which technique is
more compatible with topic modeling and efficiently identify phrases suspected of fraud.

To the best of our knowledge, research related to data mining for fraud prediction
associated with the fraud triangle theory and its technological applicability is limited or
incipient. Auditors detect fraud through the use of their experience, but human bias cannot
be easily suppressed, and their reasoning tends to be subjective.

1.1. Contribution

The main contribution of this work is to propose a novel detector of suspicious
behaviors related to the occurrence of fraud by analyzing human behavior using FTT
leveraged on machine learning (ML) and deep learning (DL). Our detector combines
a predefined topic model and a supervised classifier to alert a potential fraud-related text.
In a nutshell, a new document is assigned to the topic of the predefined topic model. At
a second step, the text within a topic is classified as a potential fraud-related document,
using the topic’s probability of the first stage.

We generated a balanced synthetic data set, which contains phrases related to fraud
and phrases not related to fraud. More precisely, the suspicious phrases contain words that
belong to a vertex of the fraud triangle (pressure, opportunity, and rationalization). On the
other hand, non-fraudulent phrases have a general context that includes words unrelated
to this problem. To build our novel detector, we have to do the following:

• Evaluate the performance of text mining techniques, such as latent dirichlet allocation
(LDA), non-negative matrix factorization (NMF), and latent semantic analysis (LSA) in
the fraud-related data set. The goal is to select the technique that provides an integral
representation of the analyzed documents through clusters, i.e., topic, as separated.

• Once we select the appropriate topic analysis technique, we use the documents’ prob-
abilities on the assigned topic to determine if a text can be identified as being fraud
related, using supervised machine learning models. For this purpose, we conduct ex-
periments on seven classification methods, including logistic regression (LR), random
forest (RF), gradient boosting (GB), Gaussian naive Bayes (GNB), decision tree (DT),
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k-nearest neighbor (kN), and support vector machines (SVM), using the synthetically
generated data set.

• Furthermore, we perform the same experiment using deep learning techniques, such
as convolutional neural network (CNN), dense neural network (DNN), and long
short-term memory (LSTM), to determine the performance’s differences using receiver
operating characteristic (ROC) curves based on the area under the curve (AUC) with
the traditional ML classification methods. The goal is to show which technique is
more compatible to work with topic modeling to detect suspicious behavior of fraud.

The rest of this paper is organized as follows: Section 1.2 presents a review of the
literature in the area of fraud detection. Section 2 offers definitions of FTT, topic modeling,
classification methods, and deep learning. Section 3 describes the data preparation and
methodology used in this work. Next, Section 4 presents the experiment and the results.
Finally, Section 5 presents the conclusions and future work.

1.2. Related Work

Few research papers integrate data mining techniques with analyzing human behavior
via fraud triangle theory to identify possible fraud cases. The following studies were found
in the literature that contributes to this topic in this context. In [8], the authors proposed
a generic architectural model that considers the fraud triangle factors. In addition to
traditional fraud audit, the human factor enhances the audit analysis since the transactions
examined by an auditor can be differentiated and prioritized better. By distinguishing
behaviors (suspicious and non-suspicious), it is possible to discover transactions that are
part of a pattern that is not yet known and that would have been left undiscovered if only
traditional means were used. Likewise, Carolyn Holton in [9] proposed the design of a
detector of disgruntled communications mainly in email repositories through data mining
techniques associated with the triangle of fraud theory to combat internal security risks. In
these lines, Mieke Jans [10] focused on reducing the risk of internal fraud by combining the
detection and prevention of fraud. Its analysis uses descriptive data mining techniques to
identify whether an observation is fraudulent or not. In this investigation, the authors used
the IFR2 methodology [11] to reduce the risk of internal fraud, a framework that uses the
fraud triangle theory to assess and minimize fraud opportunities.

Vimal Kumar [12] analyzed fraud in the banking sector, classifying the types and
definitions of existing fraud mechanisms. He also listed and explained the different data
mining techniques used by investigators to study fraud, taking into account the factors that
cause it by using the fraud triangle model, relating the pressure, timing, and rationalization
with this behavior. The author concluded that prevention is an indispensable requirement
in the banking sector, and data mining techniques are essential to reduce fraud cases.
Ravisankar [4] used the fraud triangle theory to identify the possible reasons for the
increase in fraudulent activities in companies. The authors used the multilayer feed
forward neural network (MLFF), support vector machines, group method of data handling
(GMDH), genetic programming (GP), logistic regression (LR), and probabilistic neural
network (PNN) to predict fraud in financial statements on a data set from 202 Chinese
companies. Their results showed that PNN was the technique with the best performance,
followed by GP.

Aside from the methodology proposed by Jans [11], some other frameworks for fraud
detection have been proposed. Panigrahi [13] suggested the integration of an auditor
knowledge base and the techniques in audit processes called “knowledge-driven internal
fraud detection (KDIFD)” to help auditors in the discovery of internal financial fraud
more efficiently by applying data mining techniques. Authors in [14] proposed a system
based on an automated framework for fraud detection using intelligent agents, data fusion
techniques, and various data mining techniques.

Works on revisions of data mining techniques and machine learning applied to fraud
detection were also identified, as in the case of [15] in which the authors reviewed research
works on the methods of data mining applied to financial fraud detection (FFD). In [16], the
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authors classified, compared, and summarized fraud detection methods and techniques
based on the mining of relevant data in published academic and industrial investigations.
This work also highlighted the application of data mining in other related fields, such as
epidemic detection, insider trading, intruder detection, money laundering, spam detection,
and terrorist detection. In the same context, Wang et. al. [17] reviewed the literature on
data structure algorithms. The authors provided a reference to optimize fraud detection
models. Their objective was to contribute with public accountants to select data and data
mining technologies suitable to detect fraud. Dhiya Al-Jumeily [18] compared existing
systems for fraud detection and proposed the development of a new system that allows
detecting potentially fraudulent applications. With this method, organizations have a good
outlook on the authenticity of applicants’ identities and online applications.

On the other hand, the problem of the lack of access to financial data for fraud
investigation has been addressed by other works using simulation techniques; thus, the
privacy concerns of accurate data are avoided. Lopez et al. presented in [19] three case
studies related to financial transactions, where a method to generate synthetic data was
offered, which can be used as part of the necessary input data for the research, development,
and testing of fraud detection techniques. Similarly, [20] proposed a novel way to create
synthetic data for fraud investigation by developing a simulation prepared with accurate
data. In [21], simulation techniques aimed to recreate the behavior of fictitious clients.

All the reviewed works contribute to the detection of fraud, mainly in the banking
sector, proposing reference frameworks, such as IFR2 and even applications related to
artificial intelligence. However, the fraud analysis focused on a semantic context trying to
identify unusual patterns in a data set is still incipient. Moreover, the combination of text
mining with the fraud triangle theory to categorize texts as being potentially fraud-related
was not addressed in the previously mentioned articles. In this sense, no studies were
identified with evidence of the use of data mining techniques, the application of fraud
theories, and the corresponding analysis of human behavior to detect fraud, which means
that there is a gap, and this is an appropriate field investigation.

2. Materials and Methods

This section briefly describes the fraud triangle theory, topic modeling strategy, classi-
fication methods, and validation methods.

2.1. Fraud Triangle Theory (FTT)

Fraud is considered a subset of internal threats, such as corruption, misappropriation
of assets, and fraudulent statements, among others [22]. ACFE defines fraud as “the use
of one’s occupation for personal enrichment through the deliberate misuse or misappli-
cation of the employing organization’s resources or assets” [23]. There are two types of
fraud: internal and external. Internal fraud covers a series of irregularities and illegal acts
characterized by the scammers’ intentional deception, leading to the misappropriation of
a company’s money and other essential resources. In the case of external fraud, this is
commonly done in the financial statements, which are falsely presented in the reports [13].
The fraud triangle theory proposed by Donald R. Cressey comprehensively explains this
phenomenon’s occurrence. Cressey, a leading sociology expert, wrote a series of books on
preventing this crime. The reasons for committing it could be summarized in the following
three critical elements: perceived pressure, opportunity, and rationalization. This theory
determines that all three parts must be consecutively present to suspect a desire to commit
fraud. The pressure is what motivates the crime in the first place. For instance, the subject
has some economic problems that he cannot solve by legitimate means, so he begins to
consider carrying out an illegal act, such as stealing cash or forging financial statements, as
a way to solve his problem [24]. The second element is the perceived opportunity, which
defines how the person will commit the wrongful act. The person must see how he can use
(abuse) their position of trust to solve their financial problems with a low perception of the
risk of being discovered. Finally, the third component relates to the idea that the individual
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can rationalize his dishonest actions. Most people who commit fraud do it for the first time
and do not have a history of criminality. They see themselves, as normal, honest people
who have come up with a series of situations. Consequently, the fraudster will justify his
actions in a way that is acceptable [18]. The risk of committing fraud increases when there
is a tight connection between pressure, opportunity, and rationalization.

2.2. Topic Modeling (TM)

TM is commonly applied to extract valuable knowledge when performing text mining.
TM allows the identification of hidden semantic structures related to a particular “topic.”
TM analyzes collections of documents, where each document is represented as a mix of
topics. In turn, a probability distribution over the words contained in the documents models
each topic [25,26]. If a document is about a specific topic, the words related to that topic will
be present more frequently than the others. For example, a chat message about the poor
economic situation of a person (potentially related to the pressure component of the fraud
triangle) may contain words such as “debts”, “financial problems”, and “late payments”.
Three unsupervised machine learning algorithms are commonly used to implement topic
modeling: LSA, NMF, and LDA [27]. From the evaluation point of view of TM methods,
the key metrics are perplexity [25] and coherence to select an adequate number of topics
depending on the problem at hand. The perplexity value is a confusion metric and accounts
for the level of “uncertainty” in a model’s prediction result. In contrast, the coherence score
indicates the level of semantic similarity between words on a topic [28]. In this sense, for
this work, coherence provides a more decisive factor in parameter optimization, which is
why this metric was chosen to analyze topics [29].

2.2.1. Latent Semantic Analysis (LSA)

LSA is a technique that allows us to create a vector representation of texts to create
semantic content. Through this “vector” representation, LSA calculates the similarity
between texts to choose the most accurately related words. LSA uses singular value
decomposition (SVD) to reduce the vector space dimensions. LSA tries to capture the latent
semantics in linear space [30]. The idea is to obtain vectors for each document so that
we can use them to find similar words and similar documents [31]. LSA collects a large
amount of text, divides it into documents, and then creates a matching matrix of terms and
documents through SVD.

2.2.2. Non-Negative Matrix Factorization (NMF)

Provided a set of n documents, m unique words and k topics, NMF unveils the main
hidden themes by decomposing the non-negative matrix of term-documents D ∈ Rm×n

+ in
the product of two other matrices; one matrix U ∈ Rm×k

+ that represents the relationships
between words and themes and matrix V ∈ Rk×n

+ encloses the topic–document information
in the latent topic space (i.e., D ≈ UV) [32]. NMF is a form of dimension reduction because
the number of topics k is typically many orders of magnitude smaller than the number of
words m and several documents n under consideration. Matrices U and V constitute the
principal result of NMF, and the distribution of words and documents about the topics is
the primary focus of interpretation [33].

2.2.3. Latent Dirichlet Allocation (LDA)

LDA is an unsupervised probabilistic generative model that allows finding the seman-
tic structure of a corpus. LDA is based on the hierarchical Bayesian analysis of texts [34].
An LDA model considers several themes in a corpus and a document as a bag of words
generated from these themes. In LDA, each document is modeled as a random mix of latent
topics. In turn, each topic is characterized as a probability distribution over words; that
is, each vocabulary word has a certain probability, where words with high probability are
more associated with that topic than words with low probability [35].
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A word is defined as a basic unit of discrete information, which will be part of
a vocabulary that we can denote as {w1, w2, . . . , wV}. A document is a sequence of words
represented by {w1, w2, . . . , wN}, where N denotes the number of words present in the
document. A corpus D = {d1, d2, . . . , dM} is a collection of documents that includes the
texts on which the topic analysis is to be carried out, and M is the number of documents in
the corpus. The K topics present in the corpus are represented by the vector β. The k topic
(i.e., βk) can be considered a distribution over the vocabulary. To the presence of the kth
topic in a particular document d, we call it θd :k. The assignments of a word n of a document
d in a specific topic are denoted as zd ,n. Finally, the words observed in a document d are
denoted as wd, and particularly the n-th word of the document is denoted as wd ,n. More
formally, Ref. [36] defined these dependencies in the generative process for LDA, which
depicts the joint distribution of hidden and observable variables in the model, as can be
seen in Equation (1).

p(β1:K, θ1:D, w1:D)

=
K

∏
k=1

p(βk)
D

∏
d=1

p(θd)(
N

∏
n=1

p(zd,n | θd)p
(

wd,n | β1:K,zd,n

)) (1)

Figure 1 illustrates a probabilistic graphical model (PGM), where the conditional
dependencies of the different variables involved in the generative process of the LDA
algorithm are observed. The white nodes represent latent variables, such as the prevalence
of each topic in a document, the assignment of each word in the document to a topic, and
the topics themselves. The shaded node represents the unhidden and observable variable.

Figure 1. Representation of latent Dirichlet allocation LDA. Hidden nodes are not shaded and
represent the proportions of topics, assignments, and topics.

The computational problem is to compute the conditional (posterior) distribution of
the topic structure, according to Equation (2).

p(β1:K, θ1:D, z1:D|w1:D) =
p(β1:K, θ1:D, z1:D, w1:D)

p(1:D)
(2)
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The numerator is the joint distribution of all the random variables, which can be easily
computed for any hidden variables settings. The denominator is the marginal probability
of the observations: the probability of seeing the observed corpus under any topic model.

2.3. Classification Methods

Supervised machine learning (ML) classifiers have several applications, including
predictive data mining. These algorithms carry out the assignment of objects into labeled
classes or categories of information. Classification is a supervised machine learning ap-
proach that consists of labeling data items as belonging to a particular class from a model
built from a selected data set. In other words, a training data set is used to derive a model,
which is then used in the new data sets to classify unseen test data [37]. In this context, the
classifier observes a set of training samples and, following in them, can make predictions
about the categorization of some other new samples presented.

Each classifier has an associated precision that will differ according to the type of
data used. There are several evaluation metrics to compare the classification methods,
and each of them could be useful depending on the kind of problem associated [38].
A receiver operating characteristic (ROC) chart is a technique for visualizing, organizing
and selecting classifiers based on their performance. The area under this curve (AUC) is
one of the most critical evaluation metrics that can be applied to choose the best method
of classification [39]. In addition, AUC is among the most commonly used performance
metric in the literature related to fraud detection. Thus, for comparability with other works,
we decided to apply this metric to assess the models obtained in this work.

This work compares six well-established classification algorithms to detect fraud-
related text within a topic, using the AUC criterion.

2.3.1. Logistic Regression (LR)

LR, also known as a logistic or logit method, analyzes the relationship between multi-
ple independent variables and a categorical dependent variable, estimating the probability
of occurrence of an event by fitting the data from a logistic curve.

2.3.2. k-Nearest Neighbor (kN)

The kN algorithm was developed from the need to perform discriminant analyzes
with unknown parametric estimates of probability densities [40]. kN can classify unlabeled
observations by assigning them to the class of the most similar labeled examples [41]. There
are two essential factors related to this classifier. One is the method for calculating the
distance between a sample and others belonging to the most frequent class among the
closest training examples. In most cases, the kN implementation uses the Euclidean distance.
The other factor is to decide how many neighbors (i.e., k) to choose in this algorithm.

2.3.3. Decision Tree (DT)

The DT algorithm solves classification and regression problems in the form of trees.
DT can be updated incrementally by dividing the data set into smaller data sets (numerical
and categorical), where the results are represented in the leaf nodes [42]. Decision trees are
generally represented as a hierarchical structure that allows a more accessible interpretation
than other methods; each internal node checks an attribute, while each branch corresponds
to the value of the attribute or range of values [43].

2.3.4. Random Forest (RF)

RF is a classification method based on several decision trees, which is used to classify
a new instance by majority vote. Each node in the decision tree uses a subset of attributes
selected randomly from the entire original set of characteristics [44]. The correlation
between trees decreases by randomly selecting the features that improve the predictability,
and higher efficiency is obtained as a result [45].
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2.3.5. Gaussian Naïve Bayes (GNB)

The GNB classifier applies the Bayes’ theorem, assuming that all attributes are inde-
pendent. Its main advantage is that it requires a small measure of training data vital for the
characterization and necessary for classification [46]. The GNB classification is a case of the
naive Bayes method, assuming that there is a Gaussian distribution on the attribute values,
given the class label.

2.3.6. Gradient Boosting Decision Tree (GBDT)

The GBDT is based on the decision tree model. It builds the model through gradient
augmentation, aiming to boost the combination of several weak and simple classifiers in a
given set. This algorithm trains a new tree model that reduces the error of the whole set. To
ensure that the loss function decreases continually in each iteration, the new tree model
is built using the loss function’s negative gradient [47]. Compared with linear regression
models, GBDT can handle different types of variables (continuous, categorical, etc.) and
requires little data preparation time [48].

2.3.7. Support Vector Machines (SVM)

Vapnik introduced SVM as a kernel-based machine learning model for classification
and regression tasks. SVM classifier aims to find a linear hyperplane (decision boundary)
that separates the data to maximize margin. For example, look at a problem of separating
two classes in two dimensions [49,50]. SVM is a high-precision binary data classification
technique, which has been widely used in various fields. Let v = {v1, v2, . . . , vm}, an
m-dimensional input feature. We assume that each vi ∈ v is normalized to an interval
[0, n] using normalization techniques. Let p = {−1,+1} be two different predictions, that
is, negative and positive. An SVM classifier is a separating hyperplane with a maximum
margin in the m-dimensional feature space, which divides the m-dimensional feature space
into two subspaces, i.e., a subspace for positive prediction and the other for negative
prediction [51].

2.4. Neural Networks

A neural network (NN), also known as an artificial neural network (ANN), allows
non-linearity between the characteristic variables and the output signals [52]. A simple NN
generally consists of an input layer, a hidden layer (s), and an output layer. The number of
hidden and output layers is the neural network depth. The term deep learning refers to NN
with considerable depth [53]. In this investigation, the input layer receives the information
of the document probabilities. These belong to a specific topic; the output layer predicts
the result, in this case, whether or not the sample is associated with cases of fraud.

2.4.1. Deep Learning (DL)

DL is a subfield of machine learning in artificial intelligence, based on algorithms that
try to model high-level abstractions in data through the use of multiple layers of processing
with complex structures or composed of multiple non-linear transformations [54]. Tensor-
Flow, Keras, and PyTorch are the most used libraries for DL. For this work, we will use
Keras, a high-level framework written in Python that provides a second-level abstraction,
that is, instead of directly using the first-level frameworks (Theano, Torch, PyTorch, and
Tensorflow). We can use a new framework over an existing one and thus further simplify
the development of the deep learning model.

Dense Neural Networks

Dense neural networks (DNN) are also known as feed-forward networks because they
avoid cycle formation. Determining the adequate number of neurons in hidden layers
is a complicated issue (done by trial–error) since many neurons can result in overfitting
problems. In contrast, a small number cannot learn from the data [55].
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At the output of each layer, we have an activation function. In the next layer, the
value of one of the neurons corresponds to the image of the values of the previous neurons,
representing the non-linearity in a neural network. The output is composed of the selected
activation functions, commonly non-linear ones, such as sigmoid, hyperbolic tangent, and
ReLU, among others [56].

Convolutional Neural Networks

A convolutional neural network (CNN) is a deep learning algorithm that allows pro-
cessing data with local patterns, which is very efficient for image classification [57]. It
comprises an input layer, convolutional layers, and fully connected layers on top. Addi-
tionally, it uses tied weights, grouping layers, and an output layer. This architecture allows
CNNs to take advantage of the 2D structure of the input data [54].

Long Short-Term Memory

Long short-term memory (LSTM) is an improvement of the recurrent neural network
(RNN), which has the problem of the gradient’s disappearance or explosion. LSTM blocks
of memory are used instead of conventional RNN units to solve this problem. RNN
sometimes fails to capture long-term dependency in a sequence. Therefore, short-term
memory was invented to solve this problem by recursively applying a transition function
to the input’s hidden state, allowing to remember and connect the previous information to
the current one [58].

LSTM retains a cell state Ct in the time interval t that allows it to learn the formed,
stable sequential correlations. LSTM controls information flow through the entry gate,
forgetting gate, and exit gate [59].

3. Methodology for Predicting Fraud based on the Fraud Triangle Components

Our objective is to build predictive models to enable early fraud detection. Thus,
our strategy consists of identifying hidden patterns that might be related to one of the
fraud triangle vertices from the fraud triangle theory. For this, we construct a model to
predict whether a specific phrase belongs to one of these triangle categories. In this line,
this strategy is a novel approach to fraud detection as long as it considers a new semantic
view of this problem.

To detect suspicious patterns related to the vertices of the fraud triangle, we first
perform topic modeling (unsupervised learning) over an unstructured text data set [60]. In
particular, we select the best model obtained from LSA, NMF, and LDA.

Then, based on the coherence value, we determine the appropriate number of topics
we can align with the fraud triangle theory; this involves obtaining the probabilities of
documents belonging to a specific topic.

Based on such topics (or labels) and machine learning techniques, we categorize a
sentence as potentially fraudulent if there is suspicion of it belonging to one of the vertices
of the fraud triangle. This process is illustrated in the first flow chart of Figure 2.

Once the probability that a document belongs to a specific topic is calculated through
topic modeling, a balanced data set is obtained with records labeled as fraud and non-fraud.
This data set allows training learning models to predict potentially fraudulent behavior.
This is illustrated in the second flow chart of Figure 2.

The performance of supervised learning methods applied over this data set is bench-
marked to identify the best-performing one. Finally, the results obtained are analyzed to
determine which technique is most compatible with topic analysis for fraud identification.
More details on the process followed to implement this strategy are provided below.
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Figure 2. Methodology used to determine the existence of fraud.

3.1. Data Set Generation

Data sets involving fraud-related behavior are scarce due to several reasons, e.g., due to
confidentiality policies of institutions, or due to the sensibility of the personal data included.
Given the restricted access to this information, it is common to use synthetically generated
data sets [61,62]. Our data set was created from a dictionary of fraud-related keywords
that were purchased from the company [63]. These keywords are tagged into different
categories, including pressure, rationalization, and opportunity, the three components of
the fraud triangle theory. Starting from several of these keywords related to the fraud
triangle theory and using different online tools to generate sentences, as in [64–66], the
corresponding sentences including the selected keywords were obtained. These tools allow
the generation of sentences based on a specific word with a well-defined grammatical and
semantic structure. Finally, they use a web scraping tool, “Firefox Addon,” which allows
us to save the generated results and export them in CSV format for processing. The process
followed to generate the data set is shown in Figure 3. Additionally, following the same
procedure, several documents not related to fraud were generated in the same proportion
as those related to fraud, with the only difference being that, for this case, keywords not
related to this phenomenon were chosen, thus obtaining a balanced data set.

Figure 3. Flow diagram used for the generation of a synthetic dataset.
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The next step is to analyze the data and identify their characteristics to classify their
main parameters, which must be retained for the early detection of suspicious behavior
related to fraud.

3.2. Data Preprocessing

The raw representation of the data set needs to be changed to be more suitable for topic
modeling. With this aim, we use NLTK (Natural Language Toolkit), a Python library that
implements some of these preprocessing phases: sequential tokenization, homogenization,
cleaning, and vectorization [67]. Next, we describe them.

3.2.1. Tokenization

Tokenization is key for text processing. It consists of changing the representation of
the data set so that it can be more easily processed. With this aim, tokenization involves
dividing a document into its words (tokens). This was implemented using Python through
the word_tokenize function [68] from the nltk.tokenize package.

3.2.2. Homogenization

Homogenization entails adapting the data set by eliminating certain parts of words
and sentences that do not contribute to the semantic analysis of the text. Some of these
activities are described below.

a . Change all tokens to lower case. This is implemented by the Python lower function.
b . Remove non-alphanumeric items. To identify non-alphanumeric characters, we use

the Python isalnum function.
c . Obtain the word lexeme (lemmatization). Lemmatization turns a words into their

lemma/lexeme form (for example, “runs”, “running” and “ran” are all forms of the
word run, and therefore “run” is the lemma of all these words). When obtaining
lexemes, word sets are uniquely represented. In this way, the semantic meaning of
the words is associated with the same lexeme. For this, we use the lemmatize [69]
function of WordNetLemmatizer from NLTK.

3.2.3. Cleaning

It is essential to mention that there will be sets of words that do not add semantic
value to documents. The cleaning process is based on eliminating less relevant words, that
is, those that provide less information. For example, articles, prepositions, or conjunctions
are words of little relevance. The stopwords list function [70] provided by NLTK is used
to identify these words and to remove them then.

3.2.4. Vectorization

Vectorization entails obtaining a numerical representation of the words or phrases of a
data set. Vectorization aims to extract more useful information when processing natural
language text, e.g., through LDA.

LDA topic modeling requires vectorized documents. To implement vectorization, we
use the gensim library. The dictionary function belonging to this library allows building
a dictionary containing all the tokens that appear in the corpus and assigning them an
identifier. We use both this dictionary and the function doc2bowse [71] that converts
documents to a word bag representation. The corpus is constructed in the format necessary
to carry out topic modeling through algorithms that implement LDA.

3.3. Quantitative Evaluation of Topic Modeling Algorithms

The most relevant and used topic modeling methods are LSA, NMF, and LDA. In
related research, it was observed that the effectiveness of these algorithms differs in terms
of the amount and type of data to be processed. In most cases and particularly for large
data sets, LDA proved to be more efficient than other methods when identifying coherent
topics [72,73]. In more specific cases, NMF outperformed the others [74]. In general, NMF
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and LDA are similar, but LDA seems to be more consistent [75]. Although the use of
LDA has become popular when handling big unstructured data, selecting the best option
for topic modeling might depend on the particular data being processed. Consequently,
benchmarking the efficiency of these algorithms in this context is required. First, we identify
the appropriate number of topics based on the resulting coherence value of each model. This
approach enables us to analyze the performance of the topic mentioned above modeling
algorithms and, in particular, to identify the one that more concisely and coherently learns
such topics. Having identified the k parameter (number of topics) for models obtained
from LDA, NMF, and LSA, we select the algorithm offering the highest coherence value,
which identifies the end of the rapid growth of coherence between topics, thus offering
meaningful and interpretable topics. From this analysis, a quantitative evaluation of the
topic modeling techniques is carried out, which consists of measuring the coherence of the
topic C_v over a model’s topic and topic–article assignment output, which will indicate an
approximate measure of the quality of that result.

3.4. Selection of the Topic Modeling Algorithm

After obtaining topic models based on LDA, NMF, and LSI from the data set, we
evaluate the consistency of the sets of words generated by each and determine the efficiency
of classifying them into a specific topic. Each topic groups the most representative words
for a given subject. We compare the sets of words obtained by the models and their
distribution, prevalence, and structure. This analysis enables us to find the method that
more accurately identifies the data set’s topics. Once the model with the best performance
is identified, it is checked whether its value k = 9 is the most appropriate. If this is the case
and non-overlapping topics are found, that is, a coherent structure of particular topics, this
would be an appropriate value of k. Otherwise, we will manually identify another value of
k that meets a suitable distribution of topics based on visual inspection of the topics found.

Afterward, we obtain the modeling of the topics corresponding to this k value. Here,
we analyze the distribution of words corresponding to each topic and identify the words
related to fraud that are more representative or dominant; the objective is to find a relation
between the context of each topic and the vertices of the fraud triangle. Then, from the LDA
model, we obtain the probabilities that the documents in the data set belong to a specific
topic. Each of these probabilities may represent a metric to categorize a document as being
potentially related to fraud. Nevertheless, such probabilities themselves also serve as an
interesting new representation of the data set. From this representation, we extract smaller
data sets, each of which groups documents associated with a (dominant) topic, i.e., a topic
to which the documents belong with the highest probability.

3.5. Methodology of Evaluation

Because the data set was synthetically generated, it is possible to identify, a priori,
fraud-related phrases, label them accordingly, and then show how accurate a classification
method is when predicting fraud activities. It is necessary to identify which model best
fits the analysis of topics in the context of the data set, its size, and characteristics. When
analyzing the performance of traditional machine learning and deep learning models,
traditional classifiers can generally learn better than deep learning classifiers if the data
set is small. On the other hand, deep learning models might obtain a performance boost
when working over larger data sets. We evaluate both approaches since the intrinsic
characteristics of a data set could affect their performance.

Once behavior patterns related to fraud are identified through the topic analysis
and probability distributions generated, we have a data set that can be analyzed using
classification methods and neural networks. We aim to evaluate how accurate the prediction
of these models turns out to be. The most common classification and deep learning methods
are used to identify which alternatives have better performance.
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The analysis of both techniques is carried out using the ROC curve graph; this allows
us to visualize, organize and select classifiers based on their performance using the AUC
parameter that depicts the quality of classification methods.

4. Results and Discussion

This section presents the results obtained from testing our fraud detection mechanism
in a case study. From our view, such results show its effectiveness. Details on data collection
and processing are provided, followed by experiments on supervised and unsupervised
model learning and the analysis of such results. Finally, the practical implications of the
method and the findings are discussed.

4.1. Probability Distribution Generation

In this first scenario, we present the results from analyzing our synthetic data set
to find patterns related to the fraud triangle theory, which is the proxy we use to detect
potential fraud-related behaviors.

4.1.1. Optimal number of Topics

When topic modeling is used, it is essential to determine the number of topics (k)
that best capture the trends in potentially fraudulent messages. We constructed several
models based on LSA, NMF, and LDA with different values of k, and those with the highest
coherence score were selected. Choosing several k topics associated with the maximum
resulting coherence generally offers the most appropriate topics.

To obtain the coherence value of different models, scikit-learn and gensim Python
libraries were used. Gensim does not have an implementation of NMF, so it was used only
to implement LDA and LSA. scikit-learn offers a solution for NMF, allowing it to obtain
the required coherence value.

The coherence validation for the different numbers of topics is shown in Figure 4.
In the three models (LSA, NMF, and LDA), we can observe that the coherence value
increases as the number of topics increases, demonstrating that the patterns in data are
better captured with a higher number of topics. For the three models, the coherence value
gradually increases to a certain k. For LSA, we obtained the highest coherence value
when k = 4. For NMF, k = 8 resulted in a coherence value of 0.9143. LDA obtained
the highest coherence value (0.6164) for k = 9. For higher values of k, for all three cases,
coherence fluctuates indeterminately. This result implies that establishing a higher number
of topics does not necessarily imply better performance. Instead, the time necessary for
their calculation increases.

Figure 4. Comparing the techniques (LSA, NMF and LDA)—highest coherence score.
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NMF showed the highest coherence score, followed by LDA and LSA, respectively.
NMF classified large numbers of phrases on a specific topic. On the other hand, LDA was
able to better distribute phrases along with all 9 topics, according to Table 1.

Table 1. Highest values of coherence obtained from the 3 models.

Models

LSA NMF LDA

Coherence Values 0.4735 0.9143 0.6164

To analyze the behavior in the distribution of the topics, based on the values of
k we tested, Tables 2–4 show the 10 most relevant keywords of the analyzed models
associated with their related topic. Four topics were discovered using LSA, and some
of the words grouped in topics overlap; this is because the dimension of latent themes
depends on the range of the corresponding matrix (see Section 2), and this limit is exceeded.
Additionally, LSA cannot capture the different meanings of words, offering less precision
when distributing words in each topic. Table 2 depicts how words are clustered into topics
(context) when using LSA and illustrates how some words are repeated for some topics,
which is evidence of the problem of capturing the meaning of words. We use words in
color to visually represent this phenomenon.

Table 2. Collection of topics and the top 10 keywords of the corresponding topic represented by the
LSA model.

LSA

T1 T2 T3 T4
problem debt be job
economic public scare lose
debt problem job be
social economic lose scare
political country go ill
face private know would
solve service get scared
country include care want
serious reduction think work
issue stock people earning
people total deserve get

In the case of NMF, the overlapping of words along topics is also evident, as depicted
in Table 3. Since more topics are involved with NMF, the repetition of words would have a
less negative impact than with LSA. Note that the repetition of words may also be due to a
too high value of k.

Finally, as shown in Table 4, the LDA model best groups words in topics since none
of such words are repeated; this might entail a more consistent distribution of words
along topics.

Since LDA behaves better on topic modeling in this particular context, we next evaluate
this algorithm to detect potential fraud activities.

4.1.2. Application of LDA model

The number k of topics is an input parameter to obtain an LDA topic model. Deter-
mining the adequate value of k is critical for the model’s performance. For our particular
scenario (fraud detection using the fraud triangle theory), intuitively, the ideal number of
topics embedded in the data set is 3, corresponding to the vertices of the fraud triangle
(pressure, opportunity, and reasoning). However, from the coherence analysis described
previously, 9 is the excellent value of k.
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Table 3. Collection of topics and the top 10 keywords of the corresponding topic represented by the
NMF model.

NMF

T1 T2 T3 T4 T5 T6 T7 T8

debt economic tom system scared review job easily
public problem mary failure people period lose accessible
external problem big error know currently get hotel
countries social think file got keep want public
sustainability political want data really kept temporary transport
private issue know case something matter steal information
restructuring serious going power think committee work car
total countries told due away earnings deserve bus
reduction people help event look countries going foot
management country thought computer get board need city

Table 4. Collection of topics and the top 10 keywords of the corresponding topic represented by the
LDA model.

LDA

T1 T2 T3 T4 T5 T6 T7 T8 T9

steal review poor want people big make economic problem
later think child deadline know use care weakness debt
support time need failure evacuation exploitation job ill fair
say fix inadequate year deserve right work life abuse
just help insufficient temporary unethical labor compensation leave easily
tell come country day issue family lose feel accessible
woman look supervision man cause friend good face case
live scare really old situation different earning thing car
currently like money ask away girl way great information
period world school change abuse hope new social food

Such overlapping could also be analyzed through an intertopic distance map, e.g.,
that provided by the pyLDAvis Python library. pyLDAvis depicts an interactive, visual
representation of an LDA model, through bubbles that represent the topics in a semantic
topic space. Then, the closer the bubbles are to each other, the more semantic similarity
they share. This map facilitates the understanding of the topic–term relationships in an
adjusted LDA model and offers additional information about other perspectives on the
applied model [76].

We tested the intertopic distance map in Figure 5 for different values of k, and we
found an evident overlapping of topics for k = 9. In contrast, for k = 4, this representation
depicted in Figure 5b showed topics adequately separated from each other. These four
topics would be in line with the categories associated with the three components of the
fraud triangle plus a fourth topic grouping other words.

To validate that k = 4 is the number of topics that best behaves according to the
manual test described above, we use Algorithm 1 to adjust the hyperparameters (Dirichlet
alpha and beta) of the LDA model. After testing different hyperparameters, we find that
with the alpha and beta values of 0.91 and 0.31, respectively, k = 4 is obtained, which is the
value for which the LDA model obtains the highest coherence of 0.5713.

Once the LDA model is obtained from the data set, words are manually labeled with
the four resulting topics, according to the context of fraud, such as pressure, opportunity,
rationalization, or others. This categorization is graphically depicted in Table 5. Labeling
topics makes it possible to interpret the corpus and identify the theme implicit in this data
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set. The interpretation of a topic can be achieved by examining a ranked list of the terms in
each topic [77].

(a) (b)

Figure 5. Intertopic distance map for k = 9 and k = 4. (a) 9 topics. (b) 4 topics.

Algorithm 1 Algorithm to find the value of k that maximizes the coherence of an LDA
model by testing different values of hyperparameters.

Require: Function ccv that compute coherence values
Input: min_topics =4, max_topics = 10, step_size = 1
Output: Csv format file containing results

1: Initialization α = [0.01, 0.31, 0.61, 0.91, ’symmetric’, ’asymmetric’]
2: Initialization β = [0.01, 0.31, 0.61, 0.91, ’symmetric’]
3: TR = range(min_topics, max_topics, step_size)
4: for k ∈ TR do
5: for a ∈ α do
6: for b ∈ β do
7: cv = ccv(corpus, id2word, t, a, b) {finding the}
8: model_results[’Topics’].append(k)
9: model_results[’V.Alpha’].append(a)

10: model_results[’V.Beta’].append(b)
11: model_results[’Coherence’].append(cv)
12: end for
13: end for
14: end for

To illustrate how the words from the data set are distributed along with the four topics.
We organize such words by topic and prevalence in Table 5. In addition, since each word
related to fraud in our data set is originally labeled with its corresponding vertex from the
fraud triangle, we color each word in Table 5 according to such a vertex. Words unrelated to
the vertices are not colored. We can see that topics obtained from the LDA model might not
reflect the vertices of the fraud triangle since the words within each topic are distributed
through different components of the triangle.

Although the LDA model may not cluster words in topics following the components
of the fraud triangle, the probabilities that phrases belong to such topics, provided by the
model, are helpful to feed a classification algorithm to detect a fraud-related phrase.
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Table 5. Most prevalent words from each topic related to the fraud triangle in our data set. Words are
colored orange, blue, and green, representing the vertices pressure, rationalization, and opportunity,
respectively.

Topics

T1 T2 T3 T4
review debt problem want
care think economic know
poor later make job
steal fix big work
temporary just people lose
say tell abuse support
new inadequate fair deadline
man look compensation help
really failure child come
insufficient weakness good time
state ill earning exploitation
money unethical easily deserve
issue life accessible scare
evacuation world country right
leave try need like
woman let way day
year talk pay use
long old school scared
change feel home ask
period place thing car

4.2. Detection of Phrases Related to Fraud

To detect fraud, we represent our original data set with the probabilities that the
documents belong to each topic (obtained from the LDA model). We also labeled each
record with 1 or 0 to indicate whether it is related or unrelated to fraud, respectively. This
new representation of the data set was used as input for different classification algorithms
whose models could be used to detect fraud-related documents.

We specifically selected the documents grouped in each topic and its fraud-related/fraud-
unrelated flag to build corresponding data sets (T1, T2, T3, and T4) that served as input for
several classification algorithms.

Next, we discuss the process of building such classification models and the results of
assessing them.

4.2.1. Classification Algorithms

From the previously described data sets, we built classification models to unveil the
trends that would enable us to say whether a new document is related or unrelated to
fraud. We tested several classification algorithms to reveal which of them performs better
with this particular set of data and, in general, if our approach to detect fraud would be
feasible in practice.

The use and selection of an adequate classification method are directly related to the
information’s characteristics. Within the spectrum and analysis of classifiers, the distinction
between linear and non-linear models was made, taking into account the characteristics of
each of these and the nature and quantity of the data. Specific differences between these
two concepts can be mentioned. The linear ones are simple and easy to handle, and the fact
that they have low computational consumption makes them ideal for use in topics such
as automatic text classification. On the other hand, the non-linear ones directly related to
neural networks assign data in higher-dimensional spaces [78].
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4.2.2. Comparison of Classification Models

Depending on the information involved, learning algorithms may behave differently.
Thus, we next comment on how these algorithms perform for the specific scenario pro-
posed in this work. The process we followed for such evaluation is described in the
following tasks:

• We preprocessed the information by dominant topic, importing the LDA data, and
labeling the documents, to later be transformed into CSV format.

• Training was carried out after selecting a portion of data for testing (20%) and another
for training (80%). The data set was divided into four subsets, where the first was
used to train the algorithm with the corresponding attributes; the second was used to
test the attributes. The third is made up of the labels related to the training set, and
the fourth contains the labels corresponding to the test set.

• Finally, we evaluated and compared different classifiers (linear and no-linear algo-
rithms vs. neural networks).

4.2.3. Classifier Performance

To benchmark these different classifiers, choosing a corresponding metric is critical.
For this work, we selected AUC since it is very popular and adequate when we care about
ranking predictions and not necessarily about obtaining well-calibrated probabilities [79].
Particularly, if classes are balanced, and there is no certainty that the classifier chose the
best decision threshold, it is best to select AUC, which is equivalent to the probability that
the classifier will assign the highest score to the relevant classes compared to the irrelevant
ones [80]. As described in Section 2, ROC is a curve that represents the true positive rate
vs. the false positive rate, where the area determines the performance of the model under
such a curve. The closer the AUC score is to 1, the better the model distinguishes between
classes. On the other hand, if it is closer to 0.5, the model performs just as well as a coin
toss.

For our work, we use the ROC curve to depict the performance of different machine
learning models when classifying documents as being related or unrelated to fraud. The
results can be seen in Figure 6, but are also presented in Table 6.

Table 6. Performance, measured with AUC, of different machine learning models when classifying
a document as related or unrelated to fraud. T1, T2, T3, and T4, correspond to each data set, where
a topic learned from LDA is dominant.

Classification Method’s
Predictive Accuracy

Mean
T1 T2 T3 T4

Logistic Regression: AUC 0.83 0.64 0.68 0.65 0.70
Random Forest: AUC 0.88 0.77 0.80 0.79 0.81
GNB: AUC 0.86 0.70 0.74 0.73 0.76
Gradient Boosting: AUC 0.89 0.77 0.79 0.79 0.81
k-NN: AUC 0.86 0.72 0.76 0.74 0.77
Decision Tree: AUC 0.80 0.71 0.73 0.75 0.74
SVM: AUC 0.86 0.70 0.75 0.74 0.76

These results show that random forest and gradient boosting obtain the best perfor-
mance with a mean AUC of 0.81. Interestingly, k-nearest neighbors, GNB, and SVM also
perform well with a mean AUC higher than 0.75. These results suggest that our approach to
detecting activity related to fraud, based on identifying topics with LDA, might be feasible
in practice when building machine learning models.
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(a) (b)

(c) (d)

Figure 6. ROC curves of different classifiers for the data sets related to the dominant topics. SVC is
the function in Scikit-learn, to implement SVM. (a) Topic 1. (b) Topic 2. (c) Topic 3. (d) Topic 4.

4.2.4. Deep Learning

Given their popularity and power, we also assessed deep learning models when
classifying documents as related or unrelated to fraud. We tested the dense neural network
(DNN), convolution neural network (CNN), and long short-term memory (LSTM). As with
classical machine learning classifiers, we used the ROC curve as the performance metric.
The results of measuring such performance when using neural networks are illustrated in
Figure 7.

The best performing DNN has three layers and achieves an average accuracy of
approximately 68% for the four topics analyzed. A sequential model was used because the
network consists of a linear stack of layers. We represent the input layer that implements
the activation function and the number of input dimensions that the network will have;
there are 10 predictors in our case. This process is then repeated for hidden layers but omits
the input parameter. The activation function used is a rectified linear unit or ReLU, which
is the most used activation function because it is not linear and cannot activate all neurons
simultaneously. We created the output layer with two nodes because two output classes, 0
and 1, correspond to being related to fraud and unrelated to fraud.

A one-dimensional CNN was also configured, including filters and a convolution
operator to reduce the parameters. It did not offer adequate performance for classification,
reaching an average precision of about 69% for the topics analyzed. The recurring network
did not achieve the same level of precision as simple dense networks.

Finally, the best performing LSTM network was a two-layer network with 64 hidden
drives. Its accuracy was about 67%. LSTMs exceed this average when information must be
stored for an extended period.

In any case, the performance reached by deep learning models is lower than that of
machine learning classifiers. This might not be the case if more data are involved in our
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scenario since deep learning is known to perform much better when models are built from
big data.

(a) (b)

(c) (d)

Figure 7. ROC curves of different neural networks algorithm’s for the data sets related to the
dominant topics. (a)Topic 1. (b) Topic 2. (c) Topic 3. (d) Topic 4.

The AUC values obtained from the different ROC curves corresponding to the deep
learning algorithms analyzed, when classifying a document as being related or not to
fraud within each data set T1, T2, T3, and T4, identify that there is not much difference
between the models evaluated with similar average performance percentages between
them (DNN = 0.68; LSTM = 0.679), with a slight superiority of DNN with 0.69.

4.2.5. Comparative Analysis

First, in this subsection, we compare the performance of linear classifiers and neural
networks when applied over this scenario. The most efficient classification methods
were RF and GB, averaging an AUC of 81%, as shown in Table 6. On the other hand,
in evaluating the models related to neural networks, it was determined that they have
similar performance; DNN slightly exceeded the others with a 1% difference, obtaining
an AUC of 69%. Based on these results for the present case study, it is shown that the
classification methods’ performance is better when making predictions, outperforming
deep learning models.

Regarding the performance of our approach compared with that of other works, there
are serious issues that complicate the reproduction of their experiments when using other
techniques. The most critical issue is the restricted availability of the data sets used in
such works, commonly due to privacy concerns. Thus, assessing our approach directly
against those of other works is an intricate task, all the more considering that ours is
a novel method for detecting fraud-related behavior. Given this pitfall, we performed
an additional experiment that enables comparison with the results of our work. This
experiment incorporates a baseline method of topic modeling and further compares its
results with those obtained with our method. This baseline method was originally oriented
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to detecting spam, but the classification logic is similar to detecting fraud. Thus, we applied
this strategy to our data set and compared the AUC obtained with our approach. The
baseline method obtained an AUC of 0.68, whereas our fraud triangle-based approach
obtained an AUC of 0.81, suggesting that our proposal is valid.

5. Conclusions

Fraud and all its variants as a social phenomenon is a latent security risk in any
environment, so its analysis and study are necessary, especially investigating measures
for its early detection and providing alternatives for its mitigation. This research made it
possible to determine suspicious behavior by using topic modeling and the fraud triangle
theory to identify patterns related to fraud within a data set.

This evidence is related to the vertices of the fraud triangle theory (pressure, opportu-
nity, and rationalization), supporting the presence of this type of behavior for later analysis.
The lack of access to information that evidences the existence of fraudulent behaviors was
a critical factor in the development of this work since it forced us to generate a synthetic
data set. Furthermore, an analysis of the three most popular algorithms for topic modeling
(LDA, LSA, and NMF) was performed. LDA was the most effective in identifying latent
themes in the study corpus and provided more “consistent” topics.

A graphical analysis of the inter-topic distance revealed that allocating documents
in four topics resulted in a more coherent data set interpretation. In addition, a new
representation of the data set, in terms of the probabilities of the documents belonging to
each topic, was used to feed several classification algorithms to detect documents related
or unrelated to fraud.

After assessing linear machine learning and deep learning algorithms, we found that
some of the former were the best performers and obtained interesting results of AUC. This
suggests that our approach based on the fraud triangle theory to detecting fraud-related
activity is feasible under the proposed scenario. In addition, the effectiveness of deep
learning models could be improved if more data are used as input.

As can be noted, the novelty of this work lies in the combination of a machine learning
mechanism with a sociological model to detect fraud-related behavior. As far as we know,
such a model, the fraud triangle theory, is not used as a reference frame in any other
work. Thus, our approach might pave the way for addressing this problem from different
perspectives, but especially for incorporating other multidisciplinary approaches.

Future Work

Due to the lack of public fraud-related data, which are key to studying fraud, an avenue
of future work involves collecting more such data to feed machine learning algorithms. In
addition, if this were real data, the findings here described could be confirmed in practice.

Undoubtedly, the fraud triangle theory is not the only one that tries to explain the
source of fraud. Future work could be inspired by other sociological theories looking to
improve the results described in this work.

Regarding text mining, we planned to apply other topic modeling techniques to
improve the precision when clustering words in topics, thus contributing to the efficiency
of the algorithms applied for detecting fraud-related behavior. In addition, since AUC
evaluates all possible cut points, even unsuitable in practical fraud-detection applications,
we will focus on other metrics, such as partial AUC.
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