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Featured Application: Based on data from multinational domain experts in the field of Industrial
Maintenance, this study demonstrated the application cases and advantages of asymmetric VR
set-up to address needs present in the industry.

Abstract: Virtual Reality (VR) is a critical emerging technology in industrial contexts, as it facilitates
collaboration and supports the product development lifecycle. However, its broad adoption is con-
strained by complex and high-cost integration. The use of VR among devices with various immersion
and control levels may solve this obstacle, and increase the scalability of VR technologies. This
article presents a case study on applying asymmetry between the COVE-VR platform and Microsoft
Teams to enable distributed collaboration of multinational departments and enhance the maintenance
method and documentation creation processes. Overall, five remote collaborative sessions were held
with 20 experts from four countries. Our findings suggest that asymmetry between head-mounted
display and Teams users enhances the quality of communication among geographically dispersed
teams and their spatial understanding, which positively influences knowledge transfer and efficiency
of industrial processes. Based on qualitative evaluation of the asymmetric VR setup, we further
suggest a list of guidelines on how to enhance the collaboration efficiency for low-cost distributed
asymmetric VR from three perspectives: organization, collaboration and technology.

Keywords: collaborative VR; asymmetric VR; industrial maintenance; distributed collaboration;
maintenance method development; technical documentation

1. Introduction

In light of the recent shift towards remote working and social distancing, due to the
COVID-19 pandemic, collaboration in VR (Virtual Reality) has become a viral topic of discus-
sion in the fields of HCI (Human-Computer Interaction) and CSCW (Computer Supported
Cooperative Work). In over three decades of academic and industrial research [1–4], VR has
shown its potential to diminish the barrier between the real and the virtual. It can safely
simulate diverse industrial contexts [3] and provide support in a variety of industrial use
cases: from training [5–7] to virtual prototyping [8,9] and collaborative design reviews [8–10].
VR has been evaluated as one of the most important emerging technologies for Industry
4.0 interventions [11,12] due to flexibility of operations within virtual environments (VEs), and
the richness of communication and multimodal interactions with virtual objects [13] coupled
with enthusiasm toward utilizing novel technologies among industrial employees [14].
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When it comes to the manufacturing and maintenance of heavy machinery, such as in
the operations of KONE, VR technology provides solutions to overcome the limitations
of the real world and, hence, addresses the challenges present in the industry [3,8]. Inte-
grating VR technology into the whole product development lifecycle [15,16] demonstrates
positive effects on overall optimization even at the early stages, by supporting design
efforts and decision making [17]. Multi-user VR further advances quality and efficiency of
collaboration among geographically dispersed teams in multinational companies [16,18]
and integrates industrial practices in depth, such as Lean and Agile [15,19]. Moreover, the
same industrial Collaborative VEs (CVEs) can be re-utilized to support other industrial ac-
tivities, such as maintenance method development and associated technical documentation
creation for heavy machinery. Industrial Maintenance and Assembly is the second largest
application case for VR [20], as efficient maintenance plays a critical role in companies’
competitiveness, in addition to being an important source of revenue. VR allows experts
from different multinational departments to collaboratively access simulated environments
in cases where it would be difficult, unsafe, or impossible with real equipment. Further,
they can interact on a 1:1 scale with virtual tools and virtual prototypes, thus advancing
their spatial understanding and enriching communication. That potentially contributes to
overall optimization and maintainability [2,21] via decreasing the number of design errors
and associated high costs. In addition, industrial VR systems can be utilized for other
critical tasks, such as prototyping of AR-based (Augmented Reality) in-field guidance for
maintenance technicians [14], which in turn is another desired technology of Industry 4.0
to enhance maintenance services [22–24].

Despite all the benefits, industrial use of VR technology is still associated with a high
cost-to-benefit ratio. Implementation is slowed down due to significant implementation
costs [25], since every employee should have Head-Mounted Displays (HMDs) and/or
powerful personal computers to utilize VR in their work. Additionally, the pandemic
caused significant disruptions for supply chains for HMDs and PCs, further hindering the
adoption rate of VR technologies in industries. This obstacle might be partly addressed
with asymmetric VR usage, a relatively fresh research direction, studying the use of VR
among devices with different levels of immersion and control, focusing on non-HMD
user groups. The current body of research on asymmetry is mostly focused on co-located
settings [26–29], where the physical presence of collaborators is an important design factor.

With forced social isolation, due to the worldwide pandemic, remote collaboration
and, particularly, distributed asymmetric VR, becomes a more prominent research direction,
the nature of which is still not fully explored [13,30]. By distributed asymmetric VR we
refer to the technically supported remote collaboration of global teams, who use VR as
an enhancement technology and have different access to it. In our case, we investigated
the asymmetry when merging the collaboration over two digital worlds: the COVE-VR
platform (see Figure 1) and Microsoft Teams (the company’s existing communication and
teamwork tool). One distributed user group (referred to as VR-users) is present in the
immersive multi-user collaborative environment, wearing HMDs and can interact with
3D CAD models and virtual tools. The second user group (referred to as Teams-users
or non-interactive desktop users) can see the virtual environment through the eyes of
VR-users and communicate with them via voice connection. Despite Teams users having
no interaction with the virtual environment itself, they still have an active participatory
role in the collaboration process by taking notes and snapshots with their laptop tools, thus
contributing to the shared tasks.

This practical approach originated as a response to a preceding study [31,32], which
suggested that the increased visualization capabilities of VR may be achieved even with
a single user being present in VR and their interactions recorded or streamed to other
industrial groups. Furthermore, the COVID-19 pandemic severely limited the availability
of VR equipment on the global market and set some limitations to the study setup. The goal
of the study was to explore how distributed asymmetric VR usage between VR and Teams
users may shift traditional industrial practices in the pipeline of maintenance method
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development and technical documentation creation. The study addressed the following
research questions:

RQ1: What are the relevant and beneficial use cases of applying asymmetric VR to aid
industrial collaboration activities of geographically distributed teams?

RQ2: How to efficiently adopt distributed asymmetry between VR platforms and tradi-
tional conferencing tools in the industrial context?

To address the research questions and explore the asymmetry between a traditional
conferencing tool and a VR platform in the industrial context, we conducted a remote
user study with 20 experts from 4 countries: Finland, China, India and the USA. The
study procedure was built to replicate the actual industrial tasks between geographically
isolated teams.
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2. Related Work

Virtual Reality (VR) is a promising technology to address the challenges of industries
and shift traditional ways of working into virtual spaces [20,33]. Considering the rapid
digitalization and increasing quality of digital content in line with industry 4.0 [11], VR can
safely simulate a variety of industrial contexts and enable natural interactions with virtual
objects, for instance, with 3D CAD models [4,9,34]. This is especially beneficial for many
industries, such as elevator manufacturing and maintenance, since access to real objects
may be time consuming, difficult, not possible, or even dangerous in real-life scenarios.
In this section, we firstly describe the application of VR for industrial needs and further
provide background on collaborative VR solutions and VR asymmetry.

2.1. Industrial VR

Following the Industry 4.0 intervention, industries strive to innovate and increase the
productivity and efficiency of their operations by transforming traditional practices with
the use of emerging and convergent technologies [11]. The major goal of Industry 4.0 [12] is
to intertwine and centralize tasks in product development through automation and digital-
ization. The possibilities of VR technology, blended with other immersive technologies and
supported via integrated data chains [3,35], offer ways not only to advance the Industry
4.0 production model, but also to affect management philosophies positively, such as Lean
and Agile [19,36,37]. Virtual reality and other immersive technologies have the potential
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to enhance the Lean principles of waste reduction to optimize value creation [19,38]. For
instance, an example from the construction field [37] demonstrated how a combination
of innovative technologies, such as AR, VR and BIM (Building Information Modelling)
positively influence key performance metrics and sustainability, thus enhancing Lean Con-
struction. Similarly, as technology evolves, Agile practices procure and enhance team
collaboration, and performance can benefit from adopting virtual reality, especially for
distributed teams [36,39].

The usefulness of VR technology to support the design process in complex product
development and related services is definite. For over three decades, multiple sectors have
adopted VR solutions to explore its potential in different stages of the product development
process [17,20,35,40–42]. These studies demonstrated that VR is a powerful production
tool [20], which delivers benefits throughout the following activities of the whole produc-
tion cycle [8]: early design phases, 3D modelling and virtual prototyping, co-design and
design review sessions, product evaluations, virtual assembly, and education and training.
In early design phases, VR enables the sense of scale which allows design and testing of
virtual prototypes and identification of critical design flaws that are often overlooked with
traditional computer tools [17,20]. This, in turn, supports design for maintainability [2,21]
and helps to guide existing and future design directions [17], thus positively affecting over-
all product optimization [43]. Further, VR enables the creation of full-scale and immersive
virtual environments that simulate the industrial context, where users can naturally, and
safely, interact with virtual prototypes in different scenarios [20,25]. Evidence has shown
that users experience a strong physical presence and provide both real-life physical and psy-
chological responses in a VR environment [44–46]. Moreover, the same VE can be utilized to
facilitate design reviews and enable employees to examine digital prototypes [15,47–49] to
support maintenance method development and documentation creation [21,31], to perform
product evaluations and testing with end-users [48,50] and training activities [6,7,51] in a
safe and controlled environment.

2.2. Collaborative VR

As remote work has become more common, collaborative multi-user VR applications
have gained popularity, offering a wide range of commercial-based and research software
for use [42,52]. Collaborative VE (CVE), or “distributed virtual environments” [1], is known
as a better alternative to traditional video-conferencing tools for many tasks related to
product development. CVEs are capable of immersing employees from various teams and
distributed geographical locations into a shared virtual workspace, where they can interact
with each other and have access to virtual objects (e.g., 3D CAD models). Furthermore,
multi-user VR ensures discussion quality [44,53] by providing a shared context, awareness
of others, clarity, richness and openness of distributed communication, which are the
critical elements of effective remote collaboration [46]. Due to the potential of blurring
geographical barriers and delivering realistic experiences within completely virtual envi-
ronments, collaborative VR systems may not only enhance the quality of communication,
knowledge transfer, and interactions among multidisciplinary teams [17,33,52] but also
potentially support business goals, while decreasing project duration, resource span, and
overall costs [52].

The industry is the driver in adopting and developing collaborative VR, which is used
mostly for the “Meetings” and “Design” use cases [52]. Collaborative VR has proven its
potential to facilitate the collaboration of multidisciplinary industrial experts throughout
the product development process [16,25,40]. In the early design phases, the use of VR leads
to significant benefits for the team’s design efforts when applied to support design reviews
in the field of manufacturing [17]. Further, in the design chain, VR is proven to be useful to
facilitate communication between engineers and assembly operators, which enables the
validation of installation processes, testing of services and maintenance tasks [49]. Another
case study on VR-integrated collaboration workflow in the design chain, despite demon-
strating the usefulness of VR simulations to address industrial challenges, highlighted
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that software and hardware expenses are the major obstacles to the wide adoption of VR
technologies [25]. One of the ways to overcome the scarcity of equipment and reduce
hardware expenses is to facilitate a hybrid collaboration between users who are present
in fully immersive virtual environments (VR-users) and users who access VR via other
devices (non-HMD-users), thus enabling the asymmetric use of VR.

2.3. Asymmetric VR

Asymmetric VR is a relatively new definition that originated from studies on virtual
telepresence [54]. It describes a variety of interactions of co-located users in multi-user
VE [55–57]. Lately, the traditional focus on single-user experiences with VR has shifted
towards exploring multi-user VR interaction [58], which may occur on different levels
of immersion and control among user groups. Despite asymmetry in cooperation being
initially reviewed as a challenge to overcome, it delivers benefits in terms of flexibility
and freedom in degree of participation [29]. Presence and experience in asymmetric VR
were found to be significantly influenced by roles and tasks that were assigned to user
groups [58]; therefore, when designing asymmetric VR collaboration, the asymmetry should
be leveraged by defining roles in a way to embrace the differences of user groups [27] and
extract their advantages [26].

A variety of research studies demonstrated how to increase immersion and presence
of non-HMD users and facilitate the co-located asymmetric collaboration between a variety
of devices. Gugenheimer et.al. [26] presented the ShareVR proof-of-concept (co-located
multi-user VR system), which increases the non-HMD users’ enjoyment, presence, and
social interaction by immersing them into VE via floor projection and mobile displays
in combination with positional tracking. Another article [28] identified the challenges
and goals of asymmetric VR based on expert interviews and conducted a co-located user
study on collaboration between VR-users and external users who observed VR-users via
external tablet and interacted with the virtual environment by directly drawing over it.
The presented TransceiVR system was proved to increase the quality of communication
and positively affected task completion time, error rate, and task load index. A recent
study [59] demonstrated an asymmetric collaboration setup between technicians in VR and
experts in a meeting room based on a video stream from VR. Their findings showed the
potential of the approach for other use cases and suggested a base virtual collaboration
on several spaces, rather than focusing on a single space with rich interactions. Despite
the presented positive effects on collaboration, the proposed systems still rely on costly
additional technologies and were explored in a co-located setup, where the attributes of
the physical world play a significant role [59]. According to the Composite framework
for Asymmetric VR (CAVR) [56] in co-located settings, the simultaneous engagement of
physical and virtual worlds is the base for facilitating collaboration over a mixed-reality
space. The framework further introduced the dimensions of asymmetry: spatial copresence,
transportation, informational richness, team interdependence, and balance of power.

Nevertheless, there is no clear understanding of how asymmetry might occur in
distributed settings, when all users are located in different physical spaces and have
different levels of interactivity with the virtual space and each other. Furthermore, there is
a lack of generalizable knowledge on how VR and other novel technologies affect remote
collaboration [30]. To address this gap and further explore the effects of asymmetry in
distributed settings, our article explores how VR can be used as an enhancement technology
to facilitate collaboration among geographically dispersed departments in an industrial
context. Since in some countries access to technology was limited, due to the pandemic
situation, we investigated how communication and shared tasks would be performed by
VR-users and remote users who observe video feed from VR streamed over Teams. By
merging two virtual spaces, an immersive virtual world and a digital space in Teams, we
generated a mixed-reality space for asymmetric VR collaboration.
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3. Materials and Methods

This study is action-based research, conducted in collaboration with industry and
academia. In this section, we firstly describe the industrial corporation, its processes
and associated challenges. Further, we detail the requirements for VR system design,
linking these to the industrial scenario and required tasks. Finally, we briefly describe the
components of the COVE-VR platform that are relevant for the user study conducted.

3.1. Industrial Context: Maintenance Method and Technical Documentation Creation

KONE is a large manufacturing company, producing elevators, escalators, and au-
tomatic building doors. In addition, KONE provides maintenance services, which is an
essential part of the revenue. Design for maintainability is an important area of product
innovation, and maintenance methods are developed, and corresponding documentation
created, as a part of the product development process. The maintenance instructions on
how to perform maintenance tasks are used both in field work and in training [60].

Maintenance methods and the related technical documentation are developed iter-
atively in close cooperation with the maintenance development department (MDD) and
the technical documentation department (TDD). The departments consist of multinational
multidisciplinary teams, located in different locations and time zones. The major challenges
of such collaboration include the lack of access to real equipment and the limitations of
traditional channels (e.g., Teams, emails) to communicate complex product information,
such as geometry and assembly/disassembly procedures.

Figure 2 shows the current pipeline of maintenance method development and techni-
cal documentation creation. Method developers create and design maintenance methods,
which are further written and illustrated by technical writers and illustrators from TDD.
Due to the frequent unavailability of physical equipment or prototypes, the method devel-
opers might never interact with real equipment and perform their tasks based on 2D images
or 3D models on a computer screen. Such an approach is error-prone due to the limited
spatial and contextual understanding and might lead to a situation where the method
cannot be performed in reality, or requires unexpected additional work. Maintenance
method developers use markups in existing pdf files or paper copies to create an outline: a
draft version of the maintenance method. Once the outline is ready, technical writers and
illustrators develop it further into technical instructions. If the writers and illustrators have
no access to the equipment, they rely solely on the outline and notes given by the mainte-
nance method developer. In many cases, this results in misinterpretations and mistakes.
When a draft is available, it is reviewed and commented on by the method developer, and
the comments are then implemented into the draft by the technical writer and illustrator.
The commenting might take several rounds until both parties are happy with the draft. The
number of rounds is increased by any misunderstandings or communication problems,
especially if the parties involved are not physically in the same location.
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VR technology can optimize these processes by facilitating both asynchronous and
synchronous collaboration activities within a simulated virtual environment and provide
access to virtual prototypes throughout the method development process. Whereas the
preceding study [31,32] investigated and demonstrated the usefulness of VR for asyn-
chronous collaboration scenarios (where the departments were accessing VR in a sequence),
this study is focused on synchronous collaboration practices. In particular, it explores the
role of the synchronous collaboration scenario 1 at the phase “outline preparations” (see
Figure 3), which may potentially minimize the misinterpretations and communication
problems in the later phases of the maintenance method and technical documentation
creation. In this scenario, both departments can jointly access virtual prototypes for the first
time, exchange knowledge and generate digital content together, e.g., text and pictures,
that can be re-utilized for technical documentation creation.
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3.2. COVE-VR: VR System for Industrial Collaboration

The platform was designed as a co-creation project between academic and industrial
researchers from KONE, imitating the industrial process of product development [31].
The major purposes of this VR system are the following: (a) facilitate easy access to, and
natural interactions with, virtual prototypes (3D CAD models), (b) aid the synchronous and
asynchronous collaboration of multinational remote teams and (c) enable digital content
creation directly in VE. By digital content we refer to materials, such as textual notes, photos,
and videos that may be further used for communication and documentation purposes. The
COVE-VR platform consists of two virtual environments and seven virtual tools.

3.2.1. Virtual Environments

Two virtual environments were created to cover multiple scenarios of synchronous and
asynchronous collaboration (shown in Figure 4). The Lab VE (1) is a small-sized working
space for individual or pair-work that replicates a real elevator shaft based on existing 3D
CAD models. This space allows quick and safe access to the virtual *space*, which is a time
consuming and hazardous process in real life. The Showroom VE (2), on the contrary, was
designed to allow assembly/disassembly of virtual prototypes and facilitate collaborative
work between larger groups of people, including client presentations.
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3.2.2. Virtual Tools

We define virtual tools as virtually tangible elements of VE, which have a function to
perform over VE (whether it be the creation of new digital content or manipulation of VEs
to facilitate the execution of industrial tasks). Eight virtual tools were created to aid the
process of maintenance method development and technical documentation creation.

The Showroom is equipped with a 3D model pedestal, the so-called (1) Disassembler,
which allows in-depth investigation of 3D models (assembly/disassembly), including
changing their size, rotation, and vertical position via the wall menu. The models can be
disassembled into parts, which in turn can also be highlighted or removed.

All other tools are accessible in both virtual spaces; they are opened via the wrist menu
on the left controller. The Model Placement tool (2) allows importing any 3D CAD model in the
STEP format to the virtual environment. The models are converted asynchronously in the
background by a separate application, which we developed to continuously check for new
models placed in the application’s directory. The import process in the VR application itself
was also made to be as asynchronous as possible, although it still resulted in slowdown
and a loading screen was therefore added. Several levels of detail are created, of which the
highest is only used for visuals and the lower levels can be used for collision. However,
in our case, a simple box collider was enough and significantly faster for interactions in
the VE. Colors are preserved, but metadata is not converted, which is a shortcoming of
our approach.

The TextBox tool (3) was designed to create textual notes in VR, which can be used
to support asynchronous communication or directly as textual elements for technical
documentation. Text can be inputted via speech recognition or virtual keyboard in two
languages (in our case study): English and Finnish. Support for other languages could be
added as needed. The note can be left as a text box or as a smaller message bubble icon in
virtual space. All text notes created in VR are further able to be exported to a file with the
author’s name, the message number and a timestamp.

The Camera tool (4) is a multipurpose tool made to allow taking pictures and videos
from a virtual environment. All created media files can be accessed from the desktop. In
addition to regular photo and video modes in front- or back-facing mode, with or without
a timer, the tool also supports outline rendering, which captures only the line art in black
and white.

The Measure tool (5) was added to allow taking measurements of the dimensions and
distances required for maintenance method creation. To lock the movements of 3D models
and measures over grid points, the Grid Snipping tool (6) was created. The grid size can be
adjusted. With the Delete tool (7), 3D objects and other tools can be removed from a virtual
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environment. Finally, the Save World State tool (8) is used to save all created content in the
VE, or to load an existing state, for example, one left by the previous worker.

In summary, our virtual tools were designed to fulfil industrial needs: to advance
department-to-department communication and to enable digital content creation for main-
tenance documentation. At the same time, the tools are generic enough to support many
other industrial use cases that were not considered here.

3.3. Hybrid User Study with Domain Experts

This article presents the action-research case study with domain experts on how the
COVE-VR platform, designed to advance industrial practices in the pipeline of maintenance
method development and technical documentation creation, can be integrated into the
company’s working processes to support collaboration among geographically distributed
departments. The goal of the study was to investigate the role of asymmetry between the
VR platform and the currently used teamwork tool, the Teams, and how to expand the VR
system design to advance collaboration practices. The study aimed to measure the experts’
perception of VR technology and remote collaboration, as well as find the differences in
workload, and other elements of user experience, between two distributed participant
groups. To address the study goal, a remote user study that replicates the actual industrial
collaboration tasks was conducted with expert participants.

3.3.1. Participants

In total, 20 experts (16 male and 4 female) aged from 27 to 60 (with an average of 40),
participated in an asymmetric VR collaboration process between the COVE-VR and Teams.
All the participants belong to KONE company with, on average, 5.5 years of experience
in their areas (Min = 1, Max = 22); ten of them represented the technical documentation
department (TDD), eight represented the maintenance development department (MDD)
and two were from mechanical design. Regarding education level, 17 participants hold
a bachelor’s degree or similar, two hold a master’s degree or similar and one graduated
from a vocational school. Bin terms of country of residence, 11 participants were from
Finland, six from India, two from China and one from the USA. Five experts had previous
single-user experience with the COVE-VR system.

3.3.2. Participant Groups and Roles

The participants were divided into two groups: (1) VR-participants, who were present
in the virtual environment and were able to interact with it, and (2) Teams-participants
who watched a streamed video from the perspective of one of the VR-participants via
Teams desktop application. Teams-participants were able to communicate verbally with
VR-participants and performed tasks outside of the VE using their laptop tools. In total,
5 remote sessions with 20 participants were organized: ten VR-participants, wearing HMD,
and ten Teams-participants (referred to as VR and T). Each session was planned to have
four participants: two VR and two Teams participants. However, due to a scheduling
conflict, one Teams participant skipped their session and joined a later one, causing one
session to have 3 participants, and another session 5 participants.

The battery replacement procedure was performed collaboratively during the test;
every participant had their own role and related set of tasks, represented in Table 1, thus
mimicking their real work tasks and role. The battery replacement task was chosen because
it is a fairly complex procedure consisting of identifying the components and parts, opening
and closing lids, releasing fixings, and disconnecting and reconnecting cables. As the task
is performed in a high-risk environment, the replacement also involves several safety mea-
sures both before and after the replacement. The tasks were further split into two scenarios:
(1) 3D CAD model exploration in the Showroom space and (2) Assembly/Disassembly of a
3D CAD model in a simulated context (Lab VE). The VR-participant 1 acted as the eyes for
the Teams participants while performing assigned tasks and followed the instructions from
Teams participants to find the best view. VR-participant 2 was mostly responsible for inter-
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acting with 3D models and virtual tools. Teams-participant 1 took notes during the whole
process as well as asked for more details, e.g., additional measures of the 3D components.
Teams-participant 2 instructed VR-participant 2 to find the best possible position and took
screenshots from their view. Overall, the tasks were designed to perform the collaboration
between VR-participants as well as collaboration between VR and Teams participants.

Table 1. Tasks for the user study.

Task Number Task Description Task Type Participants Tool Used

Scenario 1–a 3D CAD model exploration in collaborative space (Showroom VE)

1
Open a 3D model, explode it
and adjust the scale, distance

and levitation
Individual VR2 Disassembler

2
Locate a component (batteries),

find a good angle and take
a screenshot

Shared VR1, T1, T2 Disassembler,
desktop tools

3

Take a photo to support the
illustrators for the battery

replacement task in outline
rendering mode

Shared VR2, T2 Camera tool–outline mode

4 Get additional photos in
outline rendering mode Shared VR2, T2 Camera tool–outline mode

5

Take a photo to support the
illustrators for the battery
replacement task using a

regular camera mode

Individual VR1 Camera tool–regular mode

6 Teleport to Lab VE Individual VR1, VR2 Wrist-menu

Scenario 2-Assembly/disassembly of a 3D CAD model in a simulated context (Lab VE)

7 Take general measurements of
the component Individual VR2 Measure tool

8

Take additional measurements
(from the component to the
wall) and record them via

a screenshot

Shared VR1, VR2, T1, T2 Measure tool, desktop tools

9
Document the battery

replacement workflow via
speech input

Individual VR1 Textbox tool–speech-to-text

10
Add a text note with the name

of the component via
virtual keyboard

Individual VR2 Textbox
tool–virtual keyboard

11 Delete the last text note
on request Shared VR2, T2 Delete tool

3.3.3. Remote User Study Set-Up

The user study was held remotely, meaning that all the participants were present from
different locations. In each session, VR-participants performed testing at KONE facilities
from two different rooms, whereas Teams-participants connected from other countries.

All communication was conducted via Teams, as shown in Figure 5. The main facilita-
tor moderated the user test from the same room with VR-participant 1, whose point-of-view
was streamed over Teams. The support facilitator was present in another room with VR-
participant 2 to provide guidance and technical assistance. The chat facilitator was present
in Teams meetings to manage Teams-participants and track the completion of their tasks.
All sessions were observed by at least one industrial researcher.
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VR-participants and facilitators could listen and talk to others on the call using external
speakers with built-in microphones, while the meeting audio was transferred to the VR
headsets utilizing their built-in microphones for communication by adjusting Teams audio
settings. In other words, the headsets acted as the aforementioned external speakers.
Additionally, the rooms with VR-participants were equipped with standalone cameras to
stream the physical view of the rooms via Teams. A more detailed description of the setup
and procedure is presented in [61].

The user study procedure started with signing the consent forms, followed by a brief
introduction to Teams and a training video about the COVE-VR. after which participants
filled in a pre-survey on expectations. VR-participants proceeded with a hands-on training
session in VE (both used Vive Pro Headset), while Team-participants observed the training
and could ask questions in the Teams chat. To avoid the risk of motion sickness in VR,
VR-participants were instructed to immediately take off their headset and inform the
moderator in the event of feeling any sickness.

Next, the collaboration process between the COVE-VR participants and Teams-participants
was performed, based on a set of tasks designed to replicate a real industrial context (Table 1).
All the participants were encouraged to follow the think-aloud protocol for the duration of
the procedure and freely express any emotions and opinions aloud. After all the tasks were
completed, the participants discussed their experience in a group interview and filled in
a post-survey.

3.3.4. Collected Data and Analysis

Both qualitative and quantitative data was collected during the study. The qualita-
tive data was collected through a semi-structured interview and observations, while the
quantitative data was collected via online pre- and post-questionnaires, created with the
LimeSurvey tool.

In the pre-questionnaire, participants shared their expectations on the COVE-VR sys-
tem based on the video they watched. This was the first part of the SUXES questionnaire,
which was used to access the differences in expectations and experiences with VR technol-
ogy [62]. The post-questionnaire consisted of six parts: (1) experiences with the system (as
the 2nd part of the SUXES), (2) self-designed statements on collaboration, (3) workload
via raw SIM-TLX [63], (4) self-designed statements on the perception of VR technology,
(5) statements on immersion for VR-participants, adopted from Presence Questionnaire [64],
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and (6) background information. In this paper, we present the data from the 1st, 2nd, 4th
and 6th sections.

The semi-structured group interview was conducted at the end of the study by the
main facilitator to raise discussion on the usability of the system, the asymmetry between
VR and Teams and related collaboration practices; the participants were asked to turn
on their cameras during the interview (Figure 6). The interview script consisted of five
sections, covering (1) general UX, (2) VR system’s usefulness and efficiency for industrial
tasks, (3) experiences of asymmetric use between VR and Teams, (4) roles and tasks in
asymmetric collaboration, and (5) improvements for the COVE-VR platform and asym-
metric collaboration practices. Additionally, observation forms with pre-defined questions
were used to collect observation-based data systematically.
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The collected data was analyzed in collaboration with academic and industrial re-
searchers. A descriptive statistical analysis was performed over quantitative data because
of the relatively small sample size. The observations and interviews were analyzed using
thematic qualitative data analysis [65]; the gathered data was categorized by themes with
affinity diagrams. The most popular themes were multi-user and teamwork interaction,
roles in asymmetric interaction, remote participant UX, VR tools, and complimenting
teamwork with voice commands.

4. Results

This section presents the combined results of qualitative and quantitative results,
starting from overall reaction to the industrial VR platform, its usefulness for the com-
pany’s processes, and usability of the asymmetric use, followed by evaluation of the
digitally-hybrid collaboration process and reflection on how to advance it. The results of
the questionnaires, as well as experts’ quotations, are presented by the participant groups,
since VR-participants’ (VR#) and Teams-participants’ (T#) experiences with the system
were different in terms of interactivity with VE and immersion.

In summary, both participant groups actively participated in the collaboration process,
seriously accepted their roles and were able to finish their tasks successfully, helping
each other, sharing knowledge, and generating useful digital materials. Based on the
observations, the shared tasks and communication between VR- and Teams-participants not
only positively influenced the efficiency of the industrial work process, but also increased
the spatial understanding of both participant groups. Teams-participants supported this
observation during the interview:
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T2: “With the current tools [it] is really hard to see the views from the product, with this
kind of view it would be easier and easily understandable to begin the illustrations at the
beginning [of the documentation process]”

T3: “Measurements were excellent, for example, you get the scale of things”.

4.1. Overall Reaction and Usability of the COVE-VR Platform

The concept of a VR system to facilitate the collaboration of multinational departments
in various phases of product, and related services, development was found to be extremely
advantageous by industrial experts. They further reviewed it as “a low-cost option” (VR1)
to address existing industrial challenges, to “save a lot of time”, and “reduce the number of
iterations” (T4). One of the VR-participants further suggested:

T6: “I think VR has to be done in every milestone so we can really integrate VR to
the KONE process. The milestones in the process should be aligned with the product
workflow so then it aligns with the schedule of the product”.

The digitally hybrid collaboration approach with the COVE-VR was found to be
beneficial by both participant groups, whereas virtual working spaces and interaction
with virtual prototypes were seen as a way “to improve the communication and have
high-efficient meetings” (T1). The results of the survey on the subjective perception of VR
technology are shown in Figure 7, that visualizes the minimum, maximum and median of
survey answers in two groups: orange for VR-participants and violet for Teams-participants.
The figure demonstrates the main trends of perception and minor differences between
the two groups, by showing the division of answers over a 7-point scale, together with
the middle value of answers. The results revealed that all industrial experts agreed or
strongly agreed that the potential of collaborative VR can benefit the company’s working
processes and supported the idea of transferring their working processes into VR. In general,
the figure shows that VR was evaluated as a technology to advance industrial working
processes by a majority: only one VR-participant and two Teams-participants left negative
responses to several statements. On the opposite side, all experts believed that VR can
enhance department-to-department collaboration. Further, 95% of the experts found VR to
be flexible for the company’s work processes, felt enthusiastic to use VR to perform their
work tasks and believed that the use of VR would increase their motivation. 90% would
like to use VR at work and agreed that VR would increase their performance. Finally, when
counting the percentage of agreements for the statements, the use of VR was found to make
their work easier by 85%, safer by 75%, and faster by 70%.

The usability of the COVE-VR was measured by the SUXES questionnaire, which
compares expectations towards the system and the actual experiences with it (Figure 8).
Overall, expectations and experiences for both participant groups were mostly positive and
neutral; none of the participants selected negative extremes. Furthermore, VR-participants
and Teams-participants found the COVE-VR system to be useful and would like to use it in
the future. In addition, the general trend observed was that the expectations were lower
than the actual experiences with the COVE-VR system; only two VR-participants and two
Teams-participants somewhat disagreed with several statements after using the system.

Additionally, the figure shows the increase in the VR-participants’ perception after
using the application: the VR-participants perceived the system to be faster, clearer, and
easier to learn after completing the user study tasks. Decrease was only observed for the
statement that the application functions error-freely; several interactions and UX errors
were identified during the user study.
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4.2. Digitally-Hybrid Collaboration

The asymmetric COVE-VR use between VR-participants and Teams-participants was
reviewed as a more promising alternative to traditional communication channels (such as
emails and video calls, or chatting over Teams) for industrial collaboration needs. The results
of the survey showed (Figure 9) that although the asymmetric collaboration was perceived less
positively than the COVE-VR system itself, the medians are still on the positive or neutral side.
Only one Teams-participant, who is highly experienced with VR technologies, left negative or
extremely negative responses to all the statements on collaboration.
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Otherwise, 95% of experts agreed that the system could help the team to establish
agreements on future action points and 80% agreed that the system made it possible to
create a cooperative atmosphere among the team members. The experts, who participated
through Teams, highlighted the usefulness of a multi-user VR environment, where “one
can do things in the same location even if not in the same place” (T5). Moreover, such hybrid
collaboration was found to save time during the collaborative task by 60% of the experts
and may further save time by advancing the Lean and Agile philosophy, since “the iterations
can be reduced because some clarifications can be done there with other team members.” (T7).
Another expert commented that with collaborative VR. “we can avoid ping-pong email-you
can directly ask and discuss” (VR2).

Further, some VR- and Teams-participants alike reported positive effects of the VR
system on co-presence, commenting: “Even though *name* was there virtually, it felt like he
was really there” (VR3) and “it looked like that we were in the same environment. I thought people
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were standing besides me” (VR4) and “I was asking the VR participants to change views or do
things and I was seeing directly their view, so I felt we were in the same place” (T2).

However, the quality of communication between experts and the efficiency of asym-
metric collaboration could be significantly increased; even though 75% of experts agreed
that the COVE-VR system design positively affected the collaboration process, only 55%
found that the virtual tools were useful for collaboration and would like “to have better
tools for interaction” (VR6). In general, hybrid collaboration would benefit from having
more visual elements to support the communication, which were lacking in the current
system design. Additionally, it was not easy to see and understand participants in VR, and
also 40% of the VR-participants found it somewhat difficult to understand the participants
who joined via Teams. Experts commented that they wish to have “more transparency on
what the other participants are doing” (VR5) and “would like to have pointers from the other
participants” (VR1 and VR7, or the “possibility to highlight objects” (VR8), which would
support the collaboration process visually.

During the interview, experts further discussed the issues of asymmetric settings and
provided suggestions to enhance it. One of them commented that “the communication with
all the participants was quite natural, the only issue was that I didn’t know who was talking” (VR1).
Another participant commented: “I don’t think there was many differences between the commu-
nication among participants. Ultimately, we all were in different places” (VR9). Interestingly,
the experts’ communication greatly benefited from the “think-aloud” approach, used for
research purposes. Although the lack of visual elements hindered the overall experience,
some experts commented that “the voice helped us communicate with others” (VR9). The
verbal communication happened mostly between Team- and VR-participants; by the end
of the sessions, Team-participants gained more confidence to guide the VR-participants to
overcome the lack of visual cues. However, for some participants, the non-interactive role
within VR was not sufficient, one of them said “[I was] lacking the immersion, lack of being able
to control things was difficult.” (T8); they suggested adding access to the COVE-VR via the
desktop user interface; “even partial control for remote [desktop] users for the viewpoint [would
be good]. I was trying to scroll to get my own view-would be good to have a possibility to get your
own view as remote user” (T9).

5. Discussion

This article presented the results of the expert case study on integrating COVE-VR
platform using asymmetric setup with Teams to facilitate the collaboration of geographically
distributed departments involved in the pipeline of maintenance method development and
technical documentation creation. The study addressed the actual challenge present in the
industry, whereas the study design on asymmetric VR was dictated by real-life limitations,
such as travel restrictions during the COVID-19 pandemic and the unavailability of HMDs
for purchase in global markets.

Previous studies on asymmetric VR have mostly focused on co-located settings and
explored how to increase the immersion and feeling of control for non-HMD users relying
on additional costly technologies [26,28,55]. However, there is still no clear knowledge
on how asymmetry might occur in distributed settings. To address this shortcoming, this
study explored a scalable approach to distributed asymmetric VR, based on adding desktop
users via Microsoft Teams, who get a visual representation of VE over streamed video
and can interact with the VR-users over voice to complete shared tasks. This setup can
still be referred to as collaboration over a mixed-reality continuum, since the collaboration
happened via merging two virtual worlds with different immersion levels. The strongest
contribution of this industry-focused study lies in eliciting the data involving multinational
domain experts based on actual industrial scenarios, roles, and tasks.

Overall, our study indicates the potential of a practical asymmetric VR setup to fulfil
industrial needs. By merging the use of VR with traditional conferencing tools, it is possible
to extract the value of VR technology without the need to provide expensive equipment
to every employee. In contrast, distributed asymmetric use of VR is sufficient to improve
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the communication of departments in several industrial scenarios, which, in turn, leads
to increased scalability, accessibility, and cost reduction. Therefore, with this article, we
suggest that the adoption of VR technology for industrial needs can reach a wider range of
interactive and non-interactive users when it can be performed without extensive hardware
costs, which was noted as one of the main obstacles towards wide VR adoption [25].

5.1. Industrial Use Cases for Asymmetric VR

Supporting the previous studies [2,8,16,17], we argue that VR technology is a game-
changer for industrial processes and one of the most important production tools to supple-
ment and optimize product and related services design and development processes in line
with Industry 4.0.

Particularly answering RQ1, our case study demonstrated the value of asymmetric VR
settings to support the collaboration of multinational departments in two key ways: (1) to
design maintenance methods and (2) to draft technical documentation. Design for maintainability
requires an understanding of how maintenance can be done efficiently (e.g., Can the techni-
cian reach something? or Is there enough space for performing maintenance tasks?). Hence,
it is critical to correctly perceive the scale of the space. One shortcoming of exploring 3D
CAD models on a 2D computer screen is lack of understanding of the real spatial dimen-
sions. Therefore, one of the major tasks for these use cases is to accommodate 3D model
exploration tasks in VE on a 1:1 scale among geographically distributed experts. In addition
to improving the spatial understanding of the VR-users [57,66], our expert study showed
that the spatial understanding of the Teams-users was also improved with the asymmetric
settings. The possibility to communicate verbally while observing and guiding VR-users
(and their avatars) to interact with the 3D model in virtual space improved their under-
standing of the scale. Furthermore, the use of virtual tools for content creation (e.g., Textbox
or Camera tools) enables easy capture of digital materials that can be utilized for compiling
draft versions of documents and further supporting the communication process.

Interaction with 3D CAD models is an important task in many industrial contexts [4,34,49]
which may be performed throughout the product development lifecycle in other use cases.
The asymmetry for this task can be applied to boost scalability and include users with no
access to HMDs in the collaboration process, thus addressing existing challenges of industrial
maintenance, such as the lack of understanding of the real scale when developing mainte-
nance methods. The asymmetry in both use cases can be dynamically arranged to enable
appropriate knowledge transfer, depending on team composition, and requires only one
VR-user to manipulate a 3D model and demonstrate it to remote users.

Expert insight also showed the value of the asymmetry between VR-users and non-
interactive desktop users for other industrial use cases, such as (3) global training and
(4) virtual maintenance assessment. Asymmetry in the training process is based on knowledge
transfer from experts to novice learners in a simulated safe environment [7]. In this scenario,
an expert (knowledge owner) would participate as the VR-user, whose point-of-view would
be streamed to learners via traditional conferencing tools. This way, learners may follow the
educational materials from any physical location and any platform. Similarly, as described
by Clergeaud et.al., [59], another use case for asymmetric VR settings in industry is in
virtual maintenance assessments. In this case, the asymmetry is reversed. The maintenance
expert (knowledge owner) would be a desktop user, who would follow a technician’s
actions in VR and evaluate the efficiency of the maintenance method. Performing both use
cases mentioned in a real industrial context might be dangerous or even impossible. Hence,
applying asymmetric VR to enable global training and virtual maintenance assessment
could improve the company’s overall accessibility and sustainability by granting access
to flexible simulated environments and, consequentially, reducing travel costs. Therefore,
distributed asymmetric VR in the industry can prompt agility in the processes by reducing
travelling times to training or testing sites [67] while increasing access for users that do not
have HMD hardware available [35].
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5.2. Advantages of Asymmetry

Our study highlights that the distributed asymmetric VR between VR-users and non-
interactive desktop users is a valid low-cost solution to advance the communication and
knowledge transfer between multinational and geographically dispersed departments in a
variety of industrial use cases. The majority of experts were intrinsically motivated toward
utilizing VR in any available form despite several usability issues. The experts’ desire to
adopt VR for their work tasks and synchronize it with product development milestones
highlights the value of the designed COVE-VR system for industrial contexts.

Expanding on the previous findings [17], our article suggests that asymmetric VR posi-
tively affects decision making and increases the number of employees who may participate
and contribute to the collaboration process, because it enables accessibility for employees
that do not have access to HMDs or other advanced technologies. Such asymmetry may fur-
ther advance flexibility in terms of engagement levels and degree of participation in work
activities [3], which potentially increases workplace satisfaction levels. Further, due to the
ability to support industrial collaboration [4,42,48,49] by providing rapid access to virtual
prototypes and tools for content creation, asymmetric VR is a promising approach to ad-
vancing and integrating Lean and Agile industrial practices [19,39]. Our study showed that
distributed asymmetric collaboration in VR may reduce the number of iterations in product
development and, thus, minimize lean waste and support cost reduction. It also allows
faster and less expensive execution of industrial tasks, resulting in faster time-to-market
and overall optimization.

Our findings further indicate that such an asymmetric approach, apart from enhancing
teamwork and communication between industrial departments from different countries,
may also raise awareness and knowledge of VR among industrial employees with no
previous experience and access to VR devices, which potentially delivers several benefits.
One of the remote participants (a first-time user of VR, located in India) commented: “It was
an amazing, very thrilling experience. Once when we get the real VR experience it would be great”
(T2). First, this allows extending the pool of test users, who might be included for further
VR software development, which is critical for adopting and localizing the software for
different cultural user groups in multinational companies. Additionally, such an approach
would enable a smooth introduction to VR technologies and steadily prepare employees
for Industry 4.0 interventions. Therefore, our study suggests that asymmetric collaboration
between VR platforms and traditional conferencing software, such as Teams, is a worthy
strategy to facilitate knowledge transfer between industrial experts, and is generalizable to
other industrial contexts and collaboration scenarios.

5.3. Asymmetric VR: Guidelines

In this section, we answer RQ2 by summarizing our findings in a form of six guide-
lines on how to support remote industrial collaboration and efficiently adopt distributed
asymmetry between VR platforms and traditional conferencing tools for this purpose.

The guidelines are supported by Figure 10, which visualizes the nature of asymmetry
between VR platform and traditional conferencing tools and further determines the per-
spective from which the guidelines should be approached: organization, collaboration and
technology perspectives.

Guideline 1: Identify the Use Case and Assign Roles and Tasks. Our case study,
supporting previous work [27,55], demonstrated that a clear division of roles and tasks
may ease up the collaboration process in asymmetric distributed settings. Hence, based
on the scenario of asymmetric VR and the pattern of knowledge transfer, all collaborators
should be assigned roles to ensure that every participant has a shared understanding of
their and others’ tasks and how mixed-reality space accommodates these. In particular, this
would support the dimensions of asymmetry (e.g., transportation, team interdependence
and power balance [56]) as well as potentially ensure team dynamics and collaborative
tasks accomplishment despite the limitations of asymmetry.
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Guideline 2: Present the Value and Limitations via Training. To accomplish efficient
digitally hybrid collaboration, all the users should be aware of why VR is used to sup-
plement their work activities and what the value and functionality of the VR software is.
The users should receive specific training on remote or HMD use since the capabilities
and UX is different depending on the user group. For VR-users, training would increase
the usability of the system, which positively affects feelings of control and reduces the
stress associated with the use of novel technology. For remote users, training would raise
awareness of the possibilities of VR, prepare them for the limitations of non-interactive
users and educate them on how to overcome these.

Guideline 3: Nominate and Train the Key VR User. In addition to regular training,
our findings suggest that at least one person, who is familiar with the VR environment and
defined as the key VR user, should be present in every session or be available online, either
as a user or as a facilitator. This lowers the bar for using a new technology and speeds up
technology acceptance [68].

Guideline 4: Embrace Voice Interaction. Since the main link between the two digital
worlds is direct communication via voice, the use of it should be emphasized to the
greatest extent possible. Special techniques, similar to the “think-aloud” approach, may
be integrated into the collaboration process to raise employees’ confidence and support
trust and open discussions, as well as more concrete instructions from non-HMD users.
This would positively affect the team interdependence dimension [56], the quality of
communication in general, and the accomplishment of shared goals [69].

Guideline 5: Increase Visual Fidelity. The major goal of asymmetric VR setup is to
share the spatial understanding of virtual simulated space and the virtual objects inside
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it, related to the information richness dimension [56]. Hence, visual clarity is a critical
factor affecting the quality of asymmetric industrial collaboration, and it can be enhanced
in several directions. One of them, suggested previously [28], would be to provide a static
and stable video picture that would be streamed to non-HMD users. By implementing a
virtual camera that can be manipulated by VR-users, it is possible to increase the quality of
pictures from VE and support more detailed observations for non-HMD users. Furthermore,
enhancing VR-users’ visibility would positively affect the collaboration of both user groups.
That would include using graphics and animations to visualize VR-users’ movements in
VE and their interactions with virtual objects.

Guideline 6: Support the Collaboration directly in VR. Previous work demonstrated
that the role of VE’s features on the overall user perception is more significant than the
platform used [54,58]. Hence, when creating VR systems to support industrial working
activities, both VR-users and non-HMD users should be considered. In case of the VR
software being initially developed to support single-user interactions, additional func-
tionality should be considered to add transparency to VR-users’ actions and enhance the
collaboration practices. This can be achieved by integrating supportive collaborative tools
to visualize the users and the objects with which they interact. Highlights, pointers and
teleportation trajectory were suggested by experts among other solutions, which would
further contribute to information richness.

5.4. Limitations and Future Work

A limitation of this study is its narrow focus on a single company’s work processes.
Despite the value of presented asymmetry to industrial scenarios, the influence of asym-
metry in distributed settings should be further explored in the work processes of other
large manufacturers, as well as in other fields and contexts. Additionally, further work on
using asymmetric VR, and especially a comparison of collaborative activities in multi-user
distributed VR and in similar asymmetric VR, would shed more light on the topic, since
both setups have advantages, limitations and application scenarios [60]. Future research
may also look into advancing the scalability of the approach and expanding the asymmetry
towards portable devices.

To further advance the communication and teamwork quality, it is critical to address
the lack of immersion and interaction of the non-HMD user. Additionally, it is critical to
identify resource-efficient ways to increase the sense of co-presence when merging the use
of VR and traditional conferencing tools. Our results demonstrated the desire to obtain at
least some level of control, which suggests the use of VR user interfaces designed for 2D
screens. In this case, it is not obvious to what extent freedom of interaction and control
for non-HMD users would affect the collaboration practices. The symmetry between
2D and 3D VR asymmetry when applied remotely in an industrial context is another
topic to investigate, since it holds the potential to advance the feel of co-presence without
massive costs.

6. Conclusions

With a recent shift towards remote work practices, and the rapid development of
emerging technologies, collaboration over the mixed-reality continuum is becoming a more
prominent research topic in HCI and CSCW fields. VR in combination with other maturing
technologies of Industry 4.0 offers a way to shift and optimize traditional industrial opera-
tions. Evidence has shown that VR is an efficient production tool [6,11,46,49] to support
product development and related processes, especially for geographically dispersed teams.
Immersive VE, with realistic simulations and multi-user support, may significantly reduce
costs and project span by offering a digital space for many industrial operations that are
difficult, dangerous, or time consuming. However, due to many external factors, the wide
adoption of VR technology is still not possible.

This study explored the asymmetry between VR-platform and the traditional confer-
encing tool (Microsoft Teams) to facilitate the collaboration of multinational departments
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in the pipeline of maintenance method development and documentation creation. The
study stands out from the existing work by involving domain experts as participants in
realistic industrial scenarios. The study demonstrated that distributed asymmetric VR is
a low-cost and scalable solution that can easily integrate with current industrial remote
working practices. Furthermore, not only does it positively influence the adoption of VR in
the industrial context, but also enhances Lean and Agile practices. Based on expert insight,
we identified four use cases in the field of Industrial Maintenance, which would greatly
benefit from distributed asymmetric VR: maintenance method development, technical doc-
umentation creation, global training, and virtual maintenance assessment. To further boost
the adoption of VR technologies in the industrial context, we provided a list of guidelines
on how to support the asymmetry between VR and traditional conferencing tools. The
guidelines address the asymmetry from three perspectives: organization (assign roles and
tasks based on the use case, explain the value of VR to the employees and nominate the
key VR user), collaboration (embrace voice interaction), and technology (advance visual
fidelity and support collaboration directly in VR).
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