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Abstract: Deep learning-based object detection technology can efficiently infer results by utilizing graphics processing units (GPU). However, when using general deep learning frameworks in embedded systems and mobile devices, processing functionality is limited. This allows deep learning frameworks such as TensorFlow-Lite (TF-Lite) and TensorRT (TRT) to be optimized for different hardware. Therefore, this paper introduces a performance inference method that fuses the Jetson monitoring tool with TensorFlow and TRT source code on the Nvidia Jetson AGX Xavier platform. In addition, central processing unit (CPU) utilization, GPU utilization, object accuracy, latency, and power consumption of the deep learning framework were compared and analyzed. The model is You Look Only Once Version4 (YOLOv4), and the dataset uses Common Objects in Context (COCO) and PASCAL Visual Object Classes (VOC). We confirmed that using TensorFlow results in high latency. We also confirmed that TensorFlow-TensorRT (TF-TRT) and TRT using Tensor Cores provide the most efficiency. However, it was confirmed that TF-Lite showed the lowest performance because it utilizes a GPU limited to mobile devices. Through this paper, we think that when developing deep learning-related object detection technology on the Nvidia Jetson platform or desktop environment, services and research can be efficiently conducted through measurement results.
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1. Introduction

With the development of information and communication technology, various fields such as big data, Internet of Things (IoT), and AI are developing [1]. Machine learning (ML), related to AI, is a technology that computers can learn on their own to create and predict models. Furthermore, deep learning is a field of machine learning using deep neural network theory, using the principle of neural network corresponding to the human brain [2]. The fields of deep learning can be largely divided into image classification, object detection, natural language processing, and voice/speech recognition [3]. In particular, object detection can be divided into one-stage detectors and two-stage detectors, in which a one-stage detector has a YOLO, SSD-based model, and a two-stage detector has an R-CNN-based model. Among them, YOLO is a one-stage detector model that is very fast with a simple processing process, but has relatively low accuracy for small objects [4].

Deep learning can make inferences through computation on the CPU, but it requires GPU hardware for performance benefits. To this end, Nvidia embedded a core called Computed Unified Device Architecture (CUDA) in the GPU, which can be calculated faster than the CPU by utilizing GPUs during deep learning. Therefore, it is possible to perform computations on the GPU by using the CUDA Cores located in the GPU, so that the learning and result inference required for object detection using deep learning can be performed more efficiently [5,6].

Recently, as IoT and embedded environments are in the spotlight, not only are deep learning-related studies being conducted in desktop-like environments, but deep learning-related studies in embedded environments are also continuously being conducted. The
Jetson platforms sold by Nvidia as embedded systems are small modules, very small compared to desktops, with slightly less performance and accuracy. However, they have good power efficiency and provide at least four times higher performance when compared to CUDA cores, through built-in cores called Tensor Cores. In addition, TensorFlow and PyTorch are representative frameworks used for deep learning-based object detection. Each deep learning framework can operate in various programming languages such as C++, Java, and Python, so you can use it easily even if you are not familiar with a specific programming language.

Therefore, CUDA and Cuda Deep Neural Network Library (cuDNN) were installed using the JetPack package into AGX Xavier, one of the embedded systems provided by Nvidia. It then compared TensorFlow running on CUDA Cores with TRT running on Tensor Cores. The model used for comparison is YOLOv4, the dataset used COCO and PASCAL VOC, and the source code implemented to operate in TensorFlow was used. In TensorFlow, it was converted to TF-Lite, which operates on a mobile basis, and TF-TRT, which uses Tensor Cores. In addition, various frameworks were prepared by applying Mixed Precision’s float32 and float16 in the converted deep learning framework and basic TRT (pure TensorRT that does not use TensorFlow). Experiments were conducted to quickly infer objects, even at the risk of some performance degradation when compared to desktop environments in embedded systems.

Section 2 of this paper examines the YOLO model used for deep learning-based object detection and introduces Nvidia Jetson platforms. Section 3 examines cases of deep learning in embedded systems and similar research cases comparing deep learning frameworks in various environments. Section 4 introduces some modified source codes for architecture comparison analysis and performance inference measurements for the deep learning framework. Section 5 compares CPU utilization, GPU utilization, object accuracy, latency, and power consumption through performance evaluation comparisons using the modified deep learning framework. Section 6 concludes this paper with conclusions.

2. Deep Learning Model and Embedded Systems

This section introduces deep learning algorithms and models used to detect objects, as well as Nvidia Jetson platforms that have recently become popular as embedded environment-based equipment.

2.1. Deep Learning in Image Detection

Object detection can classify a type for objects included in an image or video and at the same time determine where the object is located. Object detection expresses the location information of a specific object in images and videos as X, Y coordinate values. Additionally, the width and height values, which are the size of the object, are used as label information, and usually X, Y coordinate values and data of width and height are expressed as bounding boxes [7].

The types of deep learning-based object detection models that have appeared since 2012 can be divided into one-stage detectors and two-stage detectors [4]. To understand the two types, one must understand the concepts of classification and region proposal. Classification is the classification of objects for a particular object, and region proposal is an algorithm that quickly finds areas where objects can be. The two-stage detector performed well in terms of accuracy in detecting objects, but it is limited to real-time detection due to slow prediction. To solve this speed problem, a one-stage detector that performs classification and region proposal at the same time has been proposed. The one-stage detector is a method of obtaining results by simultaneously performing classification and regional proposal.

Figure 1 shows that after the image is input as a model, the features of the image are extracted using the Conv Layer, and region proposal and classification are simultaneously performed to output the result. Representative models include YOLO, RetinaNet, RefineDet, etc. [8].
The two-stage detector is a method of obtaining results by sequentially performing classification and regional proposal.

Figure 2 extracts features using region proposal after inputting an image as a model, and predicts candidate areas using CNN operation and sliding-window in feature map extracted through region proposal network. Through classification, it classifies what name the object has and shows the output of the result. Representative models of the R-CNN series include R-CNN, Fast R-CNN, Faster R-CNN, and Mask R-CNN [9].

Among them, YOLO is a one-stage detector and does not perform the existing region proposal and classification steps separately, but performs them at once. In other words, the type and location of the object are predicted at once by considering bounding box and class probability as one problem. The image is divided into grids of a certain size to predict the bounding box for each grid, and the confidence score of the bounding-box and the class score of the grid cell are trained [10].

Figure 3 shows the processing process of YOLO. First, the input image is divided into an S X S grid area. In each grid area, the bounding box is predicted as many as the number of Bs corresponding to the area where there is an object. This is represented by (x, y, w, h), where (x, y) is the center point coordinate of the bounding box, and w, h are the width and height of the bounding box.

$$\text{Pr(Object)} \times \text{IoU^{truth}_{pred}}$$

(1)
Second, as in Equation (1), the confidence, representing the reliability of the box, is calculated. It is calculated by multiplying the probability \( \Pr(\text{Object}) \) of the presence of an object in the grid by \( \text{IoU} \), which represents the ratio of the overlapping area between the predicted box and the ground truth box.

Finally, for each grid, the probability of C classes is calculated, and Equation (2) is shown.

\[
\Pr(\text{Class}_i | \text{Object})
\]

In this case, what is peculiar is that in the existing Object detection, the number of classes + 1 (background) is always classified as an input to a neural network model, but YOLO does not. In this way, YOLO divides the input image into grids, and simultaneously performs bounding box and classification for each grid.

### 2.2. Nvidia AI Embedded Systems

Deep learning can be sufficiently performed through GPU computation in a desktop environment. However, IoT and embedded systems are widely used because they have the advantage of relatively inferior processing performance and accuracy when compared to desktop environments, but have a small size and use less power. Therefore, Nvidia sells Jetson platforms, an embedded system. Jetson platforms are largely divided into Nano, TX2, and AGX Xavier. Similar to desktops, hardware performances such as those for CPU, GPU, RAM, and HDD are better, and the more features it provides, the more expensive it is [11]. Table 1 shows a comparison of the specifications of Jetson products.

#### Table 1. A comparative analysis of the Jetson platform provided by Nvidia.

<table>
<thead>
<tr>
<th></th>
<th>Jetson NANO</th>
<th>Jetson TX2</th>
<th>Jetson AGX Xavier</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>GPU</strong></td>
<td>128-Core Maxwell GPU with CUDA Cores</td>
<td>256-Core Pascal GPU with CUDA Cores</td>
<td>384 Core Volta + NVDLA</td>
</tr>
<tr>
<td></td>
<td>1 GB</td>
<td>8 GB + 256-bit LPDDR4 + 8 GB</td>
<td>512 Core Volta + NVDLA</td>
</tr>
<tr>
<td><strong>CPU</strong></td>
<td>Quad-core ARM Cortex-A57</td>
<td>Quad-core Arm Cortex-A57 Quad-core ARM A57 complex</td>
<td>6-core Carmel ARM CPU 1.3 GHz</td>
</tr>
<tr>
<td></td>
<td>8 GB</td>
<td>32 GB</td>
<td>8-core Carmel ARM 2.26 GHz</td>
</tr>
<tr>
<td><strong>Memory</strong></td>
<td>64-bit LPDDR4</td>
<td>128-bit LPDDR4</td>
<td>256-bit LPDDR4x</td>
</tr>
<tr>
<td></td>
<td>16 GB eMMC 5.1 (Module) Not Include (Dev-Kit)</td>
<td>16 GB eMMC 5.1</td>
<td>32 GB eMMC 5.1</td>
</tr>
<tr>
<td><strong>Storage</strong></td>
<td>8 GB</td>
<td>32 GB</td>
<td>32 GB</td>
</tr>
<tr>
<td><strong>Video Encode</strong></td>
<td>4K @ 30 (H.264/H.265)</td>
<td>2 × 4K @ 30 (HEVC)</td>
<td>2 × 4K @ 60 (HEVC)</td>
</tr>
<tr>
<td><strong>Video Decode</strong></td>
<td>4K @ 60 (H.264/H.265)</td>
<td>2 × 4K @ 30, 12-bit support</td>
<td>2 × 4K @ 60 (HEVC)</td>
</tr>
<tr>
<td><strong>Camera</strong></td>
<td>12 lanes (3 × 4 or 4 × 2) MIPI CSI-2 DPHY 1.1 (1.5 Gbps)</td>
<td>12 lanes MIPI CSI-2, D-PHY 1.2 (30 Gbps)</td>
<td>16 lanes MIPI CSI-2 D-PHY 1.2 (40 Gbps)</td>
</tr>
<tr>
<td><strong>Connectivity</strong></td>
<td>Gigabit Ethernet</td>
<td>Gigabit Ethernet</td>
<td>Gigabit Ethernet</td>
</tr>
<tr>
<td><strong>Display</strong></td>
<td>HDMI 2.0</td>
<td>DP 1.2 eDP 1.4</td>
<td>DSI 1 (2) 2</td>
</tr>
<tr>
<td><strong>UPHY</strong></td>
<td>1 × 1/2/4 PCIe, 1 × USB 3.0, 3 × USB 2.0</td>
<td>12 lanes MIPI CSI-2, D-PHY 1.2 (30 Gbps)</td>
<td>(8 ×) PCIe Gen4 (8 ×) SLVS-EC</td>
</tr>
<tr>
<td></td>
<td>Gen2/1 × 4 + 1 × 1 + 1 OR 2 × 1 + 1 × 2, USB 3.0 + USB 2.0</td>
<td></td>
<td>(3 ×) USB 3.1 Single Lane UPS</td>
</tr>
<tr>
<td><strong>I/O</strong></td>
<td>SDIO, SPI, I2C, I2S, GPIOs</td>
<td>CAN, UART, SPI, I2C, I2S, GPIOs</td>
<td>UART, SPI, CAN, I2C, I2S, GPIOs</td>
</tr>
</tbody>
</table>
Table 1. Cont.

<table>
<thead>
<tr>
<th>Module Size</th>
<th>Jetson NANO</th>
<th>Jetson TX2</th>
<th>Jetson AGX Xavier</th>
</tr>
</thead>
<tbody>
<tr>
<td>4 GB</td>
<td>8 GB</td>
<td>8 GB</td>
<td></td>
</tr>
<tr>
<td>5 cm x 6 cm</td>
<td>8 cm x 10 cm</td>
<td>8 cm x 10 cm</td>
<td></td>
</tr>
<tr>
<td>Mechanical</td>
<td>260-pin Connector</td>
<td>400-pin connector</td>
<td></td>
</tr>
<tr>
<td>699 pin Connector</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The Jetson NANO platform is a small AI computer that runs a deep learning neural network in parallel and has the performance and power efficiency required to process data from multiple high-resolution sensors simultaneously. It is the perfect level of platform to add advanced AI to embedded products and is used in embedded IoT applications, including network video recorders, home robots, and intelligent gateways with full analysis capabilities.

The Jetson TX2 delivers unparalleled speed and power efficiency in embedded AI computing devices, enabling true AI computing through a wide range of standard hardware interfaces. The TX2 embedded module for installing AI applications on Edge Devices comes in three versions: TX2 (4 GB), TX2 (8 GB), and TX2i (Industrial). In particular, even if a TX1-based platform is purchased, it has the advantage of being able to migrate to TX2 4 GB.

The Jetson AGX Xavier is an embedded system specifically designed for autonomous machines and has the best hardware performance on the market today. It can easily process sensor data and run AI software, and provides the best performance and power efficiency among Jetson platforms. AGX Xavier provides the best performance among Jetson platforms for high-speed computing, energy efficiency, and AI-based inference functions.

3. Related Work and Contribution

This section introduces research cases that grafted deep learning technology in an embedded environment and studies that compared and analyzed various deep learning frameworks.

3.1. Deep Learning Study in Embedded Environment

In [12], the author proposed milliEye, a lightweight mmWave radar and camera fusion embedded system for robust object detection on edge platforms in low-light environments by fusing radar and images. In [13], the author proposed a training plan to detect objects, using drones, with NVIDIA Jetson TX2 for real-time drone detection using pretrained weights and YOLOv3, which is capable of transfer learning. The detection result after training proved that the average accuracy was 88.9% at the input image size of 416 x 416.

In [14], the author compared Visual Odometry and Visual–Inertial Odometry algorithms in several NVIDIA Jetson platforms, such as NVIDIA Jetson TX2, Xavier NX, and AGX Xavier. Additionally, the author proposed a new dataset, the KAIST VIO dataset, for an unmanaged aerial vehicle. In [15], the author proposed a Lane Department Warning System (LDWS) based on CNN encoder-decoder and long short-term memory networks in Nvidia Jetson Xavier NX embedded environments. LDWS demonstrated high predictive performance of 96.36% average accuracy, 97.54% recall, and 97.42% F1 score. In [16], the author evaluated the performance of Nvidia Jetson Nano in the Dew computing approach using ML applications. Experimental evaluation metrics measured processing resources (CPU, GPU), device temperature, power consumption, and RAM usage used in ML operations. In [17], the author introduced the advantages of using machine learning in NVIDIA’s Jetson embedded system, and the results were provided by investigating the work of evaluating and optimizing neural network applications on the Jetson platform. In addition, hardware and algorithm optimization, performed to execute neural network algorithms in Jetson, was
reviewed and actual applications to which these algorithms were applied were introduced. In [18], the author examined the architecture of Full-Convolutional Neural Networks for depth reconstruction, and proposed several improvements to increase the efficiency of inference. In addition, frame speed was evaluated for an input of $320 \times 240$ network size to provide the best performance and accuracy for NVidia Jetson TX2.

3.2. Deep Learning Framework Performance Evaluation Study

In [19], the authors proposed a comparative study of GPU-accelerated deep learning software frameworks such as PyTorch and TensorFlow. Three different neural networks were implemented through MNIST, CIFAR10, and Fashion MNIST datasets to benchmark the performance of the framework. In [20], the authors analyzed the performance of the three frameworks, Caffe, TensorFlow, and Apache SINGA, in various hardware environments to better understand the performance impact of the deep learning framework on various resources and provide guidelines for future hardware technologies. In [21], the authors used a fashion image dataset and compared the performance of single-board computers on NVIDIA Jetson Nano, NVIDIA Jetson TX2, and Raspberry Pi4 through CNN algorithms. Metrics for performance analysis were defined as consumption (GPU, CPU, RAM, power), accuracy, and cost. In [22], the authors compared and analyzed the performance of various deep learning frameworks in terms of inference time and power consumption in Asus Tinker Edge R, Raspberry Pi 4, Google Coral Dev Board, and Nvidia Jetson Nano, the System-On-Chip (SoC)-type embedded systems. In the case of the MobileNetV2 neural network, the Jetson Nano reduced inference time to less than 29.3%. In [23], the authors introduce theories related to optimization technology for the proposed deep learning framework (TF-Lite, TRT) for edge computing. Additionally, authors proposed a detailed performance study of TF-Lite and TF-TRT in edge devices on various hardware platforms. The main comparisons are throughput, latency, and power consumption.

3.3. Contribution

Research cases of converging IoT technologies, such as drones with deep learning by utilizing SoC-type embedded systems for edge computing, are increasing. In addition, there are many cases of testing neural network models in various environments, but there are not many comparative analysis studies that can utilize the deep learning framework in Jetson platforms. Therefore, this paper compared and analyzed the TensorFlow, TF-Lite, TF-TRT, and TRT deep learning frameworks based on the Jetson AGX Xavier 16 GB platform. The source code required for detection was further developed to measure metrics generated during performance inference based on those provided on Github. In other words, YOLOv4-based TensorFlow, TRT source code can be developed by integrating with the Jetson monitoring tool, and the optimized deep learning framework can be selected by checking CPU and GPU utilization, object accuracy, and power consumption, which are necessary information for developing deep learning-related services in various IoT and embedded environments. The dataset used for evaluation downloads the weights of the pre-trained model of the COCO dataset that detects 80 objects, converts them into various deep learning frameworks, and compares and analyzes them [24]. In the case of the PASCAL VOC dataset that detects 20 objects, since the pretrained YOLOv4 model is not provided, the dataset is downloaded directly, and weights are obtained through training [25,26]. This study is expected to provide guidelines on which deep learning framework to use when research using the Jetson platform or developing applications related to TensorFlow and TRT based on it.

4. Overview and Development of Deep Learning Framework

This section introduces what was developed for architecture and performance evaluation for the four deep learning frameworks (TensorFlow, TF-Lite, TF-TRT, and TRT) compared and analyzed in this paper.
4.1. Deep Learning Framework Overview

4.1.1. TensorFlow

TensorFlow 2.0 provides a simple and user-friendly Keras standard API for building and learning high-level models [27]. The overall structure of TensorFlow 2.0 is shown in Figure 4.

![Figure 4. TensorFlow 2.0 version architecture and processing process.](image)

Use Tf.data to load data. Build and train models using Tf.keras, validate, or use the Premade Estimator. Execute using Eager execution, debug and use tf.function to utilize the graph later. Distribution Strategy API is used for distributed learning. Save the model and export it according to the required environment. TensorFlow 2.0 can export regardless of target frameworks such as servers, edge devices, and the web. That is, the user may use TensorFlow 2.0 to train and export the model regardless of the programming language.

4.1.2. TensorFlow-Lite

TF-Lite is a deep learning framework for mobile devices developed by Google. Only the TensorFlow model can be optimized, and TF-Lite consists of a Converter and Interpreter. The Converter module serves as an optimization module to maintain performance in the TensorFlow model so that it can be used efficiently. The Interpreter module serves to help the optimized model be executed on the mobile device. The processing process of TF-Lite is shown in Figure 5.

![Figure 5. The processing process of TF-Lite.](image)

After training TensorFlow, the trained model is optimized using Converter and converted to TF-Lite format. Through Interpreter, TF-Lite can be used on other devices [28,29]. The biggest feature of TF-Lite is that during conversion from a trained model to TF-Lite, Converter supports mixed precision quantization such as float and integer. Mixed-precision transformations can reduce model size by $2\times$ at the cost of minimal impact on latency and accuracy.
4.1.3. TensorFlow-TensorRT and TensorRT

TRT is a deep learning framework optimization engine that can help improve deep learning services by optimizing learned deep learning models and improving inference speeds in NVIDIA GPUs by tens of times. Models generated through deep learning frameworks such as Caffe, PyTorch, and TensorFlow are optimized through TRT and re-recognized on NVIDIA GPU platforms (TESLA T4, JETSON TX2, TESLA V100, etc.). TRT supports models learned in most deep learning frameworks and supports optimal deep learning model acceleration. Because it supports C++ and Python at the API level, it can be easily used by developers in the deep learning field without much knowledge of CUDA or GPU programming. In addition, it builds a runtime binary to automatically use the optimal computational resources supported by GPUs, which makes it easy to improve latency and throughput, enabling the efficient execution of deep learning applications and services [30].

The fusion of TensorFlow and TRT optimizes and executes compatible subgraphs, creating a model for TensorFlow to execute the rest of the graphs. In other words, TensorFlow’s extensive and flexible functions can continue to be used, and TRT parses the model and applies optimization to the graph portion as much as possible. The processing process of TensorFlow and TF-TRT is shown in Figure 6.

Figure 5: TensorFlow-Lite architecture and processing process.

Figure 6: The workflow comparison processing process of TensorFlow and TensorFlow-TensorRT.

Figure 6 shows a comparison of the inference workflow of the basic TensorFlow and TRT. TensorFlow workflow typically loads the saved model and executes inference using TensorFlow runtime. For TF-TRT, TRT optimization is applied to the model’s TRT support subgraph. Optionally, several additional steps are included, including pre-building the TRT engine. The precision mode is used to represent the mixing precision (e.g., float32,
float16) that can be used to implement TF-TRT operations. Then, in the saved model, a convert object is created to obtain transformation parameters and inputs. In TensorFlow 2.0, TF-TRT only supports models stored in the TensorFlow SavedModel format. Next, when the converter convert() method is called, TF-TRT converts the graph by replacing the TRT-compatible part of the graph with TRT EngineOps. The TRT execution engine must be built on a GPU of the same device type as the device type on which the inference will be run, because the build process is GPU-specific. For example, if you generate TF-TRT based on the T194 GPU used by Jetson AGX Xavier, it will not work with T4 GPU of other Jetson equipment [31].

4.2. Deep Learning Framework Development

Source codes based on measuring inference performance are [32,33]. Authors in [32] ran the YOLOv4 model in TensorFlow and converted it into TF-Lite and TF-TRT. Reference [33] describes a source code that uses pure TRT and can convert YOLO4 models using pyCUDA and onnx libraries. The source code for monitoring CPU, GPU, and power consumption of the Nvidia Jetson platform that can measure inference performance using [34] was applied to [32,33]. However, since the entire source code that has been further developed and modified for measuring inference performance cannot be reflected in this paper, only the main parts are introduced.

4.2.1. TensorFlow, TensorFlow-Lite, TensorFlow-TensorRT

Development 1 shows the main part of the utils.py source code for measuring the performance inference of TensorFlow, TF-Lite, and TF-TRT.

<table>
<thead>
<tr>
<th>Development 1. /core/utils.py</th>
</tr>
</thead>
<tbody>
<tr>
<td>if “coco” in FLAGS.weights:</td>
</tr>
<tr>
<td>if class_ind == 0:</td>
</tr>
<tr>
<td>value_0 = score*100</td>
</tr>
<tr>
<td>elif class_ind == 2:</td>
</tr>
<tr>
<td>value_1 = score*100</td>
</tr>
<tr>
<td>else:</td>
</tr>
<tr>
<td>continue</td>
</tr>
<tr>
<td>if “voc” in FLAGS.weights:</td>
</tr>
<tr>
<td>if class_ind == 14:</td>
</tr>
<tr>
<td>value_0 = score*100</td>
</tr>
<tr>
<td>elif class_ind == 6:</td>
</tr>
<tr>
<td>value_1 = score*100</td>
</tr>
<tr>
<td>else:</td>
</tr>
<tr>
<td>continue</td>
</tr>
<tr>
<td>return image, value_0, value_1</td>
</tr>
</tbody>
</table>

In Development 1, modify the draw_bbox() function in /core/utils.py. When detecting, the object number of the predefined text file is different, so it is separated and executed according to the dataset used through the IF syntax. In the case of COCO dataset, when the person object is detected (“0”) according to the object number of the COCO.names text file, it is stored in the value_0 variable, and when the car object (“2”) is detected, it is stored in value_1. In the case of PASCAL VOC dataset, since the object number of the text file is different, when the person object is detected (“14”), it is stored in the value_0 variable, and when the car object (“6”) is detected, it is stored in value_1. Since the accuracy has a value between 0.1 and 1, multiply by 100 (Line 155~168). The variables that store the object’s accuracy are returned to the main function of detectvideo_jtop.py (Line 180). Then, copy detectvideo.py, the main source code for measuring inference performance, and create a new detectvideo_jtop.py.

Development 2 shows the main part of the source code for measuring TensorFlow’s performance inference. Related libraries for saving metrics generated during performance
inference measurements are input (Line 15 to 17). For performance inference measurements, a DictWriter function of the csv library is added to load an image using the read() method of the VideoCapture function of the OpenCV library at the same time as the code starts, and detection starts (Line 67~78). If you input “q” when measuring inference performance, inference stops and calculates and outputs the average accuracy of Person and Car, framework name used, model name used, and average delay time. (Line 140~155). The following copies detectvideo_jtop.py, written in Development 2 to detectvideo_jtop_tflite.py for TF-Lite performance inference measurement.

```
Development 2. /detectvideo_jtop.py
15  from jtop import jtop, JtopException
16  import csv
17  import argparse
67    try:
68       with jtop() as jetson:
69         with open(FLAGS.csvfile, 'w') as csvfile:
70           stats = jetson.stats
71           writer = csv.DictWriter(csvfile, fieldnames = stats.keys())
72           writer.writeheader()
73           writer.writerow(stats)
74           while True:
75             stats = jetson.stats
76             writer.writerow(stats)
77             return_value, frame = vid.read() . . . # (omitted—it’s the same as detectvideo.py)
140   if cv2.waitKey(1) & 0xFF == ord('q'):
141     del info_list[0]
142     del info_list[1]
143     del info_list[2]
144     best_list_0_sum = sum(best_list_0)
145     best_list_0_avg = best_list_0_sum/len(best_list_0)
146     best_list_1_sum = sum(best_list_1)
147     best_list_1_avg = best_list_1_sum/len(best_list_1)
148     info_list_sum = sum(info_list)
149     info_list_avg = info_list_sum/len(info_list)
150     print("person average: {:.2f}".format(best_list_0_avg))
151     print("car average: {:.2f}".format(best_list_1_avg))
152     print("framework: {}".format(FLAGS.framework))
153     print("weights: {}".format(FLAGS.weights))
154     print("average ms: {:.2f}".format(info_list_avg))
155     break
```

Development 3 shows the main part of the source code for measuring performance inference of TF-Lite. Lines 15 to 17, Lines 67 to 78, and Lines 170 to 185 are the same as detectvideo_jtop.py. The code was modified and supplemented because the detectvideo_jtop.py created for TF-Lite performance inference measurement was executed, but a list index range error occurred and was not executed. In case of YOLOv4-Tiny and YOLOv4-Native, it is divided and executed through the if statement, and since the shape of the model input to TF-Lite is different, specify a different list index according to the precision of float32 and float16 and store the result in the output_tensors variable through the decode function (Line 108~130).
Development 3. /detectvideo_jtop_tflite.py

15
~ ... # (omitted—it’s the same as detectvideo_jtop.py 15~17)
17

67
~ ... # (omitted—it’s the same as detectvideo_jtop.py 67~78)
78

bbox_tensors = []
prob_tensors = []
if FLAGS.tiny:
    for i, fm in enumerate(pred):
        if i == 0:
            output_tensors = decode(pred[1], input_size//16, NUM_CLASS, STRIDES, ANCHORS, i, XYSCALE, 'tflite')
        else:
            output_tensors = decode(pred[0], input_size//32, NUM_CLASS, STRIDES, ANCHORS, i, XYSCALE, 'tflite')
        bbox_tensors.append(output_tensors[0])
        prob_tensors.append(output_tensors[1])
else:
    for i, fm in enumerate(pred):
        if i == 0:
            output_tensors = decode(pred[2], input_size//8, NUM_CLASS, STRIDES, ANCHORS, i, XYSCALE, 'tflite')
        elif i == 1:
            output_tensors = decode(pred[0], input_size//16, NUM_CLASS, STRIDES, ANCHORS, i, XYSCALE, 'tflite')
        else:
            output_tensors = decode(pred[1], input_size//32, NUM_CLASS, STRIDES, ANCHORS, i, XYSCALE, 'tflite')
        bbox_tensors.append(output_tensors[0])
        prob_tensors.append(output_tensors[1])

pred_bbox = tf.concat(bbox_tensors, axis = 1)
pred_prob = tf.concat(prob_tensors, axis = 1)
pred = (pred_bbox, pred_prob)

TF-Lite and TF-TRT may convert precision to float32 and float16 through quantize mode argument of convert_tflite.py and convert_trt.py. In TF-Lite, saved_model.py is executed, and conversion is completed through convert_tflite.py. However, when TF-TRT executes saved_mode.py and attempts further conversion through convert_trt.py, the existing source code does not work and a max_batch_size error occurs. The following shows a modified version of convert_trt.py.

Development 4 shows the modified convert_txt.py. The max_batch_size portion corresponding to Lines 58 and 66 is annotated. The memory provided by Nvidia Jetson AGX Xavier is in the form of an SoC, so it was confirmed that the max_batch_size running in a typical desktop Linux environment cannot be read. That is, this is because the memory is not separately mounted on the mainboard, the memory is not used for each hardware (RAM, GPU), and the integrated memory in the form of SoC is shared and used together. If you comment the line and run convert_trt.py, there is no problem, because it checks the amount of memory available to Jetson AGX Xavier.
4.2.2. TensorRT

Modify onnx_to_tensorrt.py, which is the source code related to the onnx library for converting to TRT.

Development 5 shows a portion related to the conversion of the float32, float16. The fp16_mode corresponding to Line 139 in onnx_to_tensorrt.py is set to True by default. The default value of True is converted to a TRT model with float16 precision, inputting the variable value as False, and executing onnx_to_tensorrt.py, it can be converted to a TRT model with float32 precision.

```python
139 builder.fp16_mode = True # float16 mode enable
139 builder.fp16_mode = False # float32 mode enable
```

The source code modification for measuring the inference performance of pure TRT modifies trt_yolo.py and visualization.py of [33]. As for the source code format, the utils.py part of Section 4.1.1 is the same as visualization.py, and the trt_yolo.py part is the same as detectvideo_jtop.py. Therefore, the accuracy measured according to the class number of the object modified in utils.py is input as two variables and returned as trt_yolo.py. In addition, trt_yolo.py finds the read() method part of the OpenCV library in the same way as detectvideo_jtop.py and adds code for performance inference measurement. Finally, when “q” is input, inference stops and calculates the average accuracy of Person and Car, the framework name used, the model name used, and the average delay time, and adds the output code. The method of modifying and adding the source code in the TRT will be omitted because it is the same as Section 4.1.1.

5. Result and Discussion

This section introduces the experimental results environment and results of the four deep learning frameworks that were comparatively analyzed in this paper.

5.1. Environment

For the deep learning framework comparative analysis, AGX Xavier 16 GB, sold by Nvidia, was used. The OS is installed through SDK Manager provided by Ubuntu-based Nvidia, and version 32.6.1 is applied. To install CUDA, cuDnn, and TRT, install the Jetpack package version 4.6 to complete the deep learning-related library environment setup. [35]. The library version installed through the Jetpack package is shown in Figure 7.

For high-performance inference speed and accuracy, MAXN mode is applied, which lifts the limit on CPU and GPU utilization [36]. TensorFlow was installed through the installation method provided by Nvidia, and version 2.6.2 applies [37]. Python version uses built-in 3.6.9 by default. The COCO dataset has 80 classes, and the number of images for training is 118,287 and the number of images for validation was 5000. Download the YOLOv4-Native model and the YOLOv4-Tiny model that have been trained through the COCO dataset [38,39]. The PASCAL VOC dataset has 20 classes, and the total number of images for training and validation was 17,125. Since the PASCAL VOC dataset does not provide a trained YOLOv4 model, the data were downloaded directly and trained through the darknet deep learning framework [25,26]. The environment used for training (Nvidia Jetson AGX Xavier for detection and performance inference measurements) is a desktop environment with Ubuntu 20.04 OS, DDR4 32 GB memory, and Nvidia GeForce RTX 2070.
Super GPU. The learning process first converts the data annotated in the PASCAL VOC format into the YOLO format using the [40] source code. Second, the converted YOLO format file and PASCAL VOC image data are copied into one folder. Third, after copying, the data for training and verification are divided in an 8:2 ratio, and the value when divided into nine grid cells in the YOLO model is calculated through the calc_anchors command provided by darknet. Fourth, input the output anchors value in the configuration file yolov4-custom.cfg, input the classes factor in the configuration file as 20, and input the filters factor as 75, because it is calculated as \((\text{number of classes} + 5) \times 3\). Fifth, the width and height of the neural network were input as \(416 \times 416\), the same as COCO. Finally, we trained through darknet’s train command, and default values were applied to other input parameters, such as learning rate and max batches [26].

![Figure 7](image-url)

**Figure 7.** Check various library versions that make up the experimental environment.

The source code uses [32], which can evaluate the YOLOv4 model using the TensorFlow deep learning framework. In [32], the YOLOv4-Native.weights and YOLOv4-Tiny.weights files were converted into models required for comparative analysis because the code that can be converted to TF-Lite and TF-TRT was built-in. In the case of pure TRT, the source code provided in [32] is not available because it is a different structure from TensorFlow, so another source code [33] was used. In order to check the metrics generated during inference performance measurement, the monitoring source code [34] provided by Nvidia was applied and modified to [32,33], and the values generated during inference were automatically saved in the form of a CSV file. When converting YOLOv4 to match the deep learning framework, the network size was configured as \(416 \times 416\) all the same. Details of the differences and source codes of the deep learning framework can be found in Section 4.

The video used to measure inference performance has a resolution of \(1280 \times 720\) at 30 FPS and is 30 s long. The video is a night image of a low-light environment, two to three people are detected, and three cars are detected fixedly. For readers who are curious about the image of the sample video used, the screen captured during inference performance measurement is shown in Figure 8.
5.2. Evaluation Metrics

The metrics for comparing and analyzing inference performance through four deep learning frameworks are as follows.

1. CPU utilization: this refers to the measurement rate of CPU usage that occurs during inference performance. Nvidia AGX Xavier has eight cores, and the usage of eight cores is calculated as an average. The value is expressed as a percentage and has a value between 0 and 100.
2. GPU utilization: this refers to the measurement rate of GPU usage that occurs during inference performance. The value is expressed as a percentage and has a value between 0 and 100.
3. Accuracy: this refers to the average accuracy of person and car objects that occur during the measurement of inference performance. Even if the number of persons and cars is measured differently for each frame, it is calculated as the overall average of the measured objects. In addition, when objects other than person and car are detected, the accuracy of other objects is discarded in order to reduce errors in false detection and non-detection. The value is expressed as a percentage and has a value between 0 and 100.
4. Latency: This is the execution time measured when performing inference on the image per frame used for inference of the sample video. The value is expressed as milliseconds.
5. Power: This refers to the power consumption of the Nvidia AGX Xavier used for inference. The value is indicated by W.

5.3. Evaluation Result

5.3.1. Comparative Analysis of YOLOv4 Model’s Inference Performance in the COCO Dataset

Tables 2 and 3 show the results of measuring inference performance through sample video by transforming YOLOv4-Native.weight and YOLOv4-Tiny.weight according to each deep learning framework in the COCO dataset.

For TensorFlow in the COCO dataset, the CPU utilization of YOLOv4-Native is 20.80%, slightly lower than the 27.99% of YOLOv4-Tiny. However, the GPU utilization rate is 73.50%, which is about 1.4 times higher than the 52.19% of YOLOv4-Tiny. Because it utilizes more GPU computation for object detection, it is confirmed that the GPU utilization rate and the accuracy of human and vehicle object detection are 1.3 times higher. Due to the high utilization of the GPU, the measured power consumption using more power is also about 1.8 times higher. The model of YOLOv4-Native has 3 YOLO heads and 137 pretrained convolutional layers, and YOLOv4-Tiny has 2 YOLO heads and 29 pretrained convolutional layers. Therefore, due to the complexity and size of the model, it has a delay time of 127.82 ms for YOLOv4-Native and is measured to be about 4.5 times higher than the...
28.38 ms of YOLOv4-Tiny, so the accuracy of detecting an image object in one frame is high, but the processing speed is slow.

**Table 2.** Comparative analysis of YOLOv4-Native.weights’s inference performance in the COCO Dataset.

<table>
<thead>
<tr>
<th>Framework (YOLOv4-Native in the COCO Dataset)</th>
<th>Precision</th>
<th>Average CPU Utilization (%)</th>
<th>Average GPU Utilization (%)</th>
<th>Average Accuracy (%)</th>
<th>Average Latency (ms)</th>
<th>Average Power (W)</th>
</tr>
</thead>
<tbody>
<tr>
<td>TensorFlow</td>
<td>Float32</td>
<td>20.80</td>
<td>73.50</td>
<td>Person: 43.53</td>
<td>127.82</td>
<td>28.24</td>
</tr>
<tr>
<td>TF-Lite</td>
<td></td>
<td>18.95</td>
<td>0.91</td>
<td>Person: 42.66</td>
<td>5228.06</td>
<td>9.67</td>
</tr>
<tr>
<td>TF-TRT</td>
<td>Float32</td>
<td>24.49</td>
<td>67.41</td>
<td>Person: 42.55</td>
<td>61.63</td>
<td>15.87</td>
</tr>
<tr>
<td>TRT</td>
<td></td>
<td>29.33</td>
<td>52.04</td>
<td>Person: 43.26</td>
<td>27.76</td>
<td>21.91</td>
</tr>
<tr>
<td>TF-Lite</td>
<td>Float16</td>
<td>17.99</td>
<td>0.62</td>
<td>Person: 40.13</td>
<td>5458.35</td>
<td>9.40</td>
</tr>
<tr>
<td>TF-TRT</td>
<td></td>
<td>29.65</td>
<td>47.49</td>
<td>Person: 43.55</td>
<td>32.15</td>
<td>11.79</td>
</tr>
<tr>
<td>TRT</td>
<td></td>
<td>28.89</td>
<td>54.75</td>
<td>Person: 43.31</td>
<td>27.92</td>
<td>22.48</td>
</tr>
</tbody>
</table>

**Table 3.** Comparative analysis of YOLOv4-Tiny.weights’s inference performance in the COCO Dataset.

<table>
<thead>
<tr>
<th>Framework (YOLOv4-Tiny in the COCO Dataset)</th>
<th>Precision</th>
<th>Average CPU Utilization (%)</th>
<th>Average GPU Utilization (%)</th>
<th>Average Accuracy (%)</th>
<th>Average Latency (ms)</th>
<th>Average Power (W)</th>
</tr>
</thead>
<tbody>
<tr>
<td>TensorFlow</td>
<td>Float32</td>
<td>27.99</td>
<td>52.19</td>
<td>Person: 33.33</td>
<td>28.38</td>
<td>14.38</td>
</tr>
<tr>
<td>TF-Lite</td>
<td></td>
<td>20.32</td>
<td>0.13</td>
<td>Person: 33.96</td>
<td>600.67</td>
<td>9.71</td>
</tr>
<tr>
<td>TF-TRT</td>
<td>Float32</td>
<td>28.13</td>
<td>51.08</td>
<td>Person: 33.95</td>
<td>30.25</td>
<td>11.01</td>
</tr>
<tr>
<td>TRT</td>
<td></td>
<td>31.18</td>
<td>39.76</td>
<td>Person: 34.70</td>
<td>18.02</td>
<td>12.06</td>
</tr>
<tr>
<td>TF-Lite</td>
<td>Float16</td>
<td>20.57</td>
<td>0.13</td>
<td>Person: 33.76</td>
<td>604.10</td>
<td>9.48</td>
</tr>
<tr>
<td>TF-TRT</td>
<td></td>
<td>31.81</td>
<td>38.62</td>
<td>Person: 33.76</td>
<td>24.19</td>
<td>10.10</td>
</tr>
<tr>
<td>TRT</td>
<td></td>
<td>31.07</td>
<td>42.20</td>
<td>Person: 34.02</td>
<td>17.85</td>
<td>12.40</td>
</tr>
</tbody>
</table>

TF-Lite, TF-TRT, and TRT in the COCO dataset, the model was converted by dividing the mixing precision by float32 and float16. In the case of TF-Lite, the accuracy of object detection for both float32 and float16 in YOLOv4-Native and YOLOv4-Tiny is similar to the previously measured results, but it can be seen that the latency is very high. This is because TF-Lite is a lightweight deep learning framework of TensorFlow, but has different purposes. TF-Lite is a deep learning framework specialized for mobile devices such as Android and IOS; it does not apply to the Jetson AGX Xavier that is currently used, so the GPU usage rate does not work below 1% [41]. Therefore, the GPU usage rate is low, and the power consumption is also the lowest among all deep learning frameworks because the GPU does not operate.
For TF-TRT in the COCO dataset, both YOLOv4-Native and YOLOv4-Tiny use the GPU efficiently with more than 50% of GPU usage. In YOLOv4-Native, the power consumption of TF-TRT is measured as 15.87 and 11.79 W, which are slightly higher than the 9.67 and 9.40 W of TF-Lite. In the case of YOLOv4-Tiny, the values are slightly different, but the results are similar. Moreover, when compared to TensorFlow, the accuracy of objects is almost unchanged, and both result in lower latency and lower power consumption.

For TRT in the COCO dataset, it has the highest CPU utilization among the four deep learning frameworks, and GPU utilization is appropriately used from at least 42.20 to 54.75%. In the case of TRT (float32, float16) of YOLOv4-Tiny, the average power consumption is low at about 12 W, but in the case of TRT (float32, float16) of YOLOv4-Native, the power consumption is measured at about 22 W. When compared with the basic TensorFlow of 28.24 W, as a low number is measured, the object accuracy of people and cars is almost unchanged, and it shows low latency.

5.3.2. Comparative Analysis of YOLOv4 Model’s Inference Performance in the PASCAL VOC Dataset

Tables 4 and 5 show the results of measuring inference performance through sample video by transforming YOLOv4-Native.weight and YOLOv4-Tiny.weight according to each deep learning framework in the PASCAL VOC dataset.

In the case of all deep learning frameworks in the PASCAL VOC dataset, when compared to the COCO dataset, the measured values are different, but show somewhat similar results.

For TensorFlow in the PASCAL VOC dataset, the CPU utilization of YOLOv4-Native is slightly lower than that of YOLOv4-Tiny, and the GPU utilization is also higher than that of YOLOv4-Tiny. The latency of YOLOv4-Native is higher than that of YOLOv4-Tiny, so the image object detection accuracy of one frame is high, but the processing speed is slow. In particular, in the accuracy of the object, the person was measured 3–4% lower, and in the case of cars, they were measured 9–11% lower. For TF-Lite in the PASCAL VOC dataset, the delay time is very high. The reason is omitted because it is described in Section 5.3.1. For TF-TRT in the PASCAL VOC dataset, both YOLOv4-Native and YOLOv4-Tiny use the GPU efficiently with a GPU utilization rate of about 50%. For TRT in the PASCAL VOC dataset, CPU and GPU utilization rates are used appropriately among the four deep learning frameworks. Also, a low power consumption value was measured, and a result in which the accuracy of the object is maintained to some extent was measured.

Table 4. Comparative analysis of YOLOv4-Native.weights’s inference performance in the PASCAL VOC Dataset.
Table 5. Comparative analysis of YOLOv4-Tiny.weights’s inference performance in the PASCAL VOC Dataset.

<table>
<thead>
<tr>
<th>Framework (YOLOv4-Tiny in the VOC Dataset)</th>
<th>Precision</th>
<th>Average CPU Utilization (%)</th>
<th>Average GPU Utilization (%)</th>
<th>Average Accuracy (%)</th>
<th>Average Latency (ms)</th>
<th>Average Power (W)</th>
</tr>
</thead>
<tbody>
<tr>
<td>TensorFlow Float32</td>
<td></td>
<td>29.45</td>
<td>50.28</td>
<td>Person: 32.43</td>
<td>27.17</td>
<td>13.42</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Car: 59.24</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Person: 31.86</td>
<td>573.16</td>
<td>10.14</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Car: 58.38</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TF-Lite Float32</td>
<td></td>
<td>22.14</td>
<td>0.57</td>
<td>Person: 32.67</td>
<td>29.83</td>
<td>11.56</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Car: 59.91</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TF-TRT Float32</td>
<td></td>
<td>30.68</td>
<td>52.48</td>
<td>Person: 32.04</td>
<td>25.49</td>
<td>11.24</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Car: 59.42</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TRT</td>
<td></td>
<td>29.27</td>
<td>38.03</td>
<td>Person: 31.16</td>
<td>17.30</td>
<td>13.76</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Car: 59.70</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TF-Lite Float16</td>
<td></td>
<td>21.48</td>
<td>0.41</td>
<td>Person: 30.73</td>
<td>580.53</td>
<td>10.06</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Car: 57.42</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TF-TRT Float16</td>
<td></td>
<td>30.52</td>
<td>40.38</td>
<td>Person: 31.97</td>
<td>25.49</td>
<td>11.24</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Car: 58.42</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TRT</td>
<td></td>
<td>28.35</td>
<td>45.92</td>
<td>Person: 31.16</td>
<td>17.30</td>
<td>13.76</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Car: 59.70</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

5.4. Discussion

Considering the resource usage (CPU and GPU utilization), object accuracy, latency, and power consumption measured through the evaluation metrics, the opinion of using deep learning frameworks for the Jetson AGX Xavier 16 GB platform is as follows. If object detection services and research are conducted based on TensorFlow, the use of TF-TRT seems to have the best performance, and if service and research are conducted on SoC-type mobile devices (Android, IOS), it is most efficient to use TF-Lite. Finally, if you do not have enough knowledge of TensorFlow, it seems that you can efficiently conduct object detection service and research using pure TRT.

TRT is a software development kit (SDK) that enables fast inference for GPUs developed by Nvidia. When the model is converted to TF-TRT and TRT, the object accuracy is slightly lower than that of the existing model, but it can provide efficiency in terms of latency and power consumption that is relatively low when compared to the desktop environment in the low specification of the Nvidia Jetson platform. However, TRT is a technology that can be used not only by the Nvidia Jetson platform but also by GPUs with Tensor Cores. In other words, if Tensor Cores are included in a high-performance GPU (e.g., RTX 3090) that does not use the Jetson Nvidia platform, you can directly build and use the TRT [42]. In addition, if you use a high-performance GPU, it is an environment using a desktop, and the power supply responsible for power is likely to be stable, it is not necessary to detect objects through TRT through relatively low object accuracy and reduced power consumption. Therefore, if deep learning-based object detection is performed on the Jetson Nvidia platform or in a general desktop environment, it is thought that the measurement results presented in this paper can efficiently conduct service and research on object detection.

6. Conclusions

Deep learning-based object detection technology using YOLO in embedded systems needs to be optimized for low latency and high accuracy detection rates and low power consumption. This paper applied TensorFlow and TRT, which are deep learning frameworks generally used in Nvidia Jetson AGX Xavier embedded systems. In addition, the deep learning framework was compared and analyzed by developing technology that can measure CPU utilization, GPU utilization, object detection accuracy, latency, and power consumption by fusion monitoring tools. As a result, TensorFlow used on the desktop can be applied to Nvidia Jetson AGX Xavier, but has the highest power consumption and high
latency. In the case of TF-Lite, since it operates efficiently only on mobile devices, there is no GPU utilization in AGX Xavier, and it has a high latency to the extent that it cannot be used. In other words, if you are conducting deep learning services and research on mobile devices, it seems efficient to use TF-Lite. Additionally, if it is an embedded system with built-in Tensor Cores, it is most efficient to use TF-TRT and pure TRT. In the case of pure TRT, it does not utilize the TensorFlow library, and supports Python programming. In other words, if you have insufficient implementation knowledge of the TensorFlow deep learning framework, it seems most efficient to use pure TRT. Therefore, we will gradually study guidelines for the efficient use of deep learning frameworks with large datasets such as Open Images and Image Net, starting with comparative analysis with TensorFlow by applying PyTorch libraries to Nvidia Jetson AGX Xavier.


Funding: This research received no external funding.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Not applicable.

Conflicts of Interest: The authors declare no conflict of interest.

References

17. Mittal, S. A Survey on optimized implementation of deep learning models on the NVIDIA Jetson platform. J. Syst. Arch. 2019, 97, 428–442. [CrossRef]


