A Lightweight Attention-Based Network towards Distracted Driving Behavior Recognition
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Abstract: Distracted driving is currently a global issue causing fatal traffic crashes and injuries. Although deep learning has achieved significant success in various fields, it still faces the trade-off between computation cost and overall accuracy in the field of distracted driving behavior recognition. This paper addresses this problem and proposes a novel lightweight attention-based (LWANet) network for image classification tasks. To reduce the computation cost and trainable parameters, we replace standard convolution layers with depthwise separable convolutions and optimize the classic VGG16 architecture by 98.16% trainable parameters reduction. Inspired by the attention mechanism in cognitive science, a lightweight inverted residual attention module (IRAM) is proposed to simulate human attention, extract more specific features, and improve the overall accuracy. LWANet achieved an accuracy of 99.37% on Statefarm’s dataset and 98.45% on American University in Cairo’s dataset. With only 1.22 M trainable parameters and a model file size of 4.68 MB, the quantitative experimental results demonstrate that the proposed LWANet obtains state-of-the-art overall performance in deep learning-based distracted driving behavior recognition.
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1. Introduction

According to the Global Status Report on Road Safety [1] released by the World Health Organization (WHO) in 2018, 1.35 million people die from traffic accidents each year, and this number is still increasing. The Traffic Safety Facts [2] released by National Highway Traffic Safety Administration (NHTSA) in 2017 stated that there are at least 2994 fatal crashes caused by distracted driving. It is reported that with a proper driver monitoring system, the risk of distracted driving will be sharply reduced [3].

Distracted driving is defined as “a diversion of attention from driving because the driver is temporarily focusing on an object, person, task or event not related to driving” [4]. Physiological signals, vehicle data, and deep learning are the three main methods to classify distracted driving. Sahayad et al. [5] proposed a system that could detect inattention using an electrocardiogram (ECG) and surface electromyogram (sEMG) signals. K-nearest neighbor analysis (KNN), linear discriminant analysis (LDA), and quadratic discriminant analysis (QDA) were involved for classification. Wang et al. [6] studied the different EEG patterns in the driver’s lane-keeping behaviors. The accuracy was evaluated based on the support vector machine (SVM) and radial basis function (RBF) kernel function. Omerustaoglu et al. [7] fused the vehicle sensor data with vision data, and significantly improve the accuracy of detection tasks for distracted drivers. Li et al. [8] utilized the built-in accelerometer and gyro head inertial sensor to collect the driver’s head pose information. Although most proposed methods have achieved desirable performances, the
methods based on physiological signals exist physical contact with the driver. The collected information is part of personal privacy. Hence, these methods cannot be widely spread. The methods based on vehicle data require installing high-precision sensors, which increases the cost. It should be noted that methods involving physiological signals and vehicle data are not totally separated with deep learning. Instead, they work as complementary plans in these proposed methods.

With the rapid development of deep learning, due to the low cost and high accuracy, deep learning-based approaches of distracted driving behavior recognition will be mainstream [9]. Genetic algorithm [10], ensemble learning [11], skin segmentation [12], hybrid CNN [13], Long Short-Term Memory [14], Multiple-Granularity Middle Network [15], multi-stream CNN [16], faster R-CNN [17], and principal component analysis [18] have recognized some success in distracted driving detection. However, due to the limited resources on edge devices, a desirable real-time method should be with low computation cost while still maintaining high accuracy. It should also be with great adaptability to the environment, so it can remain excellent performance under various unknown circumstances.

Aiming at these requirements, this paper proposes a Lightweight Attention-based network (LWANet) and is tested in the field of distracted driving. The main contributions of this paper are summarized as follows:

1. We propose a lightweight Inverted Residual Attention Module (IRAM) towards the problem that the current lightweight network has relatively low accuracy. IRAM effectively improves the classification accuracy with almost no increase of trainable parameters and computation cost.
2. We embed the depthwise separable convolution into classic VGG16 and optimize the network structure. Regarding the problem that classic CNN cannot be implemented on edge devices due to the high model complexity, LWANet has very few trainable parameters and model size.
3. We utilize subtract mean filter in image preprocessing to further improve the model’s environmental adaptivity.
4. Compared with existing state-of-the-art deep learning-based methods, the proposed LWANet has fewer parameters and can be applied to various embedded real-time detection scenarios.

The rest of this paper is organized as follows. Section 2 introduces the related work. Section 3 discusses the involved methods. Section 4 presents the experimental results. Section 5 concludes the whole paper.

2. Related Work

In the field of deep learning, especially in image classification and object detection tasks, a significant amount of research focuses on reducing network complexity and computation cost rather than simply increasing the accuracy. An optimized network should train a model with the smallest size and the highest accuracy. Only such networks can be applied to industrial production and practices. These requirements challenge the overall performance of a network.

There are mainly two methods towards designing a lightweight convolutional neural network. One is compressing the existing network with excellent performance [19]. It refers to removing the redundant convolution layers and fully connected layers and cropping the convolution kernels. Another one is designing a new network module. Currently, most research focuses on the convolution operation. Howard et al. [20] utilized depthwise separable convolutions to establish lightweight deep neural networks. This method converted standard convolution to depthwise convolution and $1 \times 1$ pointwise convolution. Yang et al. [21] used asymmetric convolution blocks to replace the standard convolutional layers for object detection. The asymmetric convolution module had three parallel branches. The first branch included asymmetric convolution with kernel sizes of $1 \times 3$ and $3 \times 1$. The second branch included asymmetric convolution with a kernel size of $1 \times 3$. The third branch included asymmetric convolution with a kernel size of $3 \times 1$. The octave
convolution proposed by Chen et al. [22] was a plug-and-play convolutional unit that could greatly reduce memory and computation cost. The octave convolution divided the convolution feature maps into low-frequency and high-frequency groups and halved the size of the low-frequency feature maps to speed up the convolution operation.

In recent years, the attention mechanism has attracted researchers’ interests. Its essence is to simulate how a human observes an object. In cognitive science, due to the bottleneck of information processing, human beings will selectively pay attention to a part of the information and ignore the other visible information [23]. In the field of deep learning, attention mechanism is first applied to machine translation of natural language processing [24]. It spreads to object detection and image classification [25,26] later. The attention mechanism is usually divided into hard attention and soft attention. Since soft attention is differentiable, a neural network can compute the gradient and learn the weighted attention by forward propagation and backward feedback [27]. Hence, soft attention is widely utilized in deep learning. It can be further divided into channel domain, spatial domain, and mixed domain. Channel domain is related to the feature channels of an image. Spatial domain is related to the location of features in an image. The current mainstream of attention modules is SE [28], CBAM [29], EAC [30], and Triplet [31].

Towards image classification problem, with the aid of attention mechanism, the network performance improves significantly. He et al. [32] proposed a bilinear squeeze-and-excitation network (BiSENet) for tree species classification and achieved better performance than existing methods. Xie et al. [33] used the CBAM module for water scene recognition. The method had fewer parameters and could improve the accuracy of water scene recognition. Chen et al. [34] used an improved CBAM module for fly species recognition with an accuracy rate of 90%, which was better than the state-of-the-art methods. Wang et al. [35] used the triple attention method for 14 thoracic disease classification. According to the spatial location of pathological abnormalities, it could determine which feature channels provide discriminative information and which scale played a major role in diagnosis. Pande et al. [36] used a hybrid attention approach for hyperspectral image classification. It utilized 1D and 2D CNNs to enhance the spectral and spatial characteristics of the input image. In the application of classifying white blood cells from microscopy hyperspectral images, Wang et al. [37] used a 3D attention module to emphasize more important functions with an accuracy of 97.72%.

Some researchers have tried to embed the attention mechanism into driver action recognition. Hu et al. [38] proposed a multi-scale attention convolutional neural network (MSA-CNN). It included a multi-scale convolutional module, attention module, and classification module. Wang et al. [39] proposed an attention module including channel level attention and space level attention for driver behavior recognition. Experimental results showed that the introduction of an attention mechanism can effectively improve the accuracy. Jegham et al. [40] proposed a soft spatial attention network based on deep learning for driver action recognition. The network focused the attention on the driver’s silhouette and motion, and the accuracy reached 75%. Although the involvement of attention mechanism proved to be effective, these approaches utilized large-scale networks such as ResNet50. They did not consider the computation cost and the deployment on edge devices.

Motivated by the urgent needs of distracted driving detection, the development of lightweight network design, and attention mechanism, this paper introduces a novel network architecture LWANet (Lightweight Attention-based Network) to solve the trade-off between computation cost and overall accuracy.

3. Methods

In this section, we present the mainly utilized methods in detail. The subtract mean filter, depthwise separable convolution, and the proposed Inverted Residual Attention Module (IRAM) are introduced. Then, the whole network structure is further developed.
3.1. Subtract Mean Filter

Subtract mean filter is an effective method to reduce the noises in an image [41]. It is calculated as the gray value of each pixel in a certain area minus the average gray value in a certain area. The area is usually referred to a disk. Consider a disk area with radius \( r \), there are \( n \) pixels in the area and the gray value of the \( i \)th pixel is \( g_i \). After the subtract mean filter, the gray value of the \( i \)th pixel is defined in (1):

\[
\hat{g}_i = g_i - \frac{\sum_{k=1}^{n} g_k}{n}
\]  

(1)

According to (1), the grayscale image output from the subtract mean filter represents a relative pixel-wise grayscale level. The number of pixels \( n \) in a certain area is directly related to the disk area radius \( r \). A disk area with a larger radius will provide an output image with a clearer outline. Effective extraction of the driver’s outline can lead to a more accurate classification result.

3.2. Depthwise Separable Convolution

Depthwise separable convolution [20] can greatly reduce the computation cost and has been widely used in lightweight CNN design. Its essence is the decomposition of standard convolution within a feature channel domain.

Consider a feature map with size \( H \times W \times D_{in} \), where \( D_{in} \) is the number of input channels. The stride is set to be 1. When the feature map is convoluted by a standard convolution kernel with size \( k \times k \times D_{in} \times D_{out} \), where \( D_{out} \) is the number of output channels, the computation cost can be calculated as (2). After the convolution operation, the size of the output feature map is \((H - k + 1) \times (H - k + 1) \times D_{out}\). The schematic of standard convolution is shown in Figure 1.

\[
C_{\text{standard}} = H \cdot W \cdot k^2 \cdot D_{in} \cdot D_{out}
\]  

(2)

Depthwise separable convolution involves depthwise convolution and pointwise convolution. Depthwise convolution extracts feature on a single feature map. Pointwise convolution fuses these extracted features from different feature maps and outputs a final feature map. The feature map after the depthwise convolution is also called the intermediate feature map. The schematic of depthwise separable convolution is shown in Figure 2.

[Figure 1. Schematic of standard convolution.]

[Figure 2. Schematic of depthwise separable convolution.]
According to Figures 1 and 2, the standard convolution and the depthwise separable convolution can output the same feature map. However, their computation cost is different. For the depthwise separable convolution, it can be calculated as (3):

$$C_{\text{depthwise separable}} = C_{\text{depthwise}} + C_{\text{pointwise}} = H \cdot W \cdot k^2 \cdot D_{in} + H \cdot W \cdot D_{in} \cdot D_{out}.$$  (3)

We can compare the computation cost of both convolution methods:

$$\frac{C_{\text{depthwise separable}}}{C_{\text{standard}}} = \frac{H \cdot W \cdot k^2 \cdot D_{in} + H \cdot W \cdot D_{in} \cdot D_{out}}{H \cdot W \cdot k^2 \cdot D_{in} \cdot D_{out}} = \frac{1}{D_{out}} + \frac{1}{k^2}$$  (4)

Normally, the number of output channels $D_{out}$ is much larger than the convolution kernel size $k$. It indicates that the computation cost of depthwise separable convolution is approximately $\frac{1}{D_{out}}$ of the standard convolution. The model size will be correspondingly reduced. However, it has been reported [20] that the usage of too much depthwise separable convolution will decrease the accuracy. Hence, we need to balance the model complexity and the model accuracy.

3.3. Proposed Inverted Residual Attention Module (IRAM)

Currently, attention mechanism is a hot research topic. The presence of some effective and lightweight attention modules can improve the network performance with negligible computation cost. The channel domain in the soft attention mechanism is about “what to look” for. The spatial domain is about “where to look”. As for the real-time image classification of distracted driving, the camera is always fixed. This means that for most images, the spatial information is almost unchanged. An effective attention module in this scenario should focus on the channel domain features. The schematic of the proposed IRAM is shown in Figure 3.

Figure 2. Schematic of depthwise separable convolution.

Figure 3. Schematic of Inverted Residual Attention Module (IRAM).
Consider a feature map \( F_s \in \mathbb{R}^{H \times W \times C} \) is input into the IRAM. The channel attention module will infer a 1D channel-wise attention map \( M_c \in \mathbb{R}^{1 \times 1 \times C} \). The spatial attention module will infer a 2D spatial-wise attention map \( M_s \in \mathbb{R}^{H \times W \times 1} \). The whole attention mechanism process can be summarized as follows:

\[
F'_s = M_c(F_s) \otimes F_s, \quad (5)
\]

\[
F''_s = M_s(F'_s) \otimes F'_s, \quad (6)
\]

where \( \otimes \) denotes the element-wise dot product. The structure of channel-wise attention is inspired by the inverted residual module.

The process of a normal residual module can be concluded as “compression-convolution-expansion”. Comparatively, the process of an inverted residual module [42] can be concluded as “expansion-convolution-compression”. Pointwise convolution is first used to expand feature channels and is finally used to compress them to the initial amount. The purpose is to extract more higher-level features. Hence, the output weighted channel-wise feature map can be more specific and precise.

For the channel attention module, the input feature map will first experience a global average pooling. The pooling value of each channel can be regarded with a global region of interest. Its calculation process is shown as:

\[
P_c = \text{GAP}(U_c) = \frac{1}{H \times W} \sum_{i=1}^{H} \sum_{j=1}^{W} U_c(i, j), \quad (7)
\]

where \( P_c \) is the pooling value of the \( c \)th channel and \( U_c(i, j) \) is the value at position \((i, j)\) of the \( c \)th channel in the input feature map.

Pointwise convolution is performed after GAP to increase the channels. It can be represented as:

\[
P'_c = \sum_{i=1}^{C} W_c \times P_i, \quad (8)
\]

where \( P'_c \) is the pooling value of the \( c \)th channel, \( c \in [0, C \cdot r] \), \( r \) is the expand ratio, \( W_c \) is the weight of the \( c \)th filter, and \( P_i \) is the pooling value of the \( i \)th channel.

Depthwise convolution is performed after the first pointwise convolution to extract the features of each channel. Since depthwise convolution cannot change the feature channels, another pointwise convolution is performed to reduce the channels.

The spatial attention module is connected after the channel attention module. It utilizes the channel-wise weighted feature map as its input. It conducts the convolution with a standard convolution layer. We select a \( 3 \times 3 \) convolution kernel here to reduce the computation cost. It is tested that a \( 7 \times 7 \) convolution kernel produces a slightly higher accuracy. However, considering the increased model complexity, we still use a \( 3 \times 3 \) kernel. The process can be represented as:

\[
M_s(F'_s) = \delta \left( f^{3 \times 3}([\text{avgpool}(F'_s); \text{maxpool}(F'_s)])[i] \right), \quad (9)
\]

where \( \delta \) denotes a sigmoid function.

The attention module can be configured in three different configurations regarding the series or parallel connection. We will compare their performances in the experiment part. It should be noted that IRAM is designed as a lightweight plug-and-play attention module and can be easily combined with most classic CNN networks.

3.4. Proposed LWANet Network Structure

The classic VGG16 network [43] includes 13 convolution layers and 3 fully connected layers. The entire network utilizes convolution kernels with size \( 3 \times 3 \) and max-pooling
with stride $2 \times 2$. Due to a large number of trainable parameters, VGG16 consumes a lot of computation resources. It is not feasible for its deployment on edge devices.

Based on the depthwise separable convolution and inverted residual attention module discussed above, we propose the Lightweight Attention-based network architecture. The depthwise separable convolution can greatly reduce the computational cost, making it possible to apply the model to the edge devices. Inverted residual attention module can focus the weights of the proposed network on meaningful pixels and channels, promote the effective features, and suppress the interference of noise. Therefore, the inverted residual attention module can effectively improve the accuracy. The network is designed to reduce the trainable parameters but remains a desirable model accuracy. The network schematic is shown in Figure 4.

Figure 4. Schematic of the Lightweight Attention-based network (LWANet).

LWANet takes an image of size $120 \times 120 \times 3$ as the input and produces a classification label as the output. The detailed structure of filter shapes and input and output shapes of each layer is shown in Table 1.

Table 1. A list of detailed network architecture.

<table>
<thead>
<tr>
<th>Layer Name</th>
<th>Input Shape</th>
<th>Output Shape</th>
<th>Filter Shape</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conv_1</td>
<td>$120 \times 120 \times 3$</td>
<td>$120 \times 120 \times 32$</td>
<td>$3 \times 3 \times 32$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$1 \times 1 \times 32 \times 3$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$3 \times 3 \times 96$</td>
</tr>
<tr>
<td>IRAM_1</td>
<td>$120 \times 120 \times 32$</td>
<td>$120 \times 120 \times 32$</td>
<td>$1 \times 1 \times 96 \times 32$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$3 \times 3 \times 32$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$3 \times 3 \times 32$</td>
</tr>
<tr>
<td>DSWC_1</td>
<td>$120 \times 120 \times 32$</td>
<td>$120 \times 120 \times 32$</td>
<td>$1 \times 1 \times 32 \times 32$</td>
</tr>
<tr>
<td>Maxpool_1</td>
<td>$120 \times 120 \times 32$</td>
<td>$60 \times 60 \times 32$</td>
<td>$3 \times 3 \times 32$</td>
</tr>
<tr>
<td>Conv_2</td>
<td>$60 \times 60 \times 32$</td>
<td>$60 \times 60 \times 32$</td>
<td>$3 \times 3 \times 32$</td>
</tr>
<tr>
<td>Maxpool_2</td>
<td>$30 \times 30 \times 32$</td>
<td>$30 \times 30 \times 32$</td>
<td>$3 \times 3 \times 64$</td>
</tr>
<tr>
<td>Conv_3</td>
<td>$30 \times 30 \times 32$</td>
<td>$30 \times 30 \times 64$</td>
<td>$1 \times 1 \times 64 \times 32$</td>
</tr>
<tr>
<td>IRAM_2</td>
<td>$30 \times 30 \times 64$</td>
<td>$30 \times 30 \times 64$</td>
<td>$1 \times 1 \times 64 \times 64$</td>
</tr>
<tr>
<td>DSWC_2</td>
<td>$30 \times 30 \times 64$</td>
<td>$30 \times 30 \times 64$</td>
<td>$1 \times 1 \times 64 \times 64$</td>
</tr>
<tr>
<td>Maxpool_3</td>
<td>$30 \times 30 \times 64$</td>
<td>$15 \times 15 \times 64$</td>
<td>$3 \times 3 \times 64$</td>
</tr>
<tr>
<td>Conv_4</td>
<td>$15 \times 15 \times 64$</td>
<td>$15 \times 15 \times 64$</td>
<td>$3 \times 3 \times 64$</td>
</tr>
<tr>
<td>Maxpool_4</td>
<td>$15 \times 15 \times 64$</td>
<td>$8 \times 8 \times 64$</td>
<td>$3 \times 3 \times 64$</td>
</tr>
<tr>
<td>Conv_5</td>
<td>$8 \times 8 \times 64$</td>
<td>$8 \times 8 \times 128$</td>
<td>$3 \times 3 \times 128$</td>
</tr>
<tr>
<td>Maxpool_5</td>
<td>$8 \times 8 \times 128$</td>
<td>$4 \times 4 \times 128$</td>
<td>$3 \times 3 \times 128$</td>
</tr>
<tr>
<td>Fc_1</td>
<td>$1 \times 1 \times 2048$</td>
<td>$512$</td>
<td>$1 \times 1 \times 2048$</td>
</tr>
<tr>
<td>Fc_2</td>
<td>$512$</td>
<td>$10$</td>
<td>$512$</td>
</tr>
</tbody>
</table>
Balancing the decreasing accuracy and computation lost, we utilize two depthwise separable convolution layers to replace the standard convolution layers. IRAM is connected after the first and third standard convolution layer. ReLU activation function and max-pooling are added after all the five standard convolution layers. Max pooling is involved to reduce the feature map sizes. Two fully connected layers reduce the last convolutional feature maps to 512-D and 10-D feature vectors.

4. Experimental Results

This section presents the experimental results using the proposed methods. Section 4.1 introduces the involved dataset. Section 4.2 describes implementation details. Section 4.3 describes the image processing results. Section 4.4 demonstrates the performance of the proposed network.

4.1. Dataset

We use two publicly available datasets to train and evaluate the performance of the network. The first dataset is the State Farm Distracted Driver Detection (SF3D) dataset released on Kaggle in 2016 [44]. It is taken by a constant-placed 2D dashboard camera of 640 × 480 pixels in RGB. The dataset contains 22,424 labeled pictures with ten classes: safe driving, texting-right, talking on the phone-right, texting-left, talking on the phone-left, operating the radio, drinking, reaching behind, hair and makeup, talking to passenger. We utilize 70% of pictures for training and 30% for testing. Figure 5 shows the pictures of ten prediction classes in the SF3D dataset.

![Figure 5. Some sample pictures from the SF3D dataset.](image)

The second dataset was established by Abouelnaga et al. [10,45] and named the American University in Cairo Distracted Driver (AUC2D) dataset. It contains 44 participants from 7 different countries. The ten distracted classes are the same as the SF3D dataset. Some pictures are taken at different times of day, in different driving conditions, and wearing different clothes. The dataset includes 10,555 training images and 1123 testing images with 1920 × 1080 pixels in RGB. Figure 6 shows the pictures of ten prediction classes in the AUC2D dataset.

4.2. Implementation Details

To demonstrate the effectiveness of the LWANet proposed in this paper, we conducted a series of experiments on the SF3D and AUC2D datasets for verification. All the experiments were conducted on a computer with Intel(R) Xeon(R) Silver 4210 CPU @ 2.20 GHz, a GeForce RTX 2080, and 128 GB of RAM. The algorithms and network were developed in Python 3.6 with OpenCV 3.3.1 and TensorFlow 1.13.1. During the training process, we set the learning rate as 0.001, batch size of 50. The overall flowchart is shown in Figure 7.
Figure 6. Some sample pictures from the AUC2D dataset. (a) Safe driving (b), texting-right (c), talking on the phone-right (d), texting-left (e), talking on the phone-left (f), operating the radio (g), drinking (h), reaching behind (i), hair and makeup (j), talking to passenger.

Figure 7. Overall flowchart.

4.3. Image Preprocessing and Baseline Selection

The original size of images in the SF3D dataset is $640 \times 480 \times 3$, and $1920 \times 1080 \times 3$ in the AUC2D dataset. All the raw images in both datasets are resized to $120 \times 120 \times 3$ to speed up the CNN training process and decrease the computation cost.

It can be noticed that the images in the AUC2D dataset are taken at different times of the day. To avoid the impact of various illumination conditions, we utilize a subtract mean filter to extract the features. The disk radius is set as 10 for the SF3D dataset and 15 for the AUC2D dataset. The performance of the subtract mean filter is shown in Figure 8.

Figure 8. The performance of the subtract mean filter. (a) The original image. (b) The image after being filtered.

By applying the subtract mean filter, some important features of an image can be extracted. Other features, especially the unnatural luminance distribution, will be eliminated. It is expected that the images, after being preprocessed, will be easier to fit the network.
In our experiment, we select VGG16 as the baseline. VGG16 has recognized lots of success in the image classification field [46]. Compared to larger-scale networks, especially Resnet, VGG16 is with less time complexity and fewer trainable parameters. Compared to other lightweight networks, for example, MobileNet, ShuffleNet, and AlexNet, VGG16 is more flexible to embed some useful modules, such as the attention module. We compare the performance of networks with and without the subtract mean filter process. The results are summarized in Table 2.

Table 2. Comparing the Effectiveness of the Subtract Mean Filter.

<table>
<thead>
<tr>
<th>Item</th>
<th>SF3D Dataset</th>
<th>AUC2D Dataset</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Accuracy</td>
<td>Loss</td>
</tr>
<tr>
<td>LWANet without subtract mean filter</td>
<td>97.77 ± 1.53%</td>
<td>0.120 ± 0.067</td>
</tr>
<tr>
<td>LWANet with subtract mean filter</td>
<td>99.37 ± 0.22%</td>
<td>0.026 ± 0.007</td>
</tr>
</tbody>
</table>

Besides the accuracy improving, the subtract mean filter can guarantee a stable result with less uncertainty. The confidence level of each training is, therefore, increased. Since the filter can eliminate some unexpected noise, it is proved that our model has greater environmental adaptivity.

4.4. Performance Evaluation of LWANet

4.4.1. Overall Model Performance

We test our model performance on both SF3D and AUC2D datasets. During the training process, we set the learning rate as 0.001, with a batch size of 50.

We present a detailed analysis on both datasets by training the model with the 70% training data and testing the model with the rest 30% testing data. The training and testing performance of both datasets are shown in Figure 9.

The training accuracy almost remains 100% at the end of the training process. However, the testing accuracy seems difficult to further improve and with the highest testing accuracy of 99.37 ± 0.22% on the SF3D dataset and 98.45 ± 0.28% on the AUC2D dataset. To find out which classes cause the wrong predictions, we perform a confusion matrix evaluation in Figure 10. We also list the number of correct and wrong classifications in Table 3.
The training accuracy almost remains 100% at the end of the training process. However, the testing accuracy seems difficult to further improve and with the highest testing accuracy of 99.37 ± 0.22% on the SF3D dataset and 98.45 ± 0.28% on the AUC2D dataset.

To find out which classes cause the wrong predictions, we perform a confusion matrix evaluation in Figure 10. We also list the number of correct and wrong classifications in Table 3.

### Table 3. Classification accuracy of each class.

<table>
<thead>
<tr>
<th>Classes</th>
<th>SF3D Dataset</th>
<th>AUC2D Dataset</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Total</td>
<td>Correct</td>
</tr>
<tr>
<td>Safe driving</td>
<td>771</td>
<td>763</td>
</tr>
<tr>
<td>Texting-right</td>
<td>655</td>
<td>654</td>
</tr>
<tr>
<td>Phone-right</td>
<td>702</td>
<td>699</td>
</tr>
<tr>
<td>Texting-left</td>
<td>707</td>
<td>705</td>
</tr>
<tr>
<td>Phone-left</td>
<td>697</td>
<td>695</td>
</tr>
<tr>
<td>Radio</td>
<td>684</td>
<td>680</td>
</tr>
<tr>
<td>Drinking</td>
<td>696</td>
<td>695</td>
</tr>
<tr>
<td>Reaching behind</td>
<td>586</td>
<td>581</td>
</tr>
<tr>
<td>Hair and makeup</td>
<td>575</td>
<td>566</td>
</tr>
<tr>
<td>Talking to passenger</td>
<td>627</td>
<td>620</td>
</tr>
</tbody>
</table>

The classification results from LWANet are generally desirable. However, in the AUC2D dataset, the class of drinking seems to be usually misclassified. It is predicted as texting-right or hair and makeup in most cases. This is because the training images labeled as drinking involve many different hand and head features. LWANet mainly focuses on these features when dealing with most tasks. The network may be confused with these features because some of them are similar to other classes. For example, in some images, drinking with the right hand is similar to texting using the right hand. Besides this class, LWANet performs excellently on the AUC2D dataset and achieves an overall accuracy of 98.45%.

#### 4.4.2. Model Real-Time Performance

After the training process, the network model can be saved as a .pb file. It includes all the required parameters and can restore the network. It is easy to transfer the .pb file to some edge devices, for example, an Android phone. The file size will affect the operating speed. To further evaluate the model performance in real-time, we develop a related Android App and transfer the TensorFlow model. The schematic of the Android App development is shown in Figure 11. We conduct the experiment on an Android phone, “Xiaomi 11 Pro”, with a CPU of Qualcomm Snapdragon 888 and 12 GB of RAM. Table 4 summarizes the GPU and Android phone processing speed in units of frames per second. The results are summarized in Table 4.
4.4.3. Ablation Study

We perform ablation studies to evaluate the effectiveness of the lightweight structure and the IRAM. The structures are compared in terms of FLOPs (floating-point operations), trainable parameters, size of .pb model file, classification accuracy on both datasets, GPU processing speed, and Android phone processing speed.

For most convolutional neural networks, convolutional layers and fully connected layers cover a large proportion of the network FLOPs. The FLOPs of a convolutional layer are defined in (10).

\[
\text{FLOPs}_{\text{conv}} = O \left( \sum_{i=1}^{D} M_i^2 K_i^2 C_{i-1} C_i \right),
\]

where \( D \) is the depth of the network, \( l \) is the \( l \)th convolutional layer, \( M \) is the length of the feature map for each convolutional kernel, \( K \) is the size of the convolutional kernel, and \( C_l \) is the number of channels of the \( l \)th convolutional layer.

For a fully connected layer, if the dimension of the input data is \((N, D)\), the weight dimension of a hidden layer is \((D, M)\) and the dimension of output data is \((N, M)\). The FLOPs of a fully connected layer are defined in (11):

\[
\text{FLOPs}_{\text{fc}} = (2D - 1)M
\]

Trainable parameters refer to the total amount of parameters in a network. In general cases, trainable parameters are mostly related to the weights and biases.

It is expected that the proposed network with an optimized structure and involvement of depthwise separable convolution will result in fewer FLOPs, trainable parameters, model file size, and faster processing speed. At the same time, the testing accuracy should remain the same or even higher. The results are shown in Table 5.

By comparing the standard VGG16 and the lightweight VGG without IRAM, the involvement of depthwise separable convolution and network compression results in 98.32% FLOPs reduction and 98.16% trainable parameters decrease. The model file size is reduced from 248 MB to 4.58 MB. The processing speed on Android phone increases by 1538.81%. The improvement of model complexity is accompanied by the sacrifice of model accuracy. The model accuracy decreases a bit on both datasets. This is not surprising...
because, in standard VGG16, there are 13 convolution layers. For the lightweight VGG without IRAM, there are only seven convolution layers and two of them are depthwise separable convolution layers. Fewer convolution layers will extract fewer high-level features. Nevertheless, according to this ablation study, we can conclude that the proposed lightweight network can maintain relatively high accuracy with very low computation cost.

### Table 5. Ablation study evaluation.

<table>
<thead>
<tr>
<th>Items</th>
<th>Standard VGG16</th>
<th>Lightweight VGG without IRAM</th>
<th>LWANet</th>
</tr>
</thead>
<tbody>
<tr>
<td>FLOPs</td>
<td>455,867,390</td>
<td>7666,141</td>
<td>7715,347</td>
</tr>
<tr>
<td>Trainable Parameters</td>
<td>65,120,350</td>
<td>1199,626</td>
<td>1224,208</td>
</tr>
<tr>
<td>Model File Size</td>
<td>248 MB</td>
<td>4.58 MB</td>
<td>4.68 MB</td>
</tr>
<tr>
<td>Accuracy on SF3D</td>
<td>99.39 ± 0.13%</td>
<td>98.87 ± 0.26%</td>
<td>99.37 ± 0.22%</td>
</tr>
<tr>
<td>Accuracy on AUC2D</td>
<td>98.58 ± 0.24%</td>
<td>97.32 ± 0.58%</td>
<td>98.45 ± 0.28%</td>
</tr>
<tr>
<td>GPU Processing Speed</td>
<td>851 ± 75 FPS</td>
<td>1594 ± 92 FPS</td>
<td>1485 ± 83 FPS</td>
</tr>
<tr>
<td>Android Phone Processing Speed</td>
<td>0.67 ± 0.41 FPS</td>
<td>10.98 ± 1.27 FPS</td>
<td>10.77 ± 1.35 FPS</td>
</tr>
</tbody>
</table>

The proposed IRAM is designed with two modules in series and channel attention first. There are another two configurations, which are indicated in Figure 12. We compare their accuracy on both datasets and summarize the results in Table 6. It demonstrates that the configuration of IRAM is the most desirable.

![Figure 12. Three configurations of the attention module: series with channel first, series with spatial first, and parallel.](image)

### Table 6. Attention module configure evaluation.

<table>
<thead>
<tr>
<th>Items</th>
<th>Parallel</th>
<th>Series-Spatial First</th>
<th>Series-Channel First</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy on SF3D</td>
<td>99.31 ± 0.05%</td>
<td>99.04 ± 0.32%</td>
<td>99.37 ± 0.22%</td>
</tr>
<tr>
<td>Accuracy on AUC2D</td>
<td>98.11 ± 0.34%</td>
<td>97.70 ± 0.52%</td>
<td>98.45 ± 0.28%</td>
</tr>
</tbody>
</table>

The ablation study of the IRAM is presented by comparing the lightweight VGG without IRAM with LWANet. The IRAM module embedded in the network causes 0.64% FLOPs increase, 2.05% trainable parameters increase, and 1.91% Android phone processing speed decrease. The model file size has increased by 0.1 MB. The model accuracy improved by 0.5% on the SF3D dataset and 1.13% on the AUC2D dataset. Suppose the tested Android phone is used in a vehicle and is capturing videos with 10 FPS. The 0.5%
to 1.13% improvement indicates that for about every 30 s, the model can correctly predict 1–3 images more. It should be noted that fatal crashes often happen several seconds right after distracted driving behaviors. The higher prediction accuracy may successfully prevent a traffic accident. Considering that the model complexity is with almost no increase, we can conclude that the proposed IRAM works as a lightweight module and can effectively improve the network performance. A conclusion can be further drawn that a lightweight network structure combining with the attention module can almost reach the performance of a classic large-scale network.

4.4.4. Model Comparison and Discussion

In this study, we mainly focus on three problems. The first problem is that most trained models from classic networks cannot be deployed on resource-limited edge devices due to the high model complexity and computation cost. The second problem is that most lightweight networks are with relatively low accuracy. The third problem is that for most methods, a jitter of light or unnatural illumination condition may cause a wrong prediction. Towards these problems, we replace standard convolution with the depthwise separable convolution, optimize the network structure, introduce an IRAM attention mechanism, and utilize subtract mean filter as part of image preprocessing.

In most papers, the proposed methods cannot balance the above three problems. In the past several decades, researchers have developed many techniques for deep learning-based distracted driving behavior recognition. They have improved a bit of accuracy, but the overall performance is still not desirable. Researchers have realized that computation cost is a bottleneck for model edge-oriented migration. They have reduced the model complexity significantly. However, for most vehicles, the onboard devices have much weaker microcontrollers than mobile phones. A trained model with a file size of more than 5 MB will result in a very low FPS on a mobile phone. Most proposed methods may not be able to run in real-time on a real vehicle device. To comparatively present the performance of LWANet, we compare our network with other state-of-the-art approaches and summarize the results in Table 7.

<table>
<thead>
<tr>
<th>Author</th>
<th>Year</th>
<th>Network Baseline</th>
<th>Attention Module</th>
<th>Involved Dataset</th>
<th>Accuracy</th>
<th>Trainable Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zhang et al. [47]</td>
<td>2016</td>
<td>VGG16 VGG-GAP</td>
<td>No</td>
<td>SF3D</td>
<td>90.2%</td>
<td>140 M</td>
</tr>
<tr>
<td>Okon et al. [48]</td>
<td>2017</td>
<td>AlexNet + Softmax</td>
<td>No</td>
<td>SF3D</td>
<td>96.8%</td>
<td>63.2 M</td>
</tr>
<tr>
<td>Hssayeni et al. [49]</td>
<td>2017</td>
<td>ResNet</td>
<td>No</td>
<td>SF3D</td>
<td>85%</td>
<td>60 M</td>
</tr>
<tr>
<td>Abouelnaga et al. [10]</td>
<td>2018</td>
<td>AlexNet Inception V3</td>
<td>No</td>
<td>AUC2D</td>
<td>93.65%</td>
<td>62 M</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Majority Voting Ensemble</td>
<td></td>
<td></td>
<td>95.17%</td>
<td>24 M</td>
</tr>
<tr>
<td></td>
<td></td>
<td>GA-Weighted Ensemble</td>
<td></td>
<td></td>
<td>95.77%</td>
<td>120 M</td>
</tr>
<tr>
<td>Behera et al. [50]</td>
<td>2018</td>
<td>DenseNet</td>
<td>No</td>
<td>AUC2D</td>
<td>94.2%</td>
<td>8.06 M</td>
</tr>
<tr>
<td>Baheti et al. [51]</td>
<td>2018</td>
<td>VGG16 VGG16 + Regularization</td>
<td>No</td>
<td>AUC2D</td>
<td>94.44%</td>
<td>140 M</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Modified VGG16</td>
<td></td>
<td></td>
<td>96.31%</td>
<td>140 M</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>95.54%</td>
<td>15 M</td>
</tr>
</tbody>
</table>
Table 7. Cont.

<table>
<thead>
<tr>
<th>Author</th>
<th>Year</th>
<th>Network Baseline</th>
<th>Attention Module</th>
<th>Involved Dataset</th>
<th>Accuracy</th>
<th>Trainable Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hu et al. [16]</td>
<td>2018</td>
<td>VGG16</td>
<td>No</td>
<td>SF3D</td>
<td>86.6%</td>
<td>33.56 M</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ai et al. [52]</td>
<td>2019</td>
<td>VGG16-one attention</td>
<td>Yes</td>
<td>AUC2D</td>
<td>84.82%</td>
<td>&gt;140 M</td>
</tr>
<tr>
<td></td>
<td></td>
<td>VGG16-two-way attention</td>
<td></td>
<td></td>
<td>87.74%</td>
<td>&gt;140 M</td>
</tr>
<tr>
<td>Janet et al. [53]</td>
<td>2019</td>
<td>Vanilla CNN</td>
<td>No</td>
<td>SF3D</td>
<td>97.05%</td>
<td>26.05 M</td>
</tr>
<tr>
<td>Wang et al. [39]</td>
<td>2019</td>
<td>VGG16</td>
<td>Yes</td>
<td>SF3D</td>
<td>88.67%</td>
<td>&gt;65.12 M</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Resnet50</td>
<td></td>
<td></td>
<td>92.45%</td>
<td>&gt;46.16 M</td>
</tr>
<tr>
<td>Xing et al. [12]</td>
<td>2019</td>
<td>AlexNet</td>
<td>No</td>
<td>Self-Collected</td>
<td>87.5%</td>
<td>6.8 M</td>
</tr>
<tr>
<td></td>
<td></td>
<td>GoogLeNet</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>ResNet50</td>
<td></td>
<td></td>
<td>83.0%</td>
<td>46.16 M</td>
</tr>
<tr>
<td>Huang et al. [13]</td>
<td>2020</td>
<td>ResNet 50 + Inception V3 + Xception</td>
<td>No</td>
<td>SF3D</td>
<td>96.74%</td>
<td>&gt;72.3 M</td>
</tr>
<tr>
<td>Dhakate et al. [11]</td>
<td>2020</td>
<td>Faster R-CNN</td>
<td>Yes</td>
<td>SF3D</td>
<td>86.0%</td>
<td>6.53 M</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lu et al. [17]</td>
<td>2020</td>
<td>VGG16</td>
<td>No</td>
<td>SF3D</td>
<td>58.3%</td>
<td>140 M</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>55.7%</td>
<td>142 M</td>
</tr>
<tr>
<td>Baheti et al. [54]</td>
<td>2020</td>
<td>VGG16</td>
<td>No</td>
<td>SF3D</td>
<td>99.75%</td>
<td>2.2 M</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>95.24%</td>
<td></td>
</tr>
<tr>
<td>Hu et al. [38]</td>
<td>2020</td>
<td>Multi-scale CNN</td>
<td>Yes</td>
<td>SF3D</td>
<td>96.7%</td>
<td>44.06 M</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Jegham et al. [40]</td>
<td>2021</td>
<td>VGG16</td>
<td>Yes</td>
<td>MDAD</td>
<td>75%</td>
<td>&gt;65.12 M</td>
</tr>
<tr>
<td>LWANet</td>
<td>2021</td>
<td>VGG16</td>
<td>Yes</td>
<td>SF3D</td>
<td>99.37 ± 0.022%</td>
<td>1.22 M</td>
</tr>
</tbody>
</table>

Among these approaches, Baheti et al. [54] is the only one focusing on lightweight network development. Compared to their work, we achieve a similarly competitive accuracy with only 1.2 M parameters and the aid of an attention mechanism. For some self-collected datasets which are not publicly available, we cannot further test the performance of our network.

Additionally, it should be noted that LWANet works as a general solution towards image classification problems in other fields, including but not limited to agriculture, emotion, and traffic. Based on the lightweight design principle, LWANet has the potential to fit any other datasets and output a model with small file size. It works as an attempt towards the future development of edge-oriented deep learning.
5. Conclusions

High accuracy and low computation cost distracted driving detection approach are with urgent needs. In this paper, we propose a lightweight attention-based VGG network. To reduce the computation cost, we embed the depthwise separable convolution in the original VGG16 network and optimize the redundant layers. Compared to the classic VGG16, the lightweight structure design earns a reduction of 98.32%, 98.16%, and 98.15% on FLOPs, trainable parameters, and model file size, respectively. To improve the model accuracy for a lightweight network, we propose an inverted residual attention module and embed it after convolution layers. Working as a plug-and-play lightweight attention module, the accuracy of LWAVGG is improved by at least 0.5% and achieved 99.37% on the SF3D dataset and 98.45% on the AUC2D dataset. Regarding the 0.1 MB model file size increase, the introduction of IRAM is proved to be cost-effective. We have compared the performance of LWANet with other state-of-the-art approaches. The results demonstrate the superiority of our network.

Limited by the experimental conditions, the model is not tested in the actual driving scene. In future work, we plan to utilize our network directly on video-based distracted driving detection. Compared to image-based detection, temporal context can be involved. Since the network may not need to work frame by frame, the computation cost can be further optimized while still maintaining a high classification accuracy.
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