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Abstract: Focal and non-focal Electroencephalogram (EEG) signals have proved to be effective techniques
for identifying areas in the brain that are affected by epileptic seizures, known as the epileptogenic
zones. The detection of the location of focal EEG signals and the time of seizure occurrence are vital
information that help doctors treat focal epileptic seizures using a surgical method. This paper proposed
a computer-aided detection (CAD) system for detecting and classifying focal and non-focal EEG signals
as the manual process is time-consuming, prone to error, and tedious. The proposed technique employs
time-frequency features, statistical, and nonlinear approaches to form a robust features extraction
technique. Four detection and classification techniques for focal and non-focal EEG signals were
proposed. (1). Combined hybrid features with Support Vector Machine (Hybrid-SVM) (2). Discrete
Wavelet Transform with Deep Learning Network (DWT-DNN) (3). Combined hybrid features with
DNN (Hybrid-DNN) as an optimized DNN model. Lastly, (4). A newly proposed technique using
Wavelet Synchrosqueezing Transform-Deep Convolutional Neural Network (WTSST-DCNN). Prior to
feeding the features to classifiers, statistical analyses, including t-tests, were deployed to obtain relevant
and significant features at each approach. The proposed feature extraction technique and classification
proved effective and suitable for smart Internet of Medical Things (IoMT) devices as performance
parameters of accuracy, sensitivity, and specificity are higher than recently related works with a value of
99.7%, 99.5%, and 99.7% respectively.

Keywords: EEG; DNN; deep CNN; WT-SST; DWT; SVM

1. Introduction

Epilepsy is one of the neurological disorders affecting many people at all levels of
age. It may occur at any time, with an estimated population suffering from this disorder at
more than 50 million, with most of the patients residing in developing countries [1]. An
unprovoked seizure occurs due to a sudden change in the brain’s cell electrical activity,
which, if proper monitoring and diagnosing steps are not put in place, may lead to loss of
consciousness, uncontrolled motions, jerking, and loss of memory [2,3]. These inconvenient
and undesirable signs seriously undermine the quality of life of epilepsy patients as it
is difficult for patients and doctors to predict when and where these seizures will occur.
Therefore, it is of high importance to develop an efficient detection scheme and automate
the system for monitoring epileptic seizures and assist clinicians in the proper and efficient
diagnosis of this disease [4,5].
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The development and integration of modern, smart, portable, and low-cost devices in
our health care system known as the internet of medical things (IoMT) can monitor, track,
and transmit data wirelessly with an online consultation in real-time scenarios is highly
desirable [6–8]. An example of such a device was seen in the work presented by Lin et al. [9].
They proposed a real-time and low-power seizure detection system using a headband;
they developed an application-based system that can record and transmit the data via a
cloud. The efficiency of these devices largely depends on the accurate classification of these
physiological signals, which, in turn, depend on the quality of feature extraction methods
employed to extract the efficient and relevant signal information that characterize different
signal properties [10,11]. This work proposed an efficient feature extraction technique
suitable for smart IoMT devices due to its less computational complexity and optimized
deep neural network detection pipeline.

This work uses focal and non-focal EEG signals, which depict the brain’s electrical
activity and can be studied by the neurologist to identify different parts of the brain, its
function, and activities, including the epileptogenic part. Focal EEG signals are localized
(i.e., indicating that a specific part of the brain is affected), while non-focal EEG signals are
generalized (i.e., several parts are involved). However, manual and traditional interpre-
tation of these signals, such as using the time-domain in extracting features, misses some
useful information about the signal and renders this method ineffective [12].

In this paper, a comprehensive analysis of feature extraction and classification tech-
niques for focal and non-focal EEG were studied using various signal analysis domains. An
effective feature extraction algorithm was then developed using the time-frequency domain,
statistical parameters, and nonlinear methods, as well as a new transform for extracting
time-frequency sub-bands signals that have the ability to sharpen the time-frequency reso-
lution and minimize the uneven distribution of energy in the wavelet transform domain. A
new model was developed based on these features, while a two-dimensional-deep convo-
lutional neural network (2D-DCNN) was adopted to distinguish the signal characteristics
that are embedded in the EEG signals. The proposed method has the following novelties:

• Extraction of useful and relevant features using time-frequency domain and nonlin-
ear approaches.

• Applying statistical parameters to reduce the feature’s dimension for efficient classification
• Classification of focal and non-focal EEG signals using conventional techniques such

as SVM and also deep learning approaches such as CNN with optimized function.
• Investigation of the most robust classifier by applying different SVM kernel functions

and DNN architecture.
• Proposed a new technique based on the improved version of synchrosqueezing trans-

form called wavelet transform synchrosqueezed transform (WT-SST) to extract tight
time-frequency features and then classify with the proposed 2D deep CNN.

The rest of this paper is organized as follows. A review of relevant and related work is
discussed in Section 2. Section 3 discusses the background concepts, and Section 4 presents
the experimental system methodology of the proposed technique. Section 5 presents the
results of the experiment, while Section 6 discusses the findings of the proposed models.
Finally, Section 7 presents the conclusion, system improvement, and future direction.

2. Related Works

Many works have been reported in the literature on epileptic seizure detection and
classification [11]. Several feature extraction techniques and various classifiers have been
developed to achieve high efficiency and accuracy in the characterization of normal and
abnormal spikes in epileptic seizure signals. Most of the existing studies on epilepsy
detection and classification are focused on the classification of normal, ictal, and interictal
EEG epileptic signal rhythms, as reported in [13,14]. However, only a few works reported
the detection and classification of focal and non-focal EEG signals. These works include the
proposed method developed in [15], where empirical wavelet transform has been employed
for the classification of focal and non-focal EEG signals. Raghu and Sriraam [16] proposed a
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detection and classification scheme using SVM for the detection of focal and non-focal EEG
signals by employing neighborhood component analysis at the feature extraction stage.
The resulting accuracy, sensitivity, and specificity of the scheme were 96.1%, 97.6%, and
94.4%, respectively. In Kumar and Rao [17], focal and non-focal EEG signals were detected
and classified with various classifiers. A differential entropy was used for feature extraction
while the accuracy, sensitivity, and specificity of 78.5%, 95.0%, and 95.0%, respectively,
were recorded with a random forest classifier as the most robust among the experimented
classifiers. Entropy measures were proposed and tested to differentiate between focal
and non-focal EEG signals, as reported in Arunkumar et al. [18]. Focal and non-focal
EEG signals were decomposed into sub-bands using Flexible Analytic Wavelet Transform
(FAWT), while the features were then extracted using a fractal dimension in Dalal et al. [19].
Other works reported in the literature regarding the detection and classification of focal and
non-focal EEG signals include one reported by Deivasigamani et al. [20], who developed a
CAD system using complex wavelet transform with an ANFISS classifier. A non-parametric
statistical approach was adopted in [21] as an unsupervised method. A Deep learning
Convolutional Neural Network (CNN) was applied in [22,23]. Long short-term memory
(LSTM) with a bi-directional learning system was used in the training phase, as reported
in [24]. The average accuracy, sensitivity, and specificity reported in the LSTM system
were 99.60%, 99.55%, and 99.65%, respectively. Several other approaches were proposed
and reported in [25–30]. However, most of these works focused on either single domain
feature extraction techniques, conventional classifiers, or artificial neural network classifiers.
Therefore, this work proposed a comprehensive analysis by developing a model that
combines several features from different domains. Furthermore, the proposed models
include both conventional and recent deep learning structures. Another gap filled by this
work is that most of the related works that used the same datasets as this work used a small
number of datasets with 50 pairs of focal and non-focal EEG signals, but this work used a
complete set of 3750 pairs of focal and non-focal EEG signals.

3. Materials and Methods
3.1. Background
3.1.1. Wavelet Transform-Synchrosqueezing Transform (WT-SST)

To overcome the problems associated with time-domain approaches in analyzing
biomedical signals, Discrete wavelet transform (DWT) has been deployed by many re-
searchers in analyzing physiological signals, including EEG. This is due to its ability to
present a signal in the time-frequency domain suitable for analyzing non-stationary sig-
nals [31,32]. In this approach, focal and non-focal EEG signals x(n) are decomposed into
sub-bands consisting of lower and higher frequency components using longer and shorter
windows. These longer and shorter windows were achieved by using scaling and shifting
functions on the signal. The scaling and shifting function corresponds to the low pass and
high pass filters denoted as g[n] and h[n], respectively [33,34]. These low pass and high
pass filters produced the details and approximation coefficients, respectively. The process
of filtering and decimation of EEG signals at each level continued until it reached the last
level. Figure 1 demonstrates the three levels decomposition process. At each level, the
decimation is achieved by downsampling the EEG signal into half to increase the frequency
resolution of the signal.

Generally, wavelet functions is defined in Equation (1) as:

Ψs,τ =
1√

s
Ψ
(

t− τ

s

)
(1)

where Ψ is the mother wavelet, s is called the scale parameter and τ shift parameter.
From Equation (2), Wavelet transform is given as:

γ(s, τ) =
∫

f (t)Ψ∗s,τ(t)dt (2)
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While Equation (3) defined Inverse wavelet transforms as:

f (t) =
x

γ(s, τ)Ψs,τ(t)dτds (3)
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where γΨ
x (τ, s) is the element of scalogram matrix while Ψ∗ represents the mother wavelet’s

complex conjugate. The instantaneous frequency estimation is used to sharpen our EEG
signals time scale representations and its described as in Equation (5) [36,37].
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where λ is the value of the threshold. In this work, we used a Morlet wavelet transform in
the proposed WT-SST time-frequency.

3.1.2. Deep Neural Network

A deep neural network (DNN) is an extension of an artificial neural network consisting
of dense hidden layers and many neurons. After every dense layer, dropout and batch
normalization layers are included. It consists of many activation functions that can be
implemented at different layers, such as a hyperbolic tangent and a rectified linear unit,
among others. While the softmax activation function is implemented in this study’s
output layer, categorical cross-entropy is used as its loss function [38]. Two effective DNN
structures were deployed and combined to form a robust hybrid DNN feature extraction
and classification method. The two DNN structures are 1D-CNN and 2D-DCNN and
arebriefly explained as follows:
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3.1.3. Convolutional Neural Network (CNN)

CNN is one of the most successful DNN structures applied in various research areas,
such as image classification [39], speech analysis [40], and computer vision [41], among
others, as compared to conventional neural networks. Recently, some researchers have
investigated the efficacy of CNN in the detection and classification of epileptic seizures. This
work aims to investigate the performance of CNN in the localization of the epileptogenic
zone in the human brain.

The basic building block of CNN structures involves convolutional layers, pooling
layers, and fully connected layers. With weighted parameters and the filters, the convolu-
tional layer was designed. By convoluting the filters with input signals, the feature map
vector was also developed [42]. For the input vector X and convolutional kernel K, the
single output matrix Y can be expressed as in Equation (7):

Yj = f
(
∑N

i=1 Xi ∗ Ki,j + Bj

)
(7)

Each element is added with a bias element denoted as Bj while the nonlinear activation
function is denoted as f .

This paper proposed a 1-dimensional CNN structure, as shown in Figure 2. It consists
of 4-convolutional layers where the first layer accepts the input space and outputs the
feature maps while the remaining convolutional layers accept and output the feature maps.
The pooling layers accept the input from convolutional layers. The final feature vector is
formed after transforming the features into a 1-dimensional array which is the input to a
fully connected layer that computes the CNN output. This work employed the rectified
linear unit (ReLU) as an activation function because it has a faster execution time when
compared to the tanh and sigmoid activation functions.
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Figure 2. Architecture of 1D-CNN for classification of focal and non-focal using raw EEG signals,
DWT features, and hybrid features.

3.1.4. 2D Deep CNN for WT-SST Features

To deal with time-frequency features obtained from WT-SST transform, we also pro-
posed the 2-dimensional-deep CNN to effectively classified the focal and non-focal EEG
signals due to its efficiency in the classification of physiological signals, such as medical
images and in computer vision [43,44]. The structure of the proposed deep 2D-DCNN is
that it consists of five layer-convolutional, max pooling, and fully connected layers. Figure 3
shows the number of feature maps in the layers, number of neurons, input and output
signals, as well as convolution and max-pooling layers. As stated earlier, in this paper, we
selected the number of samples as 2048 while the frequency points were 320. At each 2D
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convolution layer denoted as the cth layer, the output of the feature map from that layer is
Yc

i,j and can be calculated as in Equation (8):

Yc
i,j = f

[
∑m−1

a=0 ∑n−1
b=0 Kc

abYc−1
(i+a)(j+b) + bc

ab

]
(8)

where m and n represent the size of the kernel, the activation function is f [·] which is ReLU
as in 1D-CNN; bc

ab is the network bias. After obtaining the feature map from the convolution
layer, the next is to compute the max pooling layer feature map as in Equation (9):

Yc
i,j = max

[
Yc−1
(i+a)(j+b)

]
a ∈ (0, m), b ∈ (0, n) (9)

The maximum value in the feature maps elements is represented as max[.] in a given
range. The feature vector is obtained from the last max-pooling layer output while the
output of the last fully connected layer has two neurons; it is computed as in Equation (9).
At each fully connected layer, the feature vector for the cth layer is obtained by multiplying
the weight matrix in the previous (c − 1)th layer. The output R(s) can be computed as in
Equation (10):

R(s) =
ewsv

∑S
s=1 ewsv

(10)

where v is the (c − 1)th layer feature vector and the weight vector of the output layer
connecting the Sth neuron is denoted as ws. During the network training, cross-entropy
(Ce) is used with the stochastic gradient descent (SGD) function. The Ce is given as:

Ce = −
1
U ∑U

U=1 ∑S
S=1 Ym(s) log(Rm(s)) (11)

where Y is denoted as output vector, while U is the minibatch size. γ is the parameter for
the training the network at any instance, such as biases and kernels. To update the iteration
parameters for (t + 1)th the rule is given as:

γt+1 = γt +
β

U ∑U
m=1∇γt [Ce(Ym, Rm)] (12)

where ∇ is the gradient operator, β is termed as the learning rate operator.
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range. The feature vector is obtained from the last max-pooling layer output while the 
output of the last fully connected layer has two neurons; it is computed as in Equation (9). 
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𝑒𝑒𝑤𝑤𝑠𝑠𝑣𝑣

∑ 𝑒𝑒𝑤𝑤𝑠𝑠𝑣𝑣𝑆𝑆
𝑠𝑠=1

 (10) 

where v is the (c − 1)th layer feature vector and the weight vector of the output layer con-
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𝑈𝑈
𝑈𝑈=1 (𝑠𝑠)log (𝑅𝑅𝑚𝑚(𝑠𝑠))  (11) 
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Figure 3. Architecture of 2D-DCNN for classification of focal and non-focal EEG using time-frequency
WT-SST features.

3.1.5. Support Vector Machine

Our problem of identifying epileptogenic zone using focal and non-focal epileptic seizure
signals is a binary classification, and as such, we employed an SVM classifier to classify
our EEG signals. SVM is commonly used in biomedical signal analysis, especially with the
problem of high dimensional feature vectors. It provides high accuracy and deals with a high
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number of predictors. The SVM obtained and maximized the optimal hyperplane distance
from high dimension feature space and that of each class’s closest data sample. The SVM
used regularization parameters to control the level of overlap between the kernel functions
and each class [45,46]. An example of optimal hyperplane and the maximum margin for a
two-dimensional separable problem with data points on the margin line representing support
vectors are shown in Figure 4.
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In this work, we optimized the SVM classifier by experimenting with different types of
kernel functions such as linear, polynomials, and quadratic. The mathematical description
of these kernel functions is expressed in Equations (13) and (14), respectively [47].

K(X, Y) = XTY (13)

k
(
Xi, Xj

)
=
(
Xi, Xj

)d (14)

where d is the number of polynomials and d(d ≥ 1). The function is called quadratic if
d = 2 or 3 [48].

4. System Methodology

The proposed CAD system consist of the following stages:

a. Data Acquisition
b. Preprocessing
c. Feature reduction and ranking
d. Classification
e. Performance analysis/evaluation

The block diagram of the proposed CAD system is shown in Figure 5.

4.1. Data Acquisition

The dataset used in this study is publicly available and is known as the Bern-Barcelona
database. It is recorded at the University of Bern, Department of Neurology, from five
epilepsy patients that have longstanding pharmacoresistant temporal lobe epilepsy. All
the patients were screened for epilepsy surgery, and before the surgery, the recording of
EEG signals was conducted as one of the diagnostic procedures. The EEG recording was
conducted intracranially using depth electrode and intracranial strips with an AD-TECH
(Racine, WI, USA) device in a multi-channel scenario. The number of channels is more
or less than 64 channels using the standard international 10–20 system with Fz and Pz as
reference electrode locations. Figure 6 shows the EEG signal acquisition arrangement with
seizure hotspots marked in a red colour. Focal and non-focal EEG signals were carefully
inspected by two certified neurologists visually; the first detected ictal signal from the EEG
channels are referred to as focal signals, while the signals from the remaining channels are
termed as non-focal EEG signals [24]. Of the focal and non-focal EEG signals, referred to as
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x and y, 3750 pairs were acquired with a sampling frequency of 512 Hz and then filtered
with a bandpass filter with a cut-off frequency of 0.5–150 Hz, with each signal consisting
of 10,240 samples. One focal EEG channel was chosen at random from any patient, and
another focal EEG channel from the neighboring selected channel was also selected and
denoted as x and y, respectively. The details of this dataset can be found in [49]. In this
work, complete sets of 3750 with both focal and non-focal signals were used in our analysis.
Examples of focal and non-focal EEG signals are shown in Figure 7.
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4.2. Preprocessing, Feature Extraction and Feature Ranking

The preprocessing stage involves the removal of the artifacts and noise in the focal and
non-focal EEG signals that are acquired during the recording of the signal. It also involves
digital filtering, baseline correction, and signal re-referencing.

For the successful implementation of the CAD system for the detection and classifica-
tion of focal and non-focal EEG signals, efficient and relevant features with low dimension
but which still retain useful information are extracted. In this paper, wavelet transform
has been deployed to extract time-frequency features. Afterwards, statistical parameters
and nonlinear parameters were calculated to extract more meaningful features and re-
duce the feature dimension so that the classifier’s computational complexity would be
minimized. The computational complexity is one of the factors to be considered when
developing smart IoMT devices. The raw EEG signals and wavelet features contain a lot of
redundancy information that can render the classification process complex and difficult.
Therefore, feature ranking and selection were carried out using a t-test in SPSS software to
determine the probability (p) values. Parameters with a value higher than the critical value
of 0.05 are considered non-statistically significant and can be dropped from the features.
Figure 8 depicts the block diagram of feature vector formation from various domains and
feature ranking.
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4.2.1. Time-Frequency Features

Wavelet transform is used in decomposing the EEG signals into several sub-bands.
Here, the Daubechies mother wavelet is selected because it was proven in the literature to
be suitable for decomposing EEG signals [51]. The level of decomposition is selected as
10 to capture all the signal coefficients.

4.2.2. Statistical Features

The statistical parameters such as mean, median, and standard deviation, among
others, as summarized in Table 1, have been computed at each sub-band of the EEG signal.
The details and approximate coefficient at d1 − d10 and a10 were extracted, respectively,
decreasing the signal dimension for an appropriate input to the classifier.

Table 1. Summary of Statistical Parameters deployed in this study.

Title 1 Name Theory

Statistical Domain

Mean µ = 1
M

M
∑

j=1

∣∣∣yj

∣∣∣
Median M =

(
n+1

2

)th
term

Mode M =
(

n+1
2

)th
term

Maximum Max = max( fi)
Minimum Min = min( fi)

Standard Deviation σ =

√
1
M

M
∑

j=1

(
yj − µ

)2

Skewness φ =

√
1
M

M
∑

j=1

(yj−µ)
σ3

3

Kurtosis φ =

√
1
M

M
∑

j=1

(yj−µ)
σ4

4
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4.2.3. Nonlinear Features

To increase the robustness of features extracted for this classification, nonlinear fea-
tures were extracted using linear analysis, such as sample entropy, fuzzy entropy, and
approximate entropy, as summarized in Table 2.

Table 2. Summary of Nonlinear Entropies Parameters Computed in this study.

Title 1 Name Theory

Entropy Features

Shannon Enshan = ∑x
n=1 Sn log2 Sn

Renyi Enrenyi =
1

1−α ∑x
n=1 log(Sn)

α

Log Energy Enlogen = ∑x
n=1 log

(
s2

n
)

Permutation Enper = −∑x!
n=1 Sn log2 Sn

4.3. K-Fold Cross Validation

To increase the performance and evaluate the validity of the machine learning classi-
fiers, a cross-validation approach is usually employed to divide the dataset into k number
of sub-sets, known as k-fold cross-validation. In this approach, the features are divided into
k-fold group sub-sets with a single set selected as the test data while the remaining subsets
are selected as the training data. For example, this work employed 10-fold cross-validation,
the dataset is divided into 10 subsets, and at each subset, the data are sub-divided into one
for test data and the remaining nine for training data, so the alteration would be carried
out ten times. An example of 10-fold cross-validation is described in Figure 9.
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5. Results

This paper carried out an extensive and comprehensive analysis of various feature
extraction, detection, and classification techniques to classify focal and non-focal EEG
signals that help doctors in the localization of the epileptogenic zone for surgical operations.
Moreover, the paper proposed an efficient and robust feature extraction scheme based on
statistical, time-frequency and nonlinear features. The adopted hybrid techniques consist
of various features combined with different SVM approaches and several deep neural
network structures. Focal and non-focal EEG datasets were acquired and downloaded
from the Bern-Barcelona database. Each focal and non-focal EEG signal consists of a pair of
signals corresponding to two channels denoted as x and y. In this work, we adopted the
approach employed in [52] of computing the average value of features calculated from the
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EEG rhythm. For this, 7500 EEG records were randomly selected for each signal to form the
complete EEG records for training and testing as a .txt file. The dataset was divided into
training and test sets with 70% and 30% standards for training and validation, respectively,
in the SVM classifier models. While, for the DNN models, the dataset was divided into
80% and 20% for training and testing, respectively. Out of the 80% assigned for training,
the standard 70% and 30% were used for training and validation. For preprocessing and
feature extraction, a MATLAB environment was utilized for those operations, while an
efficient DNN library that runs on top of TensorFlow, known as Keras, was employed
during the DNN modelling process. For each training cycle, 100 was chosen as the batch
size. A 10-fold cross-validation was used in training and test instances.

Features from different domains have been tested using a t-test in SPSS software to
obtain significant features. After performing the test, 78 features were deployed as hybrid
features because their p-value was less than 0.05, which means that they are statistically
significant. Some features, such as dimensional fractal features, were discarded in the
analysis because their p-value was higher than 0.05. For the WT-SST time-frequency
domain, 16 features in the FC4 layer were found to be statistically significant as their
p-value was less than 0.05. The proposed 1D-CNN was used to classify the raw EEG signals
and DWT features, while the time-frequency matrix of focal and non-focal EEG signals
resulting from WT-SST was used in the classification with 2D-DCNN architecture, which
extracts learnable feature maps.

The classifier’s performance is evaluated using the following performance parameters:

Sensitivity = TP
TP + FN

Specificity = TN
TN + FP

Accuracy = TP + TN
TP + FP + FN+TN

Precision = TP
TP + FP

F1_Score = 2 Precision ∗ Sensitivity
Precision + Sensitivity

where TP is True Positive (correctly identified), FP is False Positive (incorrectly identified),
FN is False Negative (incorrectly rejected), TN is True Negative (correctly rejected).

5.1. Performance Analysis of Discrete Wavelet Features

The performance of discrete wavelet features was evaluated with SVM and the 1D-
CNN deep neural network with gradient descent. Different kernel functions and various
types of SVM were experimented with, as depicted in Table 3 and Figure 10, respectively.
From the table and Figure, it was clearly shown that LS_SVM with polynomial kernel
function performs better than other kernel functions and SVM types with an accuracy,
sensitivity, and specificity of 97.2%, 94.5%, and 94.5%, respectively. Table 4 shows the
comparison of the performance of the deep learning network with the best SVM classi-
fier, where the former outperforms the latter with 98.8%, 97.3%, and 97.7% for accuracy,
sensitivity, and specificity, respectively.

Table 3. Different kernel function of SVM with DWT features.

Kernel Function Sen(%) Spe(%) Acc(%) Prec(%) F1-Sc(%)

Linear 87.3 87.3 86.1 86.6 86.9
Quadratic 92.6 92.6 93.0 92.4 92.5
Polynomial 94.5 94.5 97.2 94.3 94.4
rbf 85.3 84.2 82.5 83.2 84.2
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Table 4. Comparison between 1D-CNN and SVM for DWT features.

Classifier Sen(%) Spe(%) Acc(%) Prec(%) F1-Sc(%)

DWT-DNN 97.3 97.7 98.8 98.8 98.0
DWT-SVM 94.5 94.5 97.2 94.3 94.4
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5.2. Performance of Hybrid Features and WTSST-DCNN

The DWT features were combined with statistical and nonlinear features, and the
performance of this proposed approach was experimented with and evaluated with the
deep neural network and SVM classifier. Different kernel functions of SVM and three types
of SVM were experimented with to find the optimum and most robust classifier. Figure 11
shows the proposed approach’s performance for different types of SVM, while Table 5
shows different SVM kernel function performances. Finally, a comparison of 1D-CNN, best
SVM classifier performance, and the performance of the proposed new transform WTSST-
DCNN were evaluated, as presented in Table 6. From the table and figure, it is clearly shown
that the polynomial kernel function with the LS_SVM method outperforms other kernel
functions and SVMs with accuracy, sensitivity, and specificity of 99.3%, 99.5%, and 99.0,
respectively. However, the proposed deep learning network of WTSST-2D-DCNN shows
an improvement in performance when compared to the SVM best-optimized classifier with
99.7%, 99.5%, and 99.7% accuracy, sensitivity, and specificity, respectively.

Table 5. Different kernel function of SVM for hybrid features.

Kernel Function Sen(%) Spe(%) Acc(%) Prec(%) F1-Sc(%)

Linear 97.5 95.5 97.5 96.8 97.1
Quadratic 99.4 98.9 99.0 99.2 99.3
Polynomial 99.5 99.0 99.3 99.3 99.4
rbf 88.8 88.1 87.6 88.7 88.7

Table 6. Comparison between DNN and SVM for hybrid features and WTSST-DCNN.

Classifier Sen(%) Spe(%) Acc(%) Prec(%) F1-Sc(%)

Hybrid-1D-CNN 99.4 99.3 99.4 99.3 99.3
Hybrid-SVM 99.5 99.0 99.3 99.3 99.4
WTSST-DCNN 99.5 99.7 99.7 99.7 99.6
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Finally, we compared our proposed algorithms with other recent works in the literature
that used the same Bern-Barcelona database, as shown in Table 7. From the table, the proposed
algorithms in this work showed improvements in performance as compared with some recent
work that experimented with the same dataset. Bhattacharyya et al. [12] used reconstructed
phase space (RPS), EWT, and LS_SVM to characterize focal and non-focal EEG signals and
obtained an accuracy of 90%. Acharya et al. [51] employed nonlinear features and reported an
accuracy of 87.93%. Details of comparison can be found in Figure 7 and Section 5.3.

Table 7. Comparison of recent works that used the same database with our work and our pro-
posed method.

Author Year Feature Extraction Type of Classifier Accuracy(%)

Bhattacharyya et al. [53] 2017 Fuzzy Entropy, FAWT LS-SVM 84.67
Sharma et al. [54] 2017 Entropies, WFB LS-SVM 94.25
Gupta et al. [46] 2017 Entropy, FAWT LS-SVM 94.40
Sharma et al. [55] 2018 Time-domain, IMFs LS-SVM 84.01
Bhattacharyya et al. [15] 2018 RPS, EWT LS-SVM 90.0
Acharya et al. [56] 2018 Nonlinear Features LS-SVM 87.93
Zhao et al. [57] 2018 Entropies CNN 83.0
Arunkumar, et al. [18] 2018 Entropies Exemplars classifier 99.0
Gupta and Pachori [58] 2019 Entropies, IMFs LS-SVM 83.18
Subasi et al. [59] 2019 WPT Random Forest 99.2
Daoud and Bayoumi [60] 2020 DCAE MLP 93.2
Fraiwan and Alkhodari [24] 2020 B-LSTM B-LSTM 99.60
Sue et al. [61] 2021 STFT CNN 94.3
This study 2022 DWT, hybrid 1D-CNN 99.4
This study 2022 Hybrid Features LS_SVM 99.3
This Study 2022 WT-SST 2D-DCNN 99.7

5.3. Performance of the Models Based on Execution Time

The execution time was computed to further evaluate the performance of the proposed
method; the time was calculated at different stages, which included the time required for
preprocessing, EEG signal decomposition, feature extraction, k-fold training, and testing of
the model. Figure 12 shows the execution time of our various proposed methods. From
the Figure, the combined features with DNN (Hybrid-DNN) require longer to classify
the focal and non-focal EEG signals with an execution time of 13.2 s, while the WSST-
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DCNN only took around 11.3 s. These values indicate that the proposed methods could
be used in real-time and online applications. Moreover, by using higher computationally
optimized software, the time required to execute the algorithm could be further decreased.
A comparison of our proposed model’s execution time with other work provided in
Table 7 is not shown, as none of the work provided the time required to implement their
proposed method.
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6. Discussion

The detection and location of epileptogenic zones in epilepsy patients is a vital step
for drug-resistant cases requiring surgery. We proposed various methods that help classify
focal and non-focal EEG signals in order to develop an efficient CAD system by extracting
relevant and significant features that are suitable for use in portable devices such as IoMT
devices. These features are then passed on to various proposed classifiers, such as SVM,
KNN, Random Forest, 1D-CNN, and 2D-DCNN. We also explored the advantages of
an improved version of the synchrosqueezing transform called WT-SST that provides
a tight energy distribution in the time-frequency domain features when compared to
conventional DWT. This property of WT-SST is capable of characterizing the pathological
signs of focal and non-focal EEG signals. Several researchers have exploited the efficacy
of various features from different domains such as the time-domain, frequency-domain,
time-frequency-domain, nonlinear entropy, and statistical features.

Our proposed approach was evaluated using the accuracy, sensitivity, specificity,
precision, and F1-score as performance parameters. From the results presented in Section 4.
The time-domain raw EEG signals were decomposed using the DWT domain; the extracted
features were classified using the LS-SVM and 1D-CNN networks. The performance
of the method using 1D-CNN was 98.8%, 97.3%, 97.7%, 98.8%, and 98.0% for accuracy,
sensitivity, specificity, precision, and F1-score, respectively. Combined hybrid features from
different domains were experimented on with SVM and 2D-DCNN, and the proposed
techniques showed improved performance when compared to the DWT-CNN technique.
The highest score was obtained using the proposed WTSST-DCNN structure with an
accuracy, sensitivity, specificity, precision, and F1-score of 99.7%, 99.5%, 99.7%, 99.7%, and
99.6%, respectively.

We used average accuracy to compare the performance results of our proposed tech-
niques with other related works that employed the same Bern-Barcelona database in their
study, as tabulated in Table 5. The authors in [53] classified focal and non-focal EEG signals
using the features extracted from multivariate EEG signals using TQWT. Multivariate
fuzzy entropy was computed and extracted from these sub-bands features, LS-SVM was
deployed in the classification stage, and the performance accuracy was recorded as 84.67%.
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The authors in [54] utilized the benefit of wavelet transform for the classification of focal
and non-focal EEG signals; they proposed a feature extraction technique by calculating
entropies from the orthogonal wavelet filter banks coefficients that are localized in time-
frequency. They obtained an accuracy of 94.25% after classifying the EEG signals with
an LS-SVM classifier. Entropy features such as approximate entropy, fuzzy entropy, and
sample entropy were computed in [18] as features for focal and non-focal EEG signal
classification. They experimented with the features using various classifiers, and the best
accuracy of 99.0% was achieved with the Non-Nested Generalized Exemplars classifier.
Recently, authors in [58] computed IMFs from the EMD technique, and the entropy features
were calculated from IMFs as features for the LS-SVM classifier; a classification accuracy of
83.18% was successfully achieved. Another work that used the same database is that of
Subasi et al. [59]. In their study, the performance of features from different domains such as
EMD, WPD, and DWT with multi-scale PCA and random forest classifier was conducted,
and an accuracy of 99.2% was achieved with a reduced version of the dataset. Recently,
some authors explored the deep learning application in the detection and classification of
focal and non-focal EEG signals, as reported in [60]. A deep convolutional autoencoder
was proposed with a k-means clustering algorithm, and an accuracy of 93.2% was recorded.
Other recent work includes Sue et al. [61], who used hybrid network structures of con-
ventional feature extraction techniques such as STFT analysis combined with 1D and 2D
convolutional neural networks. An accuracy of 94.3% was reported as the best performance
accuracy obtained from the hybrid deep CNN model.

One of the important aspects of improving the accuracy of epileptic seizure detection
systems is the preprocessing stage. In this work, we employed a bandpass filter for the
elimination and removal of the artifacts embedded in the epileptic EEG signals. However,
other advanced preprocessing methods could be deployed in future work to improve the
performance of the model aimed at the development of low-cost EEG monitoring and BCI
systems. Recently, work presented in [62,63] has demonstrated an efficient and advanced
method for the elimination of eye blink artifacts using variational mode extraction (VME)
with DWT and clustering algorithm approaches based on variational mode extraction
(VME) and smoothed nonlinear energy operator (SNEO), respectively. Another factor to be
considered for improving the efficiency of our method is to investigate the optimal values
of the nonlinear features by tuning the appropriate parameters to obtain an optimal value.
This work employed a t-test statistical method to optimize the parameters based on their
lowest p-value. Other parameter optimization methods should be considered in future
work to properly tuned some parameters to their optimal values.

Few previous works have reported on the application of localization for epileptogenic
areas in the brain EEG signals using a deep learning approach, as it is mostly applied in areas
of image processing. This work aims to leverage the application of deep learning networks
in the analysis of EEG epileptic seizure signals. The work includes a comprehensive
analysis of various feature extraction techniques proposed by various researchers; these
features are either from the EEG signals themselves or from the sub-bands of the signals.
The performance of conventional classifiers, such as SVM, was compared with that of
recent deep neural networks, such as the CNN architecture. We tried to explore how the
hand-crafted features could be combined with DNN architectures as well as how these
DNN architectures could be used as a stand-alone classifier without the need for hand-
crafted features. We have also seen how the learnable feature maps in our proposed DCNN
network properly discriminate and characterize the information hidden in the EEG signals
to detect and classify focal and non-focal EEG signals.

7. Conclusions

This work aims to develop an automated computer-aided scheme for the efficient location
of epileptogenic zones through the classification of focal and non-focal EEG signals. The study
developed three (3) different and novel algorithms with competitively high accuracy relative
to recent works (see Table 7). Among these proposed schemes, WT-SST with a 2D-DCNN
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network (WTSST-DCNN) had the highest accuracy of 99.7%, with 10-fold cross-validation in
the classification process. This was owing to its tight energy in the time-frequency domain. The
time-frequency, statistical, and nonlinear analyses were combined to form a hybrid technique
with an accuracy of 99.4%, while the DWT-hybrid had an accuracy of 99.3%. These algorithms
are less computationally complex, hence their potential application in IoMT devices. In future
work, various DNN structures, such as deep transformer models, should be considered, and
the hybridization within these networks should be explored and experimented on. In addition,
other datasets from the public domain and non-public datasets should be considered.
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ANN artificial neural network
ApEn approximate entropy
AR autoregressive
CAD computer-aided diagnosis
CNN convolutional neural network
DBF deep belief network
DCNN deep convoluted neural network
DNN deep neural network
DWT discrete wavelet transform
EEG electroencephalogram
EESC epileptic EEG signal classification
EOG electrooculogram
EWT empirical wavelet transform
FAWT flexible analytic wavelet transform
GPU graphics processing unit
GRU gated recurrent unit
HOS higher-order spectra
ICA independent component analysis
IMF intrinsic mode function
IoMT internet of medical things
KNN k-nearest neighbor
LMSLS-SVM least mean squareleast square support vector machine
LSTMB-LSTM long short-term memoryBidirectional-LSTM
MCA morphological component analysis
MRI magnetic resonance imaging
NB naive Bayes
NLMS non-local means
PCA principal component analysis
PSD power spectral density
PNN probabilistic neural network
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RLS recursive least square
RPS reconstructed phase space
STFT short time Fourier transform
SVM support vector machine
SMO-SVM sequential minimal optimization-SVM
SSDA stacked sparse density autoencoders
TCNN temporal CNN
TQWT tunable Q-wavelet decomposition
QP-SVM Quadratic Programming-SVM
WPE wavelet packet entropy
WT wavelet transform
WT-SST wavelet transform-synchrosqueezing transform
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