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Abstract: Reverse image search has been a vital and emerging research area of information retrieval.
One of the primary research foci of information retrieval is to increase the space and computational
efficiency by converting a large image database into an efficiently computed feature database. This
paper proposes a novel deep learning-based methodology, which captures channel-wise, low-level
details of each image. In the first phase, sparse auto-encoder (SAE), a deep generative model, is
applied to RGB channels of each image for unsupervised representational learning. In the second
phase, transfer learning is utilized by using VGG-16, a variant of deep convolutional neural network
(CNN). The output of SAE combined with the original RGB channel is forwarded to VGG-16, thereby
producing a more effective feature database by the ensemble/collaboration of two effective models.
The proposed method provides an information rich feature space that is a reduced dimensionality
representation of the image database. Experiments are performed on a hybrid dataset that is devel-
oped by combining three standard publicly available datasets. The proposed approach has a retrieval
accuracy (precision) of 98.46%, without using the metadata of images, by using a cosine similarity
measure between the query image and the image database. Additionally, to further validate the
proposed methodology’s effectiveness, image quality has been degraded by adding 5% noise (Speckle,
Gaussian, and Salt pepper noise types) in the hybrid dataset. Retrieval accuracy has generally been
found to be 97% for different variants of noise

Keywords: reverse images search; deep convolutional neural network; unsupervised representational
learning; deep generative learning; sparse auto-encoder; ensemble learning; image retrieval

1. Introduction

The reverse image search is an emerging research area that overrides the conventional
way of information retrieval, i.e., text-based search. The hosting of more than two billion
images during 2004–2007 [1] is claimed by the image hosting online platform Flicker,
and it is almost doubling every year, stressing the need for image search. Two types of
image searches are done: one using the semantics of an image called text-based image
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retrieval, and the example-based visual search characterized by a lack of search terms. To
label such a large image repository requires a lot of time, making the text-based image
search a cumbersome task. Thus, covering the semantic gap by effectively removing
the need for a user to guess that a result is based on relevant feedback of keywords or
terms may or may not return a correct result. This visual search also allows users to
discover content that is related to a specific sample image, the popularity of an image, and
discover manipulated versions and derivative works [2]. The success of this representation
is gaining attention [3] significantly in numerous fields such as image search engine [3],
grouping and filtering of web images [4], in biomedical information management [5],
and computer forensics and security [6]. Therefore, many researchers from different
fields of science have focused their attention on image retrieval methods based on the
visual content of images [7]. The reverse image search, also known as Content-Based
Image Retrieval (CBIR), I, is an application of computer vision that searches relevant
images from large databases. One of CBIR’s main concerns is to lower the memory,
which is required to store each image. A lot of research work has been carried out to
develop more reliable and efficient search systems [8]. Some of the related work in the
context of CBIR [9] as given below focuses mainly on the feature extraction techniques.
Calentado et al. [10] presented a similarity evaluation using handcrafted simple feature
extraction methods such as Hough transform, different position, and orientation of low-
level image contents in HVC color space. Another simplified approach to some classification
tasks that predicts the retrieved image category involves high overhead using wavelet
transform techniques, Gabor filter-based wavelet transform, color correlogram, etc. [11].
Similarly, Kumar et al. [12] proposed a method for reverse image search based on grayscale
images, which helped enhance the computational efficiency compared to the RGB images.
Most of the research work used by the CBIR method utilizes a grayscale weighted system
to reduce the characteristic vector dimensions. Grayscale is more suitable for color and
texture image features’ analysis compared to the color-weighted natural system. These
methods use two common benchmark datasets, particularly Wang and Amsterdam Library
of Texture Images (ALOT), to show the effectiveness of the approaches [13]. Previously,
some limited work in the context of reverse image search has been done from the application
point of view. Mistry et al. [2] have investigated CBIR procedures and their utilization in
different application areas. In another work, Das et al. [14] have stressed color features
using diverse components of images through four distinct strategies. Two of the four
strategies were based on the analysis of color features, while the other two analyzed color
and texture features. The color features alone have not been found reliable in case of image
acquisition under poor lighting conditions. Malini et al. [15] proposed normal mean-based
procedure with reduced features’ size in combination with color averaging to accomplish
higher retrieval effectiveness and execution rate. Tang et al. [16] introduce a new distance
metric-based learning algorithm, namely weakly supervised deep learning, for image
retrieval exploiting knowledge from community-contributed images associated with user-
provided tags. Due to the success and powerfulness of deep learning (DL), several studies
have been reported using deep learning approaches for image retrieval tasks [17]. This
paper encapsulates such research works including some state-of-the-art research in the
context of CBIR as well as methodologies comprising of ensembles of models for the sake
of feature extraction and classification. Tefas et al. [18] produced compact feature vectors
using convolutional vectors and convolutional layer activation regions. A mixed version
of static and dynamic techniques was explored by Mohedano et al. [19] using a pipeline
of CNN-features and the bag-of-words collection. Similarly, Yu et al. [20], proposed the
exploitation of complementary strengths of CNN features in different layers. Another
recent work done to reduce space consumption has been done by Ramzan et al. [21]. In
Ramzan approach, the concept of bilinear CNN-based architecture in the CBIR domain
is introduced, where a bilinear root pooling is proposed to project the features extracted
from two parallel CNN models into a dimensionally reduced space. Besides all work done
in the context of reverse image search or CBIR, there is still a need for a more accurate
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and reliable search system exploring variants of ML and DL techniques. Another recent
work by Simran et al. [22] includes a straightforward but influential deep learning system
focused on Convolutional Neural Networks (CNN) and comprised of feature extraction
and classification for a firm image retrieval task.

However, most of the work in CBIR using DL is introduced in combination of two or
more models such as collaboration of CNN variants with other models and shows consid-
erable success compared to using standalone DL methods where the reliability and gener-
alization ability become a question. For instance, in a work presented by Ouhda et al. [23],
they design an approach with a convenient deep learning framework that ensembles Con-
volutional Neural Networks (CNN) with Support Vector Machine (SVM) to accomplish
an efficient CBIR tasks. SVM is fed by the convolutional features coming from the CNN
part initially. They ended their research by obtaining encouraging results among a pool
of CBIR tasks using the image database. This typical trend of using CNN in combination
with SVM was replaced by Pardede et al. [24], who put on the advantages of Deep CNN
techniques and XGBoost classifier. The authors proposed a Deep CNN model to perform
feature extraction and XGBoost as a classifier substituting the typical SoftMax and SVM
classification. They observed the performance of Deep CNN for CBIR tasks generated using
SoftMax, SVM, and XGBoost classifiers in terms of accuracy, precision, recall, and f1-score.
Hence, these researchers claimed the enhanced performance by employing XGBoost classi-
fication experimenting upon Wang, GHIM-10k, and Fruit-360 image datasets. Similarly,
Cui et al. [25] proposed a hybrid deep learning model based on deep Convolutional Auto-
Encoder (CAE) complemented with CNN to solve this problem. Since the convolutional
auto-encoder is well known for the provision of unsupervised feature extraction and data
dimension reduction, so they utilized this concept for their objective of remote sensing data.
Their model passed the CAE extracted features are presented as and to the following CNN,
eventually classified to perform the retrieval results. This approach resulted in the final
classification accuracy increase from 0.916 to 0.944, showing a considerable improvement
upon simple solely CNN-based approaches. Lastly, another latest hybrid approach is intro-
duced by Desai et al. [26] that comprises a framework using VGG-16 as a feature extractor
and SVM to perform the final classification. They reported satisfying results encouraging
more success towards CBIR by devising a combined methodology. Another stimulating
fact is the use of generative learning in the exploration of supervised and unsupervised
datasets. As highlighted by Dolikh et al. [27] and Abukmeil et al. [28], generative learning
impacted high on the success and generalization ability of the computed feature space,
especially the success of using unsupervised generative learning in the domain of computer
vision. Another important study was done by Xie et al. [29], in which they familiarized a
sparse framework by modifying an original image representational framework in order to
develop a methodology that is loaded with high generative learning and can even be able
to generate some realistic images of considerable quality.

Hence, by observing the impressive achievement in the image retrieval task by the
deep-ensemble-based model, we break the stereotype of the standalone CNN model per-
forming in this research work to develop a more effective and reliable CBIR methodology
that basically addresses the major concern of improved generalization and classification
ability of a reverse image search. The proposed research work introduces a new deep
learning-based methodology in the context of CBIR, namely, Reverse Image Search us-
ing Deep Unsupervised Generative Learning and Deep Convolutional Neural Network
(RIS-DUGL), which comprises a collaborative approach that ensembles two important
models. It aims to improve the image search system’s generalization and performance
compared to the state-of-the-art reverse image search models developed. The proposed
method boosts the faster convergence of reduced database results by defining a sparse
representation. The proposed RIS-DUGL methodology consists of two steps. In the first
step, a deep generative model is trained to get unsupervised representational learning
and perform optimal parameter tuning. A Sparse Auto-Encoder (SAE) [30] customized
with two layers that are tuned empirically is used. After getting a compact and efficient
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code, it is combined with ground truth channel wise. In the second step, the output of
the first step is fed to a CNN variant, namely, (VGG-16) [31], to exploit transfer learning
as a fixed feature extractor by using pertained ImageNet [32] database weights. Thus, it
learns a unique image representation using a deep generative model. The retrieval task is
carried out using cosine distance [33] as a similarity measure between the sample image
feature vector and the feature database. Performance evaluation of the proposed RIS-DUGL
technique is retrieval accuracy (precision), known as CBIR’s most reliable measure. This
research paper aims to introduce a solution in the context of reverse image search using
dynamic and more powerful state-of-art techniques such as deep learning.

The proposed approach exploits unsupervised learning, which is underestimated in
the context of CBIR. This paper is also useful as it covers both aspects of deep learning
techniques, such as the one generative model by using unsupervised models, like auto-
encoders, and the other powerful discriminative model using deep CNN, which has gained
a lot of success in image processing and computer vision related tasks. The rest of the
paper is organized as follows: Section 2 describes the proposed framework RIS-DUGL
and its architecture. Section 3 discloses the two phases methodology proposed in RIS-
DUGL along with the dataset knowledge and implementation details. It also describes
how transfer learning is employed in the proposed method and highlights the variants
of transfer learning. Section 4 discloses the implementation details and the experimental
results. Section 5 concludes this research work, also mentioning the future direction of it.

2. Proposed Framework (RIS-DUG)

The framework mainly uses two deep learning models partitioned into two phases.
The first phase of RIS-DUGL is initialized by exploiting unsupervised representational
learning using a deep generative model without using any prior information about the
dataset, as shown in Figure 1. We refer to phase-1 as the generative phase. The initialization
in this phase assists in extracting useful information hidden in the original form of input.
Moreover, to capture pixel-wise low-level details, each image is split into RGB channels
before proceeding to phase-1. Each channel is sequentially forwarded to three SAEs, each
of the SAEs in two layers deep to extract a useful and compact representations. The
channel-wise output of SAEs generates three feature vectors that are concatenated with the
respective original channels and then provided as input to phase-2, which we also refer to
as the discriminative phase. Transfer learning is employed in this phase using a pertained,
sixteen-layered deep VGG network. Finally, fine-tuning this pertained model is performed
using custom-defined convolution and fully connected layers followed by their activation
to compose the final feature database. The importance and intentions of transfer learning
have been described in the feature extraction step in this section.
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2.1. Dataset Description

A number of image databases exist these days for the development of reverse image
systems, highlighting various information retrieval tasks. In the proposed RIS-DUGL
technique, a hybrid image dataset by combining three publicly available image datasets
is used.

2.1.1. Experiments on WANG Dataset

WANG-1000 test image dataset contains 10 classes having 100 instances of each
class [34]. Some of the class instances have been shown in Figure 2. This dataset has
widely been used for CBIR tasks specifically to perform comparisons.
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2.1.2. Experiments on IAS-Lab RGB Face Dataset

This dataset is provided by the Intelligent Autonomous Systems Laboratory for com-
puter vision related tasks [35]. It consists of sample images of 26 persons, each with 13
different poses with different light and expression conditions. Each sample image has been
captured using a consumer sensor camera with (1920 × 1080) resolution. An essential
aspect of this dataset is that various possibilities regarding the positions of subjects have
been covered, as shown in Figure 3.
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2.1.3. Experiments on Math Works Merchant Dataset

MATLAB is one of the most important mathematical computational software devel-
oped by Math Works Inc. [36]. It presents merchant dataset to perform basic learning tasks
such as transfer learning [37]. This dataset is composed of twelve orientations and rotation
invariant poses for six merchant objects such as screw driver, cube, play cards, torchlight,
cap, etc., as shown in Figure 4.
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2.2. Dataset Distribution

After selecting a proper dataset, its distribution and preparation is the most important
step while developing a model. The training is performed on 80% of the hybrid dataset [38],
while 20% of the dataset is test data and used to perform the experiment as shown in
Figure 5. In this work, initially, the dataset has been split into training, validation, and test.
The model is trained on the training set, while the validation set is used for validating the
model parameters, keeping the testing data aside.
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3. Ris-DUGL Methodology

Our approach framework consists of two phases, as shown in Figure 1. The two
most important objectives are feature extraction and generation of an efficiently computed
compact database. Image retrieval task is carried out for testing the model. The various
parts of the model are given below:

3.1. Unsupervised Representational Learning Using Deep Generative Model

Supervised learning has the limitation of being dependent on the prior knowledge
about the dataset, such as labels and annotations (in the case of images, this type of meta-
data is the prior knowledge) to perform the classification task. On the other hand, the
model of unsupervised learning is trained without any meta-data about the dataset. It is
referred to when performing feature extraction, dataset generation, or input reconstruction
using fewer dimensions to represent the input. It also performs clustering tasks based
on similar representations. In image retrieval, we want to learn the underlying image
representation, which is referred to as representational learning [39]. Thus, unsupervised
representational learning is the art of learning the underlying structure and distribution of
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data without using labels or other information. This is a more challenging and more useful
task, as this technique builds such a powerful model that is more effective and reliable by
learning from self-mistakes. There exist various deep learning-based generative models
that perform unsupervised representational learning [40]. One such powerful model is
Auto-encoder (AE). It is a neural network that copies the input to its output using fewer
dimensions in an unsupervised manner [41]. An AE architecture consists of the encoder
that helps in learning and converting input into a hidden representation and a decoder,
which is used for reconstructing the original input from the encoded representation as
described by Equations (1) and (2):

ien = f en(iorig) (1)

ide = f de(ien) (2)

where iorig is the original input taken by encoding function f en and returns encoded
representation ien. Similarly, f de is the function the reconstructs the original input ien
as ide.

Copying an input to its output is not an effective and desired task, as it only mem-
orizes what it has seen. This memorization may lead to over fitting, resulting in poor
generalization. A variant of AE exists with more generalization power, namely, sparse
auto-encoder (SAE) [42]. It copies the input data, attempts to learn the real underlying data
distribution, and performs accurately on the test data. SAE focuses on learning the data
distribution by restricting the number of connections in the hidden layer [39,40]. An AE
architecture consists of an input layer, an output layer, and a single hidden layer responsible
for the encoding function of the input data, as shown in Figure 6. An under complete AE
has a smaller number of neurons in the hidden layer than the input layer. The number
of encoding neurons in each hidden layer is equal, but they fire their decision using the
sparsity elements, making the architecture of SAE unique, as shown in Figure 7. SAE has
the choice to activate neurons of the network within each hidden layer selectively, thereby
introducing sparsity in the connections between each layer [43]. Compared to the simple
AE version, SAE constraints the network’s capacity to memorize the input data without
limiting its capability to learn the underlying representation of the input data. In SAE,
loss reduction is based on using the mean-squared-error (MSE) along with the sparsity
conditions. To impose these conditions, the loss function of SAE is given by Equation (3):

L =
1
N

M

∑
x=1

N

∑
y=1

(
Xxy − Xxy

)2
+ α∗ Ωwr + β∗ Ωsr, (3)

where 1
N ∑M

x=1 ∑N
y=1

(
Xxy − Xxy

)2 is the MS. The other terms Ωwr and Ωsr are L2 weight
regularization and sparsity regularization, respectively, along with their co-efficients α and
β to control their impact. L2 weight regularization adjusts the influence of the weights of
the network, recommended to be a smaller value and defined in terms of weights as given
by Equation (4):

Ωwr =
1
2

H

∑
z′

M

∑
x′

N

∑
y
(Wz′

xy)
2

(4)
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Here, H, M, and N are the number of hidden layers, the number of examples, and the
number of actually used variables in the data, respectively. This L2 weight regularization
is the major source for good generalization. Another constraint, Sparsity Regularization,
helps to panelize the sparsity of the output connections from the hidden layer as given by
Equation (5):

Ωsr =
s

∑
x=1

KLD′
(

q
qx

)
=

s

∑
x=1

KLD′
(

q
qx

)
+ (1− q) log

(
1− q

1− qx

)
(5)

where q is the desired value for neuron x, and qx is the average value for neuron x. The
difference between the actual and the desired values, i.e., between q and qx of the neuron, x
increases the value of Ωsr. Another important parameter is the scarcity proportion, which
is adjusted within the scarcity regularization. It controls the scarcity of the output from
the hidden layer. To specialize each neuron in a layer, by choosing a value from the low
range, only giving a high output for a small number of training examples. For example,
if the scarcity proportion is set to 0.1, this is equivalent to saying that each neuron in
the hidden layer should have an average output of 0.1 over the training examples. This
value must be between 0 and 1. The ideal value varies depending on the nature of the
problem. A specific range of values is explored in the proposed RIS-DUGL technique with
scarcity regularization, i.e., α = 6 and scarcity proportional = 0.002. However, the possible
loss reduction in SAE was achieved by the optimal parametric tuning. After performing
preprocessing like calling and resizing on the image (256 × 384 × 3), each image is split
into its RGB channel and every channel fed to a two layers deep SAE [40] in a sequential
manner, as shown in Figure 7. FR, FG and FB are three feature vectors using SAE, as shown
in Figure 1. SAE has fewer connections, which can be maintained by adjusting a scarcity
proportion. A major variation introduced in this variant of the simple auto-encoder is that
it regularizes the loss by adding some penalties to learn the best representation. The second
major concern to use SAE is that it learns sparse representation and helps us learn highly
discriminative compact features. Each feature vector of the compact code is concatenated
with the corresponding original RGB channel. The resulting three-dimensional matrix is
prepared as input to the second phase.

3.2. Feature Extraction Using Deep CNN

Convolutional Neural Network (CNN) is an Artificial Neural Network (ANN) that
uses convolutional operations and has fewer connections. CNNs consists of convolution
layer, pooling (sub-sampling) layers, and fully connected layer followed by the output
layer, as shown in Figure 8. Each convolutional layer gets random parameters initialized
with the filter or neuron values. It may get starting values also from the pre-trained
model [44]. There exist various architectural variations in deep convolutional neural
networks, enhancing their capabilities. Generally, a max-pooling layer is a part of CNN
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architecture, as it summarizes the outputs of neighboring groups of neurons in the same
kernel map.
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In the proposed work, transfer learning is employed to extract the final features using
a recent variant of CNN architecture, namely, VGG-16 [31]. Figure 9 shows the architecture
of VGG-16, which consists of sixteen layers, including convolutional pooling layers, fully
connected layers, followed by the output layer. In the proposed technique, a pre-trained
model on ImageNet [45] is used, which consists of one thousand classes of images with
one million images per class. It saves us from the difficulty to train VGG-16 from scratch.
The fully connected layer is discarded to extract all features directly from the convolutional
feature maps’ activation before the last layer. This step feeds a three-dimensional matrix
(224× 224× 3) and computes a 4096-D vector on each image. An important step is to apply
an activation function. We used one of the most powerful differential functions, namely,
the rectified linear unit (ReLU), which thresholds the values at zero. The need to do this
step because each layer’s activation is also a threshold during the training of the network
on ImageNet.
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Figure 9. VGG-16 architecture.

Another successful variant of CNN is Alex-Net [44], which is an eight-layer deep
architecture, as shown in Figure 10. It is most widely used to perform feature extraction in
computer vision-related applications. In this work, the exploitation and identification of the
proposed methodology’s learning ability and competence are carried out. The mechanism
behind the feature extraction using Alex-Net is the same as mentioned for VGG-16. By using
multiple deep learning models, this research highlights the generalization and flexibility
of the proposed reverse image search system, i.e., we do not constrain the model. An
important concept in the deep learning technique is to adopt already trained models for
improving performance-related tasks, usually referred to as transferring knowledge of
similar models, known as Transfer Learning (TL).
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3.3. Transfer Learning

It produces noteworthy results when the source and target tasks are interconnected;
otherwise, the target task’s performance may not be promising. This concept is useful for
training deep learning architectures because they consume more computational time during
their training [44,46]. Figure 11 shows the concept of TL that saves us from the difficulty of
training a model from scratch by using an already designed method that has been trained
on a similar data distribution. Thus, TL greatly reduces the cost of designing similar models
and pays the cost to get new training data each time by using the knowledge learned in one
model on a similar dataset for other related tasks. It is specifically desirable to deal with a
smaller number of training instances. Generally, the researchers use the pre-trained original
deep neural network on their customized dataset. After that, fine-tuning of the learned
features is done for another dataset with a new target network, as shown in Figure 12.
For example, a model trained for different dog classes can also be used to classify cats by
performing fine- tuning. TL is employed in the second phase in the proposed work by
using a pre-trained deep discriminative model, which is trained on similar and larger image
domains. It results in an improvement in generalization. There exist different scenarios,
which describe the use of Transfer Learning, categorized as follows in the sub-section:

3.3.1. Use of Transfer Learning in the Proposed RIS-DUGL Technique

A pre-trained deep learning model is used in this type, which is trained on a larger
database, usually on ImageNet, and uses the activations of fully connected layers as fixed
features. In other words, the classification is discarded, and features of the new dataset are
extracted, as shown in Figure 12. One of the major benefits of this type is that it performs
well even if there is an insufficient dataset available in the target domain. Moreover, it
reduces the risk of over fitting as well [37,44]. Thus, without training our model from
scratch, useful features can be easily extracted using TL concepts.

3.3.2. Transfer Learning with Fine-Tuning the Pre-Trained Model

To use Transfer Learning to perform the classification task, there is no need to discard
the last fully connected layer. The output layer in the original model that consists of the
Soft-Max classifier function to fire the decision is there, but the classifier is replaced, and
the model is retrained using the target dataset. This is known as fine-tuning [46], illustrated
in both Figures 11 and 12. However, it depends on whether we want to retain all layers of
the model to perform fine-tuning, or we can freeze the initial layers as they learn almost
the same parameters. Usually, the difference occurs at the later ones.
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3.4. Retrieval Task and Performance Evaluation

The task of the proposed RIS-DUGL methodology is to find the best match to the query
image. It is passed from both phases of the proposed RIS-DUGL technique and converted
into a feature vector whose similarity is measured with each of the feature vectors in the
feature database. To find the relevant match between the query vector and the feature
vectors of the training database, various distance-based similarity matrices exist, such as
Euclidean, Cosine, Manhattan, etc. A brief description is given below:

3.4.1. Cosine Similarity

This measure (the maximum value is unity) decides the best match to the sample image
to perform the retrieval task. In the proposed work, both Euclidean and Cosine standard
distance measures [47] have been used as an evaluation measure. Cosine similarity is
considered generally the most reliable measure. The final evaluation of similar images in
the proposed methodology is done using the cosine measure. Mathematically, a similarity
score between the query vector q and the feature database di, i.e., ∑∞

i=1 = 1(di), the cosine
distance measure is defined by Equation(6) as given by:

dcos(q, d) = 1− cosθ = 1− q·d
|q|·|d| (6)
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3.4.2. Retrieval Accuracy: Precision

Since the consequence of an information retrieval system specifically in RIS, the
instances are pictures, and the task is to return a set of the most relevant pictures given a
sample search image i.e., to assign each image to one of the two categories, “relevant” and
“not relevant”. In this case, the “relevant” images are simply those having similar content to
that of the desired object. Precision helps measure the number of relevant images retrieved
against a RIS providing the total number of images retrieved by that search. The ideal
precision score is 1.0, which means that every result retrieved against the sample image is
relevant. The precision of the system characterizes the retrieval accuracy to retrieve how
much a similar match to the sample image, i.e., the content of the data will be available upon
request and can be accessed in collaboration with the corresponding author. A retrieved
image belongs to the same domain in which the test image lies. Precision is known to be
the best measure for the retrieval evaluation performance of CBIR [47]. It is the ratio of
retrieved examples that are relevant in the whole database, known as the true positive (TP)
and the sum of true predicted instances (TP) and falsely predicted instances (FP) retrieved
as a result of RIS, as given by in Equation (7):

Precision (P) =
TP

TP + FP
(7)

The primary objective of any reverse image search system is to present the most related
images satisfying the user query image. The reason is that to find the exact match without
any irrelevant extracted results is not possible generally.

3.5. Implementation Details

Final experiments of RIS-DUGL methodology are carried out on the desktop ma-
chine with a 3.4GHz processor clock and 4GB RAM. This desktop machine’s operating
system is windows-10 Professional Edition, and MATLAB R2018a [39] has been used as
the programming tool. A specific range of values is explored in the proposed RIS-DUGL
technique manually. However, the possible loss reduction in SAE was achieved by the
optimal parametric tuning. A specific range of values for the hyper parameters of deep
SAE is explored in the proposed RIS-DUGL technique. The optimal values used are shown
in Table 1. The outcome of SAE is channel wise concatenated with the original channel, and
the final three-dimensional value is passed to VGG-16.

Table 1. Parameter values of Sparse Auto encoder used in the proposed RIS-DUGL.

No. of Layers 1 2

No. of Neurons Per Layer 100 80

L2 Weight Regularization 0.001 0.001

Sparsity Regularization 6 5

Sparsity Proportion 0.1 0.1

Scale True True

Epochs 50 20

4. Experimental Results

During the experiment, test data is used to evaluate the performance of the proposed
technique. RIS-DUGL method does not use any prior knowledge such as labels (except
those used for the fine-tuning) and other metadata of images. Results related to WANG,
IAS- RGB, and Merchant datasets are shown in Figures 13–15, respectively, along with
their cosine similarity scores. With various conditional query images such as left, down,
and right side poses of faces. It also covers the image’s sufficient depth to recognize the
subject lying far from the sample image for the retrieval of its more visible version. In
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Figure 13, some of the results collected on the WANG dataset and the proposed framework
have recognized the desired subject on the sample image having multiple subjects. It also
covers color manipulation and recognizes the desired subject with background conditions.
In Figure 14, it can be seen that some of the query images have equal participation in the
desired object and the background information. Here, the proposed RIS-DUGL technique
gives more value to the content of the desired subject and finds out its more visible version,
which is a prominent feature for the sake of person identification. Figure 15 shows results
using the Merchant dataset where the retrieved scale and rotation invariant best match. By
using precision as a performance measure, the proposed RIS-DUGL technique has achieved
98.46% accuracy.
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4.1. Comparison with Conventional Methods

Since there exist powerful static image processing techniques like Hough Transform,
Gabor Filter, Discrete Wavelet Transform, etc. [10,11], that have been utilized considerably
in classical research work in the context of reverse image search, we started out the study
on some well-known classical research works and presented them for the sake of com-
parison with our proposed (RIS-DUGL) work’s performance. We have implemented two
of the conventional approaches, “Similarity Evaluation in Image Retrieval using Simple
Features” [10] and “Content-Based Image Retrieval using SVM, NN, and KNN Classifica-
tion” [14] in the context of CBIR. Table 2 summarizes and summarized comparison. These
approaches use static digital image processing techniques. These techniques use shallow
and hand-engineered fixed parameters and use simple features for content information
from raw images and then use some similarity evaluation to do a reverse image search.
Hence, the proposed RIS-DUGL method outperforms the retrieval accuracy compared to
these two conventional techniques, as summarized in Table 2.

4.2. Results and Discussion on Noise-Induced Hybrid Dataset Using RIS-DUGL

A comprehensive noise study has also been carried out to check the proposed reverse
image search system’s robustness. Three types of noise, namely, Salt & Pepper, Speckle,
and Gaussian-noise, have been used to impregnate the original dataset. Salt & Pepper noise
is an artifact that has a dark intensity value in bright areas and bright intensity values in
dark regions. This type of noise can be triggered by analog-to-digital conversion. Gaussian



Appl. Sci. 2022, 12, 4943 14 of 19

noise is nothing but a random valued noise that follows a uniform or other distribution. It
can have any random value of random variables [48].

A sample image with noisy ones has been shown in Figure 16. In this work, noise
is added with a 0.05 ratio to corrupt the original dataset. Retrieval accuracy for noisy
data implementation has been found to be 97%, 96%, and 97% using Gaussian, Salt &
Pepper, and Speckle noise, respectively. This clearly indicates the effectiveness and high
capability of the proposed method in the case of using dynamic feature extraction. Hence,
we can announce that dynamic feature extraction (using Deep Learning) proves to have
more learning ability and focuses more on generalization. Figure 17 summarizes the
experimental results when the RIS-DUGL dataset is trained and tested on noisy images,
starting with the speckle noise in the first query and retrieved images followed by Gaussian
and Salt & Pepper noise. For noisy image retrieval, starting from the first sample image
of a human with a face-up position, which includes Speckle noise, the proposed method
retrieves the exact human with its standing position. This clearly indicates the importance
and high capability of this work for criminal detection. In the case of the horse sample
image, the image retrieved has the best match of the brown horse having a quite different
pose and a distant object in the sample image. Clearly, when tested with the flower sample
image containing Salt &Pepper noise, the proposed RIS-DUGL technique returned its image
to the same flower class with many instances, and the manipulated color is also identified.
In the case of a rotationally transformed cap, a sample image containing Gaussian noise,
the similar orientation-wise transformed image is retrieved as the best image. The optimal
training performance of RIS-DUGL is attained by using a maximum of 25 iterations for
two layers of deep SAE, as can be seen from Figure 18, at the 25th iteration, the learning
performance gets saturated.

Appl. Sci. 2022, 12, x FOR PEER REVIEW 14 of 20 
 

 

Figure 13. Results on WANG 1000 images. 

 

Figure 14. Results on IAS-RGB Lab dataset. Figure 14. Results on IAS-RGB Lab dataset.



Appl. Sci. 2022, 12, 4943 15 of 19
Appl. Sci. 2022, 12, x FOR PEER REVIEW 15 of 20 
 

 

Figure 15. Results on Merchant dataset. 

4.1. Comparison with Conventional Methods 

Since there exist powerful static image processing techniques like Hough Transform, 

Gabor Filter, Discrete Wavelet Transform, etc. [10,11], that have been utilized considera-

bly in classical research work in the context of reverse image search, we started out the 

study on some well-known classical research works and presented them for the sake of 

comparison with our proposed (RIS-DUGL) work’s performance. We have implemented 

two of the conventional approaches, “Similarity Evaluation in Image Retrieval using 

Simple Features” [10] and “Content-Based Image Retrieval using SVM, NN, and KNN 

Classification” [14] in the context of CBIR. Table 2 summarizes and summarized com-

parison. These approaches use static digital image processing techniques. These tech-

niques use shallow and hand-engineered fixed parameters and use simple features for 

content information from raw images and then use some similarity evaluation to do a 

reverse image search. Hence, the proposed RIS-DUGL method outperforms the retrieval 

accuracy compared to these two conventional techniques, as summarized in Table 2. 

Table 2. Comparison of time and accuracy of the proposed model with conventional methods. 

Methodologies 
Retrieval Accuracy  

(Precision) 

Average Feature  

Extraction Time per 

Image 

(s) 

Average Retrieval 

Time per Image  

(s) 

CBIR with SVM based 

Classification [14] 
39.24% 5.23 6.79 

Similarity Evaluation us-

ing Simple Features [10] 
74.42%  0.31 0.32 

Proposed RIS-DUGL 

(AlexNet) 
94.56% 0.23 0.28 

Proposed RIS-DUGL 

(VGG-16) 
98.46% 0.50 0.23 

4.2. Results and Discussion on Noise-Induced Hybrid Dataset Using RIS-DUGL 

A comprehensive noise study has also been carried out to check the proposed re-

verse image search system’s robustness. Three types of noise, namely, Salt & Pepper, 

Speckle, and Gaussian-noise, have been used to impregnate the original dataset. Salt & 

Pepper noise is an artifact that has a dark intensity value in bright areas and bright in-

tensity values in dark regions. This type of noise can be triggered by analog-to-digital 

conversion. Gaussian noise is nothing but a random valued noise that follows a uniform 

or other distribution. It can have any random value of random variables [48]. 

A sample image with noisy ones has been shown in Figure 16. In this work, noise is 

added with a 0.05 ratio to corrupt the original dataset. Retrieval accuracy for noisy data 

implementation has been found to be 97%, 96%, and 97% using Gaussian, Salt & Pepper, 

and Speckle noise, respectively. This clearly indicates the effectiveness and high capabil-

Figure 15. Results on Merchant dataset.

Table 2. Comparison of time and accuracy of the proposed model with conventional methods.

Methodologies Retrieval Accuracy
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Average Feature
Extraction Time per Image

(s)

Average Retrieval Time
per Image

(s)

CBIR with SVM based
Classification [14] 39.24% 5.23 6.79

Similarity Evaluation
using Simple Features [10] 74.42% 0.31 0.32

Proposed RIS-DUGL
(AlexNet) 94.56% 0.23 0.28

Proposed RIS-DUGL
(VGG-16) 98.46% 0.50 0.23
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5. Conclusions and Future Recommendation

A novel two phase reverse image search methodology, namely RIS-DUGL, based
on deep learning techniques and transfer learning, is proposed. RIS-DUGL uses two
deep neural network models sequentially. The first phase works in an unsupervised
manner by using one of the deep generative models called Sparse AE and performs
representational learning. In the second phase, the final feature extraction is done using a
deep convolutional neural network called VGG-16. The proposed method exploits RGB
channel-wise information, which provides rich representational learning and enhances the
generalization ability by overcoming various content-based image retrieval (CBIR)/digital
image challenges. RIS-DUGL practically employs the effective transfer learning approach
by fine-tuning the already trained similar model to enhance the efficiency and reduce the
trouble of training a model from scratch. This research activity is evaluated by a hybrid
dataset comprising of 12 diverse categories collected from three publicly available datasets
and using the most stable cosine distance as a similarity measure. Experiments reported
98.46% accuracy. To check the model’s effectiveness, 5% noise (Gaussian, Salt &Pepper,
and Speckle) is added in the hybrid dataset, which reported 97%, 96%, and 97% retrieval
accuracy, respectively. The future direction is to adapt the trending Deep Learning Models
(such as Generative Adversarial Networks (GANs)) to exploit further achievements in
RIS-DUGL. Furthermore, a large-scale dataset, including many examples, may be used
with training instances.
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