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Abstract: The present work introduces an automated and smart system (named CageView) used to
monitor a mouse, detect motion, and control access to food in accordance with experimental schedules.
We describe the components of the CageView platform and give a summarized description on how
we employed a convolutional neural network to detect and recognize a mouse in real time before
presenting the results of a case study. In particular, CageView is a programmable and remotely
operable system such that (1) an experimenter at a remote workstation may set up a feeding and
fasting schedule that allows feeding and fasting without requiring the physical presence of a staff
member, (2) the experimenter can control access to food in real time regardless of the preset schedule,
(3) the experimenter has real-time access to a live video feed to assess the mouse, (4) an artificial
intelligence system tracks the mouse’s location and physical activity, and (5) a record is kept of
activity, which can be displayed as a 2D representation of mouse movement or a histogram showing
mouse movement in 15-min blocks for the duration of the experiment.

Keywords: biomedical research; mouse; rodent; intermittent fasting; activity monitoring

1. Introduction

Experimental studies on rodents require housing under highly regulated and con-
trolled conditions. A major requirement for all animal housing in experimental facilities is
health monitoring, which uses one or more assessment techniques. One of the most basic
techniques in animal health monitoring is a simple assessment of the degree and freedom
of animal movement. This is particularly important when an experiment reaches humane
endpoints (the point at which an experiment must be terminated to prevent unnecessary
suffering) or follows surgical procedures, as reduced physical activity is a valuable sur-
rogate for discomfort in experimental animals. Reduced physical activity can also signal
the onset of labor and birth in pregnant rodents, indicating the approximate time of birth,
which may be of value in some experiments. While physical monitoring of experimental
animals is straightforward during scheduled working hours, the standards of animal care
often require additional monitoring outside scheduled working hours.

Scheduling of staff outside regular working hours is also required when a fasting
regime is part of an experimental design. Under normal housing conditions, rodents are
given access to food ad libitum (i.e., as desired). However, there are many experimental
circumstances where food intake must be restricted, such as positron emission tomography
(PET) experiments utilizing glucose analogs as a tracer. Such food restrictions must often
be initiated outside regularly scheduled work hours.
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It can be seen that there are many circumstances where animal experimentation
requires scheduling of staff outside regular working hours. This requirement can cause
staffing difficulties, additional costs in overtime payments, and significant inconvenience.
Experimenters need an affordable system that can automate fasting and rodent activity
monitoring while allowing real-time remote visual access to a rodent cage.

A number of systems have been described that can be used to control access to food
and monitor rodent activity. However, these systems are generally relatively complex,
difficult to integrate into normal animal housing, or expensive. For example, Matikainen-
Ankney et al. [1] introduced an open source system for monitoring and measuring food
intake and motivation in rodent cages. Their system consists of a rotary pellet dispenser for
small food pieces, two nose poke sensors for operant behavior, visual and auditory stimuli,
and a small screen for experimenter feedback. This device can measure circadian patterns
of food intake over multiple days.

Singh et al. [2] offered a behavior-monitoring solution to be incorporated into available
rodent home cages. In their solution, an infrared (IR) Pi Camera module, a wide-angle
lens, and IR LEDs are placed on the home cage lid through a custom-made hole at its
centroid and sealed with hot glue. This system uses a Raspberry Pi to connect to the
computer network either via a local area network (LAN) cable or Wi-Fi so that the user can
view a live feed of the animal activity in the home cage via a customized web interface.
Ingley et al. [3] described an automatic cage surveillance system that was placed proximate
to a single or multiple cages for detecting the levels of carbon dioxide and ammonia, rate
of airflow, temperature, and humidity within the animal cage. Ingley et al. [4] proposed
an animal containment system to accommodate an external device for rodent monitoring.
Coiro et al. [5] described a system that provided automatic remote monitoring and control
of an environment of ventilated racks of animal cages. They also incorporated the means for
querying the status parameters of a ventilated rack of animal cages, alert means for alerting
a digital system for certain status parameters, and a receiving subsystem to obtain control
input through a wireless communication interface. Tecott and Goulding [6] developed
a behavioral monitoring system useful for the analysis of complex behaviors in several
animal species. Their system allows continuous monitoring of the feeding, drinking, and
movement of animals with a high temporal and spatial resolution.

Iannello [7] developed a non-intrusive cage monitoring system based on electrical
capacitance sensing technology. The system can provide 24/7 animal activity metrics
including distance walked, average speed, activation density, and occupancy directly from
the home cage while keeping the cages in conventional racks, eliminating the need for
dedicated personnel or labs. Hong et al. [8] introduced a high throughput system for
behavior recognition and motion tracking of rats and mice. However, their system needs
the home cage to be placed on top of its motion-sensing table to determine the animal’s
behavioral data. Their technology is based on measuring the forces induced by the animal’s
movement and uses pattern recognition algorithms to translate the measured forces into
understandable behaviors and tracking parameters. Brown et al. [9] introduced a cage-
monitoring system based on using pyroelectric or passive infrared sensors. Their system
can be used for phenotypical measurement of circadian rhythms and sleep in laboratory
mice. Flores et al. [10] proposed a non-invasive approach utilizing piezoelectric films for
rodent sleep and motion detection. In their proposed system, piezoelectric film strips
are placed on the floor of the cage which produce electrical outputs proportional to the
distortion of the strips. As they postulated, the predominant body movement during sleep
was associated with breathing, while other motor activities played more important roles
while awake. They also developed a pattern recognition system to identify periods of sleep
and waking based on analyzing the generated signals.

Genewsky et al. [11] introduced a simplified microwave-based motion detector system
to be used for home cage activity monitoring. In their system, the wave generator is
located next to the mouse cage and emits electromagnetic waves to the mouse cage. The
reflected waves with modulated frequencies are then sent to the processing unit to detect
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and save the history of the mouse motion. Shrestha [12] developed a system based on the
RFID detection method which incorporated an RFID tag to the animal’s body at the food
accessing place. This system was able to monitor each individual animal in a group-housed
cage with a high temporal resolution.

Most of the available solutions for food control and cage monitoring are either too
expensive to incorporate into laboratory equipment or lack the flexibility to be incorporated
within existing cages. In many cases, they require an alteration in the current structure of
the entire cage and laboratory facility. Furthermore, some of the existing methodologies
such as electromyography (EMG), electroencephalography (EEG), and radio frequency
identification (RFID) are invasive methods and are not ideal for high-throughput screen-
ing [13]. Consequently, food control and activity monitoring for animals in biomedical
research labs is usually performed by trained technicians and can be both inconvenient
and labor-intensive.

In the current article, we introduce a technology named CageView, through which
food control and activity monitoring of rodents can be accomplished using an automated,
AI-enabled, programmable, and remotely controllable system. This system enables the ex-
perimenters to conduct their experiments with greater convenience and increased capacity.

2. Structure, Arrangement, and Mechanisms

In this section, we briefly describe the structure and framework of CageView for food
control and activity monitoring. Three components are required for such a system:

1. Programmable food hopper;
2. On-line visual monitoring capability;
3. Motion sensing and tracking system.

CageView accomplishes this with:

1. An actuator for linear displacements of the food access door controlled by a custom-
designed interface to set the feeding and fasting schedule;

2. A vision unit with visible and near-infrared cameras and a near mid-infrared LED for
day and nighttime monitoring, which forms a video streaming and data transmission
system using wireless or wired communication networks;

3. A trained convolutional neural network (CNN) that detects the animal position in the
image which enables movement measurement.

Figure 1 presents a schematic representation of CageView and the communication
between its different subsystems. As shown in the figure, food access and animal activity
data are transmitted from the laboratory location to the experimenter’s desktop application
through the communication network. In parallel, the experimenter can send control
commands to the laboratory location where the mouse cage is housed.

The placement of the feeding mechanism and the vision system is shown in Figure 2a.
The feeding mechanism is mounted on the food-holding portion of a standard wire cage
rack and placed in a standard cage. The vision unit is placed next to the plastic cage
to detect the animal and monitor and record its activity. Figure 2b shows the feeding
mechanism, which can be mounted on or within a mouse cage and comprises a custom-
designed prismatic mechanism for opening and closing the food access door. The actuation
system embedded in the custom-designed prismatic mechanism generates the necessary
inputs to drive the main shaft connected to the food access door, and a processing unit
using a custom-designed electronic board is arranged to operate and control the actuation
system of the prismatic mechanism. In Figure 2c, the vision unit, which should be placed
in proximity of a cage, is shown. The vision unit comprises a Raspberry Pi single-board
computer, a visible-near infrared camera system to capture the animal’s image, a sensory
system, and a data transmission and video streaming system to send and receive the
data, photos, and videos to and from the interface software through a wired or wireless
connection, including Wi-Fi or Bluetooth. In the vision unit, the processing unit receives
the sensory system data, controls the camera, and analyzes the light level.
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on and placed next to the mouse cage, respectively.

The feeding mechanism is designed to be mounted on conventional cages used in
most research centers and has a sliding mechanism that can enable or disable the animal’s
access to food. The sliding mechanism operates based on a rack and pinion configuration
attached to a 6-V geared DC motor. The DC motor is commanded by hardware located
inside the feeder. The hardware is equipped with a Bluetooth Low Energy (BLE) module
and a 10~12-V power supply. The BLE module is responsible for receiving the feeding and
fasting schedule from the app and running the DC motor accordingly. Therefore, the feeder
mechanism changes the food access according to the schedule set by the experimenter. The
experimenter is also able to override the programmed food access by opening or closing the
food access door using the built-in function override function of the interface program. The
interface program can also provide the history of the animal’s access to food and change
the food access schedule conveniently and according to the experimenter’s needs.

The vision unit includes a set of light sensors, a camera, and a trained animal detection
algorithm based on artificial intelligence or a neural network. The camera may be used
for remote monitoring of the animal, which is needed in many applications such as post-
surgical monitoring, humane endpoint monitoring, and pregnancy or mating strategy
monitoring. The vision unit is connected to the interface program and provides a live video
stream of the animal on the experimenter’s computer. Additionally, as is required in many
biomedical research studies, the vision unit is able to detect the animal and its location
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within the cage and provide a history of the animal’s activity, its location, and the required
statistics and analytics for the experimenter.

CageView also includes a software interface installed on a desktop computer through
which the feeding and fasting schedule is set up, the status of access to food can be changed,
the history of food access may be viewed, the animal may be monitored in real time, and the
record of an animal’s activity and its metrics or parameters may be viewed. Figure 3 shows
a sample screenshot of the interface software. It is worth mentioning that the software can
be simultaneously connected to any arrangement of multiple feeding mechanisms and
vision units without limitations. The software allows the experimenter to set the feeding
and fasting schedule for 7 consecutive days for time windows of 30 min. However, if
required, the experimenter can change the animal’s access to food regardless of the preset
schedule. The interface software records the animal’s activity for the entire duration of the
experiment with no time limit.
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3. Trained Convolutional Neural Network

In order to automate the animal activity monitoring step, we utilized a deep learning
technique where we collected a dataset of streamed images of mice inside the cages and
trained a convolutional neural network (CNN) to detect the mouse in the images. This
section briefly discusses the dataset and the CNN model used for object detection.

3.1. Dataset

To collect a dataset covering various situations that the cage and the mice can shape,
we captured images across numerous days with different cages and different mice with
varying colors (white, black, and brown). We gathered images during all hours of the day
to cover the different lighting conditions that the experiment environment might introduce.
Overall, we collected a dataset of 27,735 images, where 24,398 images contained a mouse,
and the bounding boxes were annotated manually. The 3337 images with no mouse were
used as background images to help the training of the network.

3.2. Mouse Detection Using YOLOv5

YOLOv5 [14] is a modern open source object detection solution with a set of CNN
architectures performing the task with high accuracy and in real time. For our purposes,
we trained the YOLOv5s model, which generated adequate results for our dataset. We
tried both transfer learning by freezing the first 10 layers of the network and training
the network from scratch. As the dataset images gradually increased (currently more
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than 27,000), we found that training all the layers of the network from scratch was the
better option. Although transfer learning had satisfactory results during training, we
found that the model trained from scratch tended to generalize to the new pictures in the
real environment better. The training converged successfully around 200 epochs with a
precision of 0.9825 and a mean average precision (mAP@0.5) of 0.995. With the satisfactory
accuracy of YOLOv5s, the fast real-time execution time of the network made it perfect for
our monitoring purposes.

3.3. Activity Measurement

While having the neural network detect the bounding boxes for the mouse inside each
frame (see Figure 4), mapping to the rodent activity was required. For that purpose, we
used the generated bounding boxes in the following two steps:

(1) Activity Heatmap: To summarize the recorded movement trajectory of the mouse in a
way that illustrated which part of the cage was passed more often, we first divided the
space inside of the cage into 1 × 1 cm cells, forming a grid. When the grid was defined,
we then calculated the occurrences of detecting the mouse position in each one of
the cells. In order to accomplish this, we used the center of each bounding box as an
estimate of the position of the mouse. Finally, by having the detection occurrences
for each cell, we then illustrated the occurrences in an activity heatmap, where the
corresponding number of a cell was mapped to a color scale. The higher the number,
the brighter the color would be (see Figure 3). The activity heatmap helps researchers
better understand how the mouse moves inside the cage during the course of the
experiment.

(2) Distance Measurement: Although the activity heatmap illustrates the location distri-
bution of the mouse during the experiment, it does not reflect any information about
the distance of the recorded movement trajectory. To estimate the traveled distance
of the mouse movement, we differentiated the position of each of two consecutive
bounding boxes in image pixels. Having the cage positioned at a fixed location by
the camera and the physical dimensions of the cage, the CageView app converted
the pixel distance into the physical distance in centimeters. An approximation of the
traveled distance of a mouse is also an indicator of how active the mouse was during
the recorded movement trajectory.
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4. A Case Study

To demonstrate the effectiveness of CageView in conducting experiments, here we
considered a common procedure that required fasting and monitoring of mice. This
information was taken from a real-life experiment conducted in the Small Animal and
Materials Imaging Core Facility at the University of Manitoba.

Positron emission tomography (PET) imaging is a 3D imaging modality requiring the
injection of experimental animals with a radioactive tracer. The most common tracer used
in PET imaging is fluorodeoxyglucose (FDG) labeled with 18F-FDG. This tracer is taken up
by cells in the same way as glucose is taken up. However, once inside cells, 18F-FDG cannot
enter the normal metabolic pathways that glucose enters and cannot be transported out
of cells. This leads to an accumulation of 18F-FDG that is dependent upon the metabolic
activity, making it a useful marker of tumor activity.

Prior to a PET scan, a period of fasting is required to reduce blood glucose levels. This
reduces competition between endogenous glucose and 18F-FDG for transport into cells,
improving 18F-FDG uptake and thus improving the signal in PET scans. For experimental
rodents, this period of fasting is typically 8–10 h. As 18F-FDG has a very short half-
life (110 min), it is not feasible to start PET experiments late in the day, as the quantity
of activity required to ensure an adequate supply after many hours of decay would be
prohibitive. This means that PET imaging is usually started as early as possible in the
morning, necessitating that animal fasting commences in the early hours of the morning.
Currently, this fasting is achieved by manually removing food from the cage. Because mice
are typically scanned singly and sequentially, food removal must also be performed singly
and sequentially. The time between food removals is dictated by the duration of the PET
scan. This can entail a worker removing food at 12:00 a.m., 1:00 a.m., 2:00 a.m., 3:00 a.m.,
and so on. A typical experimental workflow is shown in Table 1, assuming the imaging
6 mice and that 18F-FDG is available at 9:30 a.m.

Table 1. A typical experimental workflow for PET scan of a group of 6 mice.

Mouse 1 Mouse 2 Mouse 3 Mouse 4 Mouse 5 Mouse 6

Fast 12:00 a.m. 01:00 a.m. 02:00 a.m. 03:00 a.m. 04:00 a.m. 05:00 a.m.
Warm 09:00 a.m. 10:00 a.m. 11:00 a.m. 12:00 p.m. 1:00 p.m. 2:00 p.m.
Inject 10:00 a.m. 11:00 a.m. 12:00 p.m. 1:00 p.m. 2:00 p.m. 3:00 p.m.
Scan 10:30 a.m. 11:30 a.m. 12:30 p.m. 1:30 p.m. 2:30 p.m. 3:30 p.m.

Holding 11:00 a.m. 12:00 p.m. 1:00 p.m. 2:00 p.m. 3:00 p.m. 4:00 p.m.
Monitoring Next day Next day Next day Next day Next day Next day

Assuming 18F-FDG was available at 9:30 a.m., the first mouse can be injected at
10:00 a.m. A 10-h fasting period requires the food to be removed from this mouse at
midnight. The animal is then placed on a warming pad at 9:00 a.m. (warming reduces
18F-FDG uptake in brown adipose tissues, which reduces tumor uptake and produces hot
spots on images related to brown adipose tissue) for 1 h. After the warming period, the
animal is injected with 18F-FDG, returned to the warm cage for 30 min, and then imaged
for 15–30 min. Following imaging, the animal is returned to the designated holding room
(a holding room covered by an institutional radiation safety permit), where it must remain
for 10 half-lives before it can be returned to normal housing. In the case of 18F-FDG, this in
effect requires a 24-h period in the holding room.

As these experiments are time-sensitive, a 30-min window is typically scheduled
between scans to accommodate any unexpected problems during imaging. This means
that unexpected delays in one scan do not impact the next scheduled scan. Following this
schedule, fasting is initiated at midnight and then every hour until 5:00 a.m. Manually
removing food according to this schedule is clearly problematic, and CageView controls
food access without manual intervention.

A further advantage of CageView in such PET experiments is the ability to remotely
monitor the activity of a mouse. All animals must be monitored by qualified staff at



Appl. Sci. 2022, 12, 4966 8 of 9

least once per day. If the experiment described above were to be conducted on a Friday,
this necessitates monitoring of the animals in the dedicated holding room on Saturday.
Access to this holding room is restricted to staff trained in radiation safety and named on
the institutional radiation safety permit associated with the holding room. Such trained
staff are generally not available on weekends, so many imaging facilities will not allow
PET experiments in which the animal recovers (and therefore requires housing over the
weekend) to be conducted on Fridays. Remote access to the live video stream and activity
logs allows qualified staff to assess the well-being of the animal from home. Therefore,
recovery PET experiments may be conducted on Fridays.

5. Conclusions

A smart food control and monitoring system was introduced which helps the ex-
perimenters conveniently schedule and control an animal’s access to food and monitor
their status. It is a programmable, sensorized, and easy-to-handle system that is designed
to provide tightly controlled conditions where the food intake, behavior, and intensity
of the animal’s activity must be accurately measured. It eliminates the need for techni-
cians to manually control the feeding and fasting schedule of the animal. It also gives the
experimenter remote access for condition control and monitoring.

The feeding mechanism is designed to be mounted on conventional cages used in
most research centers and has a sliding door that can enable and disable the animal’s access
to food. The mechanism will change the food access according to the schedule set by the
experimenter. Regardless of the preset schedule, the experimenter is also able to change the
food access by opening and closing the food access door using the built-in function of the
interface program. The vision unit takes advantage of a set of light sensors, a camera, and a
trained YOLOv5s CNN real-time object detection model. We can confirm that a modern
CNN model can provide satisfactory results (0.9825 precision) if provided with a large
enough dataset (~27,000). The camera can be used for remote monitoring of the animal,
which is needed in many applications, such as post-surgical monitoring, humane endpoint
monitoring, and pregnancy monitoring. The vision unit also provides a live video stream of
the animal on the experimenter’s computer. In addition, as is required in many biomedical
research studies, the vision unit can detect the animal’s location within the cage, provide a
history of the animal’s activity, and compile statistics and analytics for the experimenter.
The feeding mechanism and the vision unit are connected to the interface program using
wired or wireless connections.

In short, the key values of the described technology can be summarized as follows:

• Eliminating the need for an in-person presence to change the animals’ access to food;
• No scheduling of staff at irregular hours;
• Remote visual monitoring;
• The ability to check on animal well-being at any time (monitoring anywhere);
• Availability of recorded and logged animal activities for analysis and comparison to

other procedures;
• Automated and reliable food control;
• Reduced need for safety-trained staff to risk exposure to radiation through

remote monitoring;
• Increased capacity of conducting the experiments on different days of the week.

Future work will focus on the description, validation, and testing of an algorithm that
was used to approximate the distance traveled by a mouse, as well as more information on
the dataset while comparing and reporting different object detection CNN performances
for mice inside the cage.

6. Patents

The CageView technology has been disclosed in the Maddahi Y. and Maddahi A.
Methods and apparatus for monitoring, feeding, and checking animals. United States
Patent. US 63/321,368, 2022.
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