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Featured Application: Our proposed application can be used to detect bot accounts on the social platform Twitter. Our models are based on evolutionary computation techniques such as genetic algorithms and genetic programming methods. These strategies enabled us to discover models with high interpretability of predictions and good generalization capabilities on unseen data as well.

Abstract: Bot accounts are automated software programs that act as legitimate human profiles on social networks. Identifying these kinds of accounts is a challenging problem due to the high variety and heterogeneity that bot accounts exhibit. In this work, we use genetic algorithms and genetic programming to discover interpretable classification models for Twitter bot detection with competitive qualitative performance, high scalability, and good generalization capabilities. Specifically, we use a genetic programming method with a set of primitives that involves simple mathematical operators. This enables us to discover a human-readable detection algorithm that exhibits a detection accuracy close to the top state-of-the-art methods on the TwiBot-20 dataset while providing predictions that can be interpreted, and whose uncertainty can be easily measured. To the best of our knowledge, this work is the first attempt at adopting evolutionary computation techniques for detecting bot profiles on social media platforms.
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1. Introduction

Bot accounts in social network platforms and web applications represent a major threat to cybersecurity scenarios since their presence could harm user experience in various ways, such as bad advertisements, spam links, phishing, and fake content. Moreover, bot accounts that are part of botnets can harm the scalability of social networks by leveraging distributed denial of service (DDoS) attacks that can slow down hosting networks, causing massive interruptions of the services that these applications aim to offer [1–4].

Twitter is one of the social platforms that are mostly targeted by bot developers due to its large political and social impact, and the high number of users that sign into it every day. Bot accounts are also exploited to sway political opinions during political campaigns. Furthermore, developers usually take advantage of their bots to badly influence the audience’s opinion about several kinds of hot topics. To this end, several research works have been developed, aiming at discovering effective models that can detect whether a given user profile is authentic or not. However, correctly detecting every type of bot account is extremely challenging given the high heterogeneity and the variety that bot profiles exhibit in terms of behavior and final goals. For these reasons, new approaches to the problem are considered to be of high relevance [5], since they may help to define a method.
that can generalize among different types of bot accounts while effectively detecting most of them.

In this paper, we focus our research efforts on detecting bot accounts that are active on Twitter. In particular, we propose a novel approach for Twitter bot detection that leverages evolutionary computation strategies such as genetic algorithms and genetic programming. We show that genetic programming can be employed to learn a model in the form of a formula that can achieve competitive detection accuracy while being arguably more interpretable than other machine learning (ML) models available in the literature, which are based on complex, often black-box, architectures. Moreover, we leverage genetic algorithms to learn the weights of a neural network with no hidden layers and a single output perceptron in an evolutionary fashion. We evaluate our model using the TwiBot-20 dataset that was created as a reference benchmark dataset for this specific task by Feng et al. [6], and we show that our classification models can achieve qualitative performance close to the top state-of-the-art methods. Furthermore, our classification models can provide predictions that can be interpreted and whose uncertainty can be easily measured by inspecting the models themselves and checking the components that contribute the most to detection. In this way, we provide a valid alternative to black-box models, which can achieve slightly higher detection accuracy at the cost of learning extremely complex models whose predictions cannot be justified.

The main contributions we make through this work can be summarized as follows:

(i) describing and analyzing the main features that can be associated with user accounts on Twitter to understand the types of property that may help to discriminate between human profiles and bot profiles;
(ii) proposing a novel approach based on genetic algorithms and genetic programming to detect bot profiles on Twitter, and presenting two classification models that exhibit good qualitative performance and generalization capabilities, while ensuring interpretability of predictions;
(iii) providing a way to compute how much our models are confident with a given prediction.

Thus, in this work we try to give an answer to the following research questions:

- **RQ1**: is it possible to obtain interpretable models with good generalization capabilities for Twitter bot detection?
- **RQ2**: can we trust predictions of ML models based on Twitter bot detection?

The paper is structured as follows. Section 2 describes what are some related works and their limitations. Section 3 presents the choice of the dataset, a brief analysis of the data, and the preprocessing steps taken. In Section 4 we describe how genetic algorithms and genetic programming are used for the classification of Twitter bots, while Section 5 contains the comparison of the proposed models with the results in the literature. Section 6 provides a final overview of the results obtained and how to answer the research questions. Finally, Section 7 provides a summary of the contributions of the paper and some directions for future research.

2. Related Work

In this section, we briefly discuss the most effective spam and bot detection methods that have already been proposed in the literature. The early works were based on the detection and filtering of spam links from URLs, messages, and web pages. Becchetti et al. [7] combined several metrics such as degree correlations, number of neighbors, and TrustRank [8] to build web spam classifiers. Thomas et al. [9] presented a real-time system named “Monarch” that crawls URLs as they are submitted to web services, and determines whether the URLs direct to spam websites. Benczúr et al. [10] built spam classifiers that take advantage of the similarity between spam pages to detect whether an unknown website is spam or legitimate. Bratko et al. [11] investigated an approach based on adaptive statistical data compression models for spam filtering.
Looking at more recent works, Grier et al. [12] presented a detailed analysis of spam on Twitter to demonstrate the ineffectiveness of blacklists and found that 8% of 25 million URLs point to phishing, malware, and scams listed on popular blacklists, while, on average, more than 90% of visitors view a page before it becomes blacklisted. Gao et al. [13] proposed an online spam filtering system that reconstructs spam messages into campaigns for spam classification. Jindal et al. [14] studied the opinion spam and trustworthiness of online opinions in the context of product reviews and implemented a logistic regression classifier to detect spam in these kinds of data. Ott et al. [15] studied deceptive opinion spam and developed a support vector machine (SVM) and a naive Bayes classifier to detect spam. Lee et al. [16] proposed “WarningBird”, a near real-time detection system for suspicious URLs in Twitter streams that investigates correlations of URL redirect chains extracted from texts of tweets. While most of the aforementioned methods are focused on detecting spam on general messages and web pages, a good percentage of the most recent works are focused on Twitter bot detection. However, general spam detection methods are still largely explored in the recent literature and their results continuously inspire the study and development of novel bot detection strategies.

Many research works investigated how to use text from tweets and meta-data to perform bot detection. Chu et al. [17] proposed a classification algorithm consisting of an entropy-based component, a spam detection component, an account properties component, and a decision maker to assess whether a given account is a bot or a human. Perdana et al. [18] proposed a bot detection model based on time interval entropy and tweet similarity, where the former was calculated using timestamp collection, while the latter was calculated using unigram matching-based similarity. Cresci et al. [19] analyzed online users’ activities and extracted them from the sets of DNA-inspired strings encoding users’ actions. Subsequently, they applied DNA-based analysis methods to detect spam bot profiles. Beskow et al. [20] leveraged random string detection applied to user screen names to filter bot accounts on Twitter. Ahmed et al. [21] presented a set of 14 generic statistical features to identify spam profiles on online social networks (OSNs). Despite most approaches being based on supervised methods, there also exist models that are totally unsupervised. For instance, many works are based on studying how to perform bot and spam classification by analyzing anomalous and suspicious behavior of social profiles. Chavoshi et al. [22] developed a system named “DeBot” that consists of a novel lag-sensitive hashing technique that clusters user accounts into correlated sets in near real time. They leveraged cross-user features and activity correlation to detect bots without using labeled data. Miller et al. [23] approached the bot detection problem on Twitter as an anomaly detection problem, where they used 95 one-gram features extracted from the text of the tweets along with user metadata information. They discriminated between spam bot profiles and genuine users using two modified versions of the stream clustering algorithms, StreamKM++ [24] and DenStream [25], treating outliers as spammers. Wang [26] proposed a directed social graph model encoding follow relationships and used a Bayesian classifier to discriminate between normal and anomalous behavior. Stringhini et al. [27] collected data about spamming activity to create a large dataset and analyzed anomalous behavior to detect spammers in social networks. Cao et al. [28] implemented a malicious account detection system called “SynchroTrap” that clusters user accounts according to the similarity of their actions and analyzes anomalous and suspicious actions to cluster malicious accounts together. Several works are also based on analyzing the behavior of spammers on Twitter to discover the best strategies to detect them. Yardi et al. [29] showed the existence of structural network differences between spam accounts and genuine user accounts. Ghosh et al. [30] investigated link farming in the Twitter network and found that a majority of spammers’ links are farmed from a small fraction of Twitter users called “social capitalists”. Additionally, they proposed a user ranking scheme that penalizes users for connecting to spammers.

Recent Twitter bot detection and spam detection models are mainly based on training machine learning models and deep neural networks after the implementation of proper
feature selection and feature engineering phases. These methods take advantage of user metadata information (e.g., number of followers and number of tweets), and semantic information that can be extracted from a sample of user’s tweets (e.g., the minimum time interval between two consecutive tweets, the number of URLs). Ferrara et al. [31] analyzed disinformation campaigns conducted by means of bot profiles during the 2017 French presidential election and took advantage of a mixture of ML models and cognitive behavioral modeling techniques to discriminate between humans and bots on social networks. Furthermore, they [32] discussed the characteristics of modern social bots and how features related to the content, network, sentiment, and temporal patterns of activity can help discriminate between humans and bots. Yang et al. [33] investigated the most common evasion techniques used by Twitter spammers and designed several detection features that can be leveraged to build ML models for Twitter spammer detection. The top-performing machine learning models for Twitter bot detection available in the current literature are based on random forest classifiers applied to hand-made features derived from meta-data properties and semantic properties. Benevenuto et al. [34] collected a large dataset of Twitter with more than 54 million of users, 1.9 billion links, and almost 1.8 billion tweets. They adopted this dataset to train an SVM model running fivefold cross validation. McCord et al. [35] crawled using Twitter API a set of active users and built several classification models using user-based and content-based features that should be different between spammers and genuine profiles. Their results showed that the random forest classifier is the most effective model. Yang et al. [36] built a rich collection of labeled datasets to train random forest classifiers based on user metadata and additional hand-made features. Lee et al. [37] presented a long-term study of social honeypots for detecting spam bot profiles and content polluters on social platforms and trained random forest classifiers with different sets of hand-made features generated using meta-data information. The Botometer [38] is a publicly available service that takes advantage of more than 1000 features to identify Twitter bot accounts on demand using seven different random forest classifiers.

Recent literature also includes several works based on deep neural networks that leverage meta-data and text information to discriminate between spammers, bots, and humans. Alsaleh et al. [39] implemented a browser plug-in called “Twitter Sybils Detector” (TSD) that leverages a feed-forward neural network with a set of hand-made features to detect fake accounts on Twitter. Ren et al. [40] implemented a neural network model to learn document-level representation for detecting deceptive opinion spam, where sentence representations are learned using a convolutional neural network (CNN), and combined using a gated recurrent neural network. Lai et al. [41] implemented a recurrent convolutional neural network for text classification to learn contextual information of words, and Zhang et al. [42] extended this work using a recurrent convolutional neural network (DRI-RCNN) to identify misleading reviews using word contexts and deep learning. Alhosseini et al. [43] implemented a graph convolutional neural network (GCNN) to detect spam bot profiles using a set of metadata features along with low-dimensional representations (that is, node embeddings) of the social graph that can be derived from social relationships of user accounts. Kudugunta et al. [44] proposed the adoption of a deep neural network based on a contextual long short-term memory architecture that can jointly leverage user metadata and semantic information to detect whether a given tweet has been written by a bot account or not. Wei et al. [45] adopted recurrent neural networks based on bidirectional long short-term memory with word embeddings to capture features across tweets and detect bot accounts. Besides recurrent neural networks and convolutional neural networks, attention has also been reserved for generative adversarial networks (GANs). Li et al. [46] proposed “CS-GAN”, a model that combines reinforcement learning, generative adversarial networks, and recurrent neural networks to generate category sentences. Stanton et al. [47] implemented a generative adversarial network that uses a limited set of labeled data to detect spam in online posts.
3. Data Preparation

There are various datasets that are publicly available on the Internet and that can be adopted for Twitter bot detection task [36,37,48–51]. Apart from TwiBot-20, midterm-18 is the largest dataset containing Twitter bots. The drawback is that it is focused on a political-related domain and it does not provide data that can be associated with users involved in more general topics. Most of the available datasets provide only property (user account attributes) information while missing semantic (tweets posted) and neighbor (followers and followings) information. Therefore, low user diversity, data scarcity, and limited user information are the main problems encountered in the aforementioned datasets. For these reasons, to build our detection models, we decided to adopt the TwiBot-20 dataset, which was kindly granted to us by its authors Feng et al. [6]. TwiBot-20 is currently the only dataset that provides property, semantic, and neighbor information at the same time. Specifically, it includes 229,573 users (human and bot accounts), 8,723,736 properties, 33,488,192 tweets, and 455,958 neighbors, and it is by far the largest available dataset for Twitter bot detection. Additionally, it contains user accounts related to a variety of domains (politics, business, entertainment, and sport) and located in various geographical locations, in contrast to other available datasets that focus on collecting information for specific topics and that are limited in size. The dataset of Feng et al. [6] was used as a benchmark for the state-of-the-art methods and therefore it probably represents the best choice for building and evaluating novel detection algorithms as a result of the high number of baselines that it offers. Furthermore, as stated in the aforementioned paper, TwiBot-20 is much more challenging than other available datasets, and this allows the building of more robust models. State-of-the-art methods fail to achieve extremely high performance when trained and evaluated on TwiBot-20, therefore, this dataset may help to define models with better generalization capabilities.

3.1. Data Description

TwiBot-20 stores information in JSON format and consists of four files: train.json, dev.json, test.json, and support.json. Each file contains an array of JSON objects where each JSON object is a user account with a set of properties including user ID, name, screen name, domain, followings, followers, tweets, and a label indicating whether the user is human (0) or bot (1). TwiBot-20 was collected from July 2020 to September 2020. Properties and semantic information were retrieved using Twitter API and a sample of 200 tweets, on average, was retrieved for each user along with properties available from Twitter API calls, while approximately 20 neighbors’ IDs were collected by following user relationships (10 followers and 10 followings). Regarding the data annotation strategy adopted during the generation of the TwiBot-20 dataset, the characteristics of labeling bot profiles that were taken into account during this step can be summarized as follows: API usage, lack of originality and variety in published tweets, identical tweets repeated multiple times, and massive usage of URLs in the posts. The authors decided to partition the labeled users dataset, consisting of 11,826 user profiles, with a 7:2:1 random partition that generated, respectively, a training set (train.json), validation set (dev.json), and test set (test.json). The authors also provided unsupervised users with a support set (support.json) to preserve the dense graph structure and follow relationship forms. We adopt the training set to drive the evolutionary process of the proposed techniques, the validation set to choose the best model according to the generalization error, and the test set to evaluate the model. As we can see from Figure 1, each set is balanced with respect to the target class, with bot accounts that are a little more represented.
Figure 1. Count plot of the number of instances of the partitions of the TwiBot-20 dataset for each class.

3.2. Feature Extraction

As we mentioned before, the TwiBot-20 dataset comes with both user metadata information and tweets content information. For this reason, we extract a set of meaningful features from the available data to build a dataset where each user profile can be represented as a fixed-sized vector of real-number values. This step consists of a data preparation process in which feature engineering and feature selection are performed to map each user profile contained in the original dataset into a space contained in $\mathbb{R}^d$ where $d \in \mathbb{N}$. Hence, this preliminary step is executed for each user account independently. The most meaningful metadata properties associated with user accounts can be retrieved by Twitter API calls (Twitter API docs for user profile. https://developer.twitter.com/en/docs/twitter-api/v1/data-dictionary/object-model/user, accessed on 16 December 2021). We describe these properties as follows.

- **id**: unique numerical identifier of the user account;
- **screen_name**: unique string composed of letters, digits, and underscores, which identifies the username of the Twitter account;
- **name**: name visualized for the user account;
- **description**: optional field indicating the description visualized for the user account;
- **URL**: optional field indicating an URL for the user account;
- **location**: optional attribute indicating a location for the user account;
- **created_at**: timestamp indicating the user account creation time;
- **statuses_count**: total number of tweets (including retweets) published by the user during the entire account lifetime;
- **followers_count**: total number of followers of the user account;
- **friends_count**: total number of followings of the user account;
- **favourites_count**: total number of posts that the user has marked as favorites;
- **listed_count**: total number of public lists that the user is a member of.

Additionally, TwiBot-20 provides us with a sample of approximately 200 tweets for each user account (each tweet is a text string), where these tweets correspond to the latest published tweets for a given user account, and thus they are the most representative of the behavior of that user on Twitter during the period in which the data has been collected. For this reason, we believe that deriving features from tweets that can be joined with user metadata information would lead to a significant improvement in the predictive power of an ML model for bot detection. As a first step, we employ natural language processing techniques to properly preprocess users’ tweets while converting them from strings to lists of tokens. In particular, we perform the following operations for each tweet of a given user account using the NLTK (NLTK Library. https://www.nltk.org/, accessed on 4 January 2022) library in Python 3.8:
we first perform lowering of text and trimming. Then, we extract the hashtags and the mentioned users that are eventually contained in the current tweet. We also count the number of URLs and we check whether the tweet is an authentic published tweet or a retweet;
• we perform tokenization of the text using a Tweet Tokenizer, and part-of-speech tagging after proper punctuation, URLs, and digits removal;
• we use a Word Net Lemmatizer to lemmatize the tagged tokens of the previous step in this pipeline;
• we filter lemmatized tokens by excluding stop words and single-character words;
• we return the list of tokenized tweets obtained by following this pipeline.

Once this pipeline is run, we obtain for each user profile in TwiBot-20 a list of tokenized tweets, where each of these consists of a list of tokens that eventually includes hashtags and mentioned users. Moreover, we decide to divide each of these lists of tweets into two sub-lists, one containing only tweets that have been directly published by the user and one containing only the retweets. The main reason for this choice can be attributed to the fact that published tweets are probably more interesting for doing a meaningful analysis of word frequency. This expedient may enable an ML model to determine information related to the writing behavior of a given user. Including retweets in this kind of analysis would probably lead to misleading conclusions. However, it is also worth investigating the frequency of retweets compared to the frequency of authentic tweets. From now on, we are referring to the list of tweets as the list of published tweets that are not retweets, if not differently specified. By using user metadata along with tokenized tweets and retweets, it is possible to derive additional properties that can be adopted as hand-made features in the training phases of ML models. The set of features that we derive for each user account independently starting from user metadata, tweets, and retweets, are presented as follows.

• **Statistical measures over tweet lengths**: a set of characteristics derived by applying statistical measures, namely, mean, median, maximum minimum range, and standard deviation, to an array containing the lengths, in terms of the number of characters, of the original tweets. In particular, the standard deviation of the lengths of tweets enables us to say whether the user tends to publish tweets of approximately the same length (e.g., identical tweets, which are common among certain types of bot accounts) or tends to vary a lot the size of the published posts. Figure 2 shows that bot profiles are more likely to exhibit a lower standard deviation of tweet lengths than humans, which means that bot profiles are more likely to publish tweets with approximately the same length and presumably the same type of content;

• **Frequency over the content of collected tweets and retweets**: a set of features that measure the frequency of appearances of retweets, URLs, mentioned users, and hashtags, over the sample of tweets and retweets retrieved via Twitter API for a given user account \( u \).

Each feature of this category is computed using the following formula:

\[
freq_c(t_u, r_u) = \frac{\text{count}_c(t_u \cup r_u)}{|t_u \cup r_u|}
\]

where \( c \in \{\text{hashtags, mentioned_users, URLs}\} \), \( t_u \) is the set of tokenized tweets for user \( u \) and \( r_u \) is the set of tokenized retweets for user \( u \) while count, is a function that counts the number of times a word of category \( c \) appears in the input list of tokenized posts (tweets and retweets), including duplicates. Therefore, we are describing the mean number of hashtags, mentioned users, and URLs, for each retrieved tweet and retweet. Similarly, the frequency of retweets is calculated as follows.

\[
freq_{\text{retweets}}(t_u, r_u) = \frac{|r_u|}{|t_u \cup r_u|}
\]

One intuitive reason that may justify the derivation of features such as, for example, the frequency of retweets and URLs, can be explained by observing the general trend
of a significant percentage of bot profiles that avoid publishing self-made tweets and prefer to retweet specific content several times and post several URLs that usually redirect to spam, phishing, or, in general, undesirable web pages. Moreover, several bot profiles that, for example, promote political campaigns, are used to expose a high frequency of mentioned users, since they usually include the target politician’s screen name in their tweets. Figure 3 confirms that bot profiles are more likely to exhibit a higher frequency of retweets than humans. Additionally, the frequency of words used to write tweets by a given user $u$ is calculated as follows:

$$freq_{\text{words}}(t_u) = \frac{\text{count}_{\text{words}}(t_u)}{|t_u|}$$  

(3)

In this way, we are describing the mean number of words (tokens that are not hashtags nor mentioned users) for each published tweet, including duplicates. Since this measure should account for the writing behavior of user $u$, we decide to exclude from the computation of this property the words contained in retweets, which are tweets that have not been written by $u$ and thus they present a potentially different writing behavior;

- **Statistical measures over raw counts**: set of features derived by applying statistical measures, namely, mean, median, max, min, and standard deviation, to three arrays containing, respectively, the raw counts of the distinct words, hashtags, and mentioned users. Raw counts can be extracted from tokenized published tweets set $t_u$ and tokenized retweets set $r_u$ of a given user $u$. These measures are computed considering distinct hashtags and mentioned users that appear in both tweets and retweets of user $u$. We consider distinct words that appear only in published tweets at least three times, and thus when computing these statistical measures on the raw counts of distinct words, we exclude words that appear in retweets of user $u$. As a matter of fact, these types of measures over raw word counts aim to capture the writing behavior of a given user $u$. Quite to the contrary, when computing these statistical measures over the raw counts of hashtags and mentioned users, we consider those that are contained in retweets and tweets as well, since it can be arguably verified that a hashtag or a mentioned user that appears in a retweet of user $u$ gains additional exposure even though the user $u$ has posted it through a retweet. These measures can be useful because they can estimate, for example, how the frequency of words varies within the sample of tweets collected for the user $u$. In particular, a low standard deviation of raw word counts is expected if user $u$ has a uniform behavior when writing posts. In contrast, this value is high if few words are over-used, while many others are less sponsored. For these reasons, these types of measures can help to discriminate between bot profiles and human profiles by analyzing their writing behavior;

- **Reputation**: this feature is computed by analyzing the number of followers of a given user $u$ compared to the number of followings, or friends, of the same user:

$$\text{rep}(u) = \frac{|u.\text{followers}|}{|u.\text{followers}| + |u.\text{friends}|}$$  

(4)

This property exhibits a high value when the user $u$ has a large number of followers and a few followings, such as celebrities and politicians. Quite the opposite, bot accounts that usually have a large number of followings and a few followers are likely to exhibit a low reputation value. Figure 4 shows that high reputation values are easily observable in human accounts, while lower reputation values are more likely to belong to bot accounts;
• **Growth rate**: a set of features that can be computed by dividing each user metadata numerical property by the number of years of activity of a given user $u$ on the Twitter platform. In particular, each growth rate is computed as follows:

$$\text{growth}_c(u) = \frac{|u.c|}{u.\text{current_activity_years}}$$  \hspace{1cm} (5)

where $c \in \{\text{followers, friends, favourites, listed, statuses}\}$. Therefore, we describe the mean number of followers, followings, favorites, lists, and tweets, that a given user $u$ gains or produces in a year of activity on Twitter;

• **Tweets similarity**: a feature that measures the mean similarity computed between each pair of distinct published tweets contained in the tokenized tweets sample $t_u$ for a given user $u$. This property is derived using the following formula:

$$\text{sim}(t_u) = \frac{2 \sum_{i=1, j=2, i < j} \text{sdc}(t_u[i], t_u[j])}{|t_u|(|t_u| - 1)}$$ \hspace{1cm} (6)

where

$$\text{sdc}(A, B) = \frac{2 |\text{set}(A) \cap \text{set}(B)|}{|\text{set}(A)| + |\text{set}(B)|}$$  \hspace{1cm} (7)

is a symmetric similarity score, defined as the Sørensen–Dice coefficient [52,53], that is used to estimate the similarity between two discrete sets of tokens that, in our case, consist of the tokens contained in a sample of Twitter posts published by the user $u$. This computation of the similarity score takes into account the distinct tokens of the involved pair of tweets and thus each tokenized tweet is treated as a set where duplicates are removed. The mean similarity score is high when tweets are very similar to each other in terms of content. This may be expected for those, perhaps not so sophisticated bot profiles, that are used to publish almost identical tweets;

• **Screen name length**: a feature that incorporates the length as the number of characters of the screen name of a given user $u$;

• **URL flag**: a boolean flag that holds *False* if the URL field in the account of a given user $u$ is empty, and *True* otherwise.

---

**Figure 2.** The density of lengths of the tweets for each category in the training set.
3.3. Feature Selection and Scaling

After extraction of our hand-made features based on personal and semantic information retrievable from the dataset, we perform a selection of the features that reasonably represent different types of information. We delegate the selection and weighting of the most promising features, along with the engineering of even more elaborated attributes, to the evolutionary computation methods that we are going to present in the next section. In this way, we limit the dimensions of our dataset to a reasonable number of attributes and we leverage the intrinsic characteristics of evolutionary processes that consist of exploring a search space characterized by often elaborated combinations of different features. We restrict the number of features that should represent each user account to the followings: reputation, the growth rate of followers, friends, favorites, lists, and the total number of
tweets and retweets, frequency of retweets, words, hashtags, mentioned users and URLs, screen name length, the standard deviation of raw counts of words, hashtags, and mentioned users, tweets similarity mean, the standard deviation of tweets lengths. We decide to keep only real-number properties that are normalized with respect to the size of the sample of collected tweets and retweets, and the number of activity years measured at the moment of data collection, depending on the types of the attribute. Furthermore, we avoid keeping attributes that are highly correlated and that represent the same information in different ways (e.g., favourites_count and growth in followers). The chosen attributes are characterized by different scales. Furthermore, the dataset contains many user profiles associated with celebrities, VIPs, and politicians. These kinds of accounts are depicted as outliers; since they exhibit high values for certain attributes such as followers growth rate and statuses growth rate. Accordingly, a good scaling and normalization strategy should be adopted to transform the values of the dataset so that every attribute originally has the same importance, and the inliers are well narrowed within the ranges of values of our features. To this end, we fit a power transformer with the Yeo–Johnson method [54] followed by a min-max scaler between zero and one to the training set. We use this fitted scaling pipeline to transform separately the training set, validation set, test set, and, eventually, other datasets containing user profiles that should be classified as bot profiles or humans.

In Table 1 we summarize our set of features.

Table 1. Features that characterize each user profile on Twitter according to our classification models.

<table>
<thead>
<tr>
<th>ID</th>
<th>Feature Name</th>
</tr>
</thead>
<tbody>
<tr>
<td>F₀</td>
<td>reputation</td>
</tr>
<tr>
<td>F₁</td>
<td>listed growth rate</td>
</tr>
<tr>
<td>F₂</td>
<td>favorites growth rate</td>
</tr>
<tr>
<td>F₃</td>
<td>friends growth rate</td>
</tr>
<tr>
<td>F₄</td>
<td>followers growth rate</td>
</tr>
<tr>
<td>F₅</td>
<td>statuses growth rate</td>
</tr>
<tr>
<td>F₆</td>
<td>screen name length</td>
</tr>
<tr>
<td>F₇</td>
<td>frequency of words</td>
</tr>
<tr>
<td>F₈</td>
<td>frequency of hashtags</td>
</tr>
<tr>
<td>F₉</td>
<td>frequency of mentioned users</td>
</tr>
<tr>
<td>F₁₀</td>
<td>frequency of retweets</td>
</tr>
<tr>
<td>F₁₁</td>
<td>frequency of URLs</td>
</tr>
<tr>
<td>F₁₂</td>
<td>words raw counts standard dev.</td>
</tr>
<tr>
<td>F₁₃</td>
<td>hashtags raw counts standard dev.</td>
</tr>
<tr>
<td>F₁₄</td>
<td>mentioned users raw counts standard dev.</td>
</tr>
<tr>
<td>F₁₅</td>
<td>tweets similarities mean</td>
</tr>
<tr>
<td>F₁₆</td>
<td>tweets lengths standard dev.</td>
</tr>
</tbody>
</table>

4. Proposed Approach

In this section, we present our two novel approaches to solving the Twitter bot detection problem. We first present a genetic algorithm computation that enables us to learn the weights of a linear combination of the input real features that minimize our fitness objective function. Secondly, we present a genetic programming computation to discover a classification model based on an interpretable mathematical formula. This approach is particularly interesting because it incorporates feature selection and engineering-related processes that allow us to automatically discover the combination of features and primitives that minimize our bi-objective function in a way that the generated tree should represent a reasonable trade-off between intrinsic interpretability and detection accuracy on unseen data.

4.1. Problem Statement

The problem we aim to solve is a classic supervised learning problem in the form of a binary classification problem, that is, a detection problem. Specifically, given training set $X \in \mathbb{R}^{n \times d}$, with $n, d \in \mathbb{N}$, where the rows correspond to a set of observations harvested
by some probability distribution \( P \) and the columns correspond to the features (that is, every observation is a vector \( \tilde{x} \in \mathbb{R}^d \)), a vector of ground truth labels \( y \in \{0, 1\}^n \) associated with the observations in the training set and generated by an unknown labeling function \( f : \mathbb{R}^d \rightarrow \{0, 1\} \) that is always able to perfectly predict the correct category for every new observation \( x \in \mathbb{R}^d \), our goal is to learn a hypothesis function \( h : \mathbb{R}^d \rightarrow \{0, 1\} \) that can approximate \( f \) with some level of precision. In particular, \( h \) should be defined in such a way that:

- It exhibits good classification performance on unseen observations;
- It can be interpreted by simply looking at the types of operations that it performs internally to do the prediction.

In our case, \( d = 17 \) and hence every user account is a vector in \( \mathbb{R}^{17} \) that can be classified either as a bot (1) or human (0). Our approach consists in trying to learn two hypothesis functions \( h_{GA}^\ast \) and \( h_{GP}^\ast \) leveraging, respectively, a genetic algorithm and a genetic programming technique. As regards matrix notation, we denote as \( X_i \in \mathbb{R}^d \) the \( i \)th observation of dataset \( X \) while \( x_j \in \mathbb{R}^n \) is the \( j \)th column.

### 4.2. Evolutionary Methods Overview

Genetic algorithms (GA) [55] and genetic programming (GP) [56] are two evolutionary computation techniques [57] that consist of methods for solving multi-objective optimization problems, where a “population” of solutions, defined as “individuals”, is evolved through a series of “generations” in a way inspired by the Darwinian theory of evolution. A population is a list of individuals, a generation is an iteration of the optimization (evolutionary) process and a multi-objective fitness function is a set of \( m \in \mathbb{N} \) real functions \( g_i : S \) for \( i \in \{1, \ldots, m\} \) where each function \( g_i \) evaluates a different aspect of the quality of a given individual. An individual belongs to the set \( S \) of all possible individuals that can be generated for the specific problem at hand. The goal of these kinds of evolutionary computation methods is evolving an initial population, that is randomly generated according to some probability distribution \( \tilde{P} \), to discover, after the last generation, a set of individuals, i.e., Pareto front, that consists in a set of non-dominated solutions where it is not possible to improve one objective \( g_i \) without worsening the other objectives. Hence, the solutions contained in the Pareto front represent the best trade-off solutions for this optimization problem. A classic generation of an evolutionary process, that is based either on GA or GP, consists of the following steps:

- **Fitness evaluation**: fitness function is evaluated for each individual in the current population. This step can be easily parallelized in real implementations;
- **Selection**: a selection algorithm is used to select among individuals in the current population, the ones that exhibit the best fitness according to the criterion implemented by the selection algorithm itself;
- **Crossover**: a crossover algorithm is performed among selected individuals to produce new individuals by merging the data structures of pairs of individuals;
- **Mutation**: a random mutation is applied to each individual according to a fixed probability threshold and a new generation begins.

In the next sections, we are going to present our settings for the bot detection problem along with the types of algorithms that we leverage for discovering our classification models. We implement evolutionary processes using DEAP (DEAP GitHub. https://github.com/DEAP/deap, accessed on 21 January 2022) library [58] in Python 3.8.12. Furthermore, our Python implementation, including training procedures and discovered models, is accessible on a dedicated repository of GitHub (Evolutionary Twitter Bot GitHub. https://github.com/lurovi/evolutionary-twitter-bot, accessed on 13 April 2022).

### 4.3. Genetic Algorithm

For the GA used in this paper, an individual is a real vector \( \tilde{w} \in \mathbb{R}^d \) where \( d \in \mathbb{N} \). In particular, each individual represents the weights of a neural network with no hidden
layers, a single output perceptron, and a bias fixed to be 0. The hypothesis function has the following form:

$$h^w_{GA}(x) = \text{int}(w \cdot x \leq 0)$$  \hspace{1cm} (8)

where $w \in \mathbb{R}^d$ is the best individual in the GA process. We use the GA process to discover a real vector of weights for the input features so that the components of $w$ that are very close to 0 are those related to the features that the GA does not consider relevant for prediction. On the other hand, components (weights) of $w$ that are large in absolute value are related to features that have significant importance when it comes to classifying a given user account $u$ either as bot or human. The hypothesis function performs a linear combination of the input features weighted according to $w$, then performs the classification by inspecting the sign of the resulting value. A classification model defined in this way may be able to compute interpretable predictions mainly for two reasons. On the one hand, it is possible to discover features that are not meaningful for the prediction by inspecting the components of $w$ that are approximately equal to 0. On the other hand, it is possible to discover features that are important for the prediction by inspecting the absolute value of the corresponding weight, namely, the $j$th component of $w$. Furthermore, by inspecting the sign of this component, it is possible to discover which of the two categories is more likely to be predicted by the feature $j$. In our case, a positive sign for the $j$th component of $w$ means that the feature $j$ potentially predicts a human, while a negative sign means that the feature $j$ potentially predicts a bot. In this setting, we can take advantage of GA to learn the real vector $w$ to maximize a given quality objective related to our detection problem. Specifically, our problem is a single-objective optimization problem in which we want to minimize the following fitness function, that is, the mean squared error.

$$\text{MSE}_{GA}(\tilde{w}, \tilde{X}, \tilde{y}) = \frac{1}{|X|} \sum_{i=1}^{|X|} (h^{\tilde{w}}_{GA}(\tilde{X}^i) - \tilde{y}_i)^2$$  \hspace{1cm} (9)

We are interested in finding a real vector of weights such that:

$$w = \arg \min_{\tilde{w} \in \mathbb{R}^d} \text{MSE}_{GA}(\tilde{w}, \tilde{X}, \tilde{y})$$  \hspace{1cm} (10)

where $\tilde{X} \in \mathbb{R}^{s \times d}$ is a sample obtained by randomly extracting, without replacement, $s \in \mathbb{N}$ with $s \leq n$ observations from training set $X$, while $\tilde{y} \in \{0, 1\}^s$ are the corresponding ground-truth labels. In particular, we repeat this random sampling every generation during the evolutionary process with

$$s \simeq \lfloor 0.6n \rfloor$$

Each generation corresponds to a different random sample from the training set. Moreover, this random sample is balanced in terms of class distribution. In this way, we avoid extracting a sample where a class is overrepresented, and thus we avoid biasing the evolutionary process towards models that are likely to predict the majority class. Since random sampling is repeated at the beginning of each generation, overfitting should be avoided at the end of the evolutionary process. The GA process uses the following settings:

- we generate an initial population of 100,000 individuals using a standard normal distribution for each component of each individual, and we set the evolution to last 220 generations with a hall of fame equal to 100;
- we choose the tournament selection algorithm to perform the selection with the tournament size equal to seven and the number of individuals to select equal to the size of the population;
- we choose two points crossover with crossover probability equal to 0.5;
- we choose Gaussian mutation with zero mean, standard deviation of 300, and an independent probability of 0.15 for performing mutation step with mutation probability equal to 0.3.
We drive the evolutionary process using the training set. At the end of the GA process, we evaluate the total mean squared error of each individual in the hall of fame (i.e., the best individuals that have ever been seen during evolution) in the validation set and choose the individual that minimizes this measure as our classification model.

Model Description

At the end of the evolutionary process, we discover the weight vector \( \mathbf{w} \) described in Table 2. Given a vector \( \mathbf{x} \in \mathbb{R}^{17} \) that contains the features of a Twitter user profile, classification is performed by computing the dot product between \( \mathbf{x} \) and \( \mathbf{w} \), where weights associated with the features that favor humans are assigned a positive sign, while weights associated with the features that favor bots are assigned a negative sign, as stated in Table 2. Once this linear combination is calculated, the classification is performed by inspecting the sign. The higher the absolute value of the linear combination, the more confident the prediction is.

Table 2. Table that describes the absolute values of the weights learned using GA for each feature. In particular, the weights associated with the human category have a positive sign, while the weights associated with the bot category have a negative sign. We highlight in bold the weights associated with the most important features, while we highlight in gray the weights associated with the least meaningful features.

<table>
<thead>
<tr>
<th>ID</th>
<th>Name</th>
<th>Learned Weight</th>
<th>Favored Category</th>
</tr>
</thead>
<tbody>
<tr>
<td>F₀</td>
<td>reputation</td>
<td>1.65</td>
<td>Human</td>
</tr>
<tr>
<td>F₁</td>
<td>listed growth rate</td>
<td>1.50</td>
<td>Human</td>
</tr>
<tr>
<td>F₂</td>
<td>favorites growth rate</td>
<td>0.13</td>
<td>Human</td>
</tr>
<tr>
<td>F₃</td>
<td>friends growth rate</td>
<td>0.54</td>
<td>Bot</td>
</tr>
<tr>
<td>F₄</td>
<td>followers growth rate</td>
<td>1.67</td>
<td>Human</td>
</tr>
<tr>
<td>F₅</td>
<td>statuses growth rate</td>
<td>1.32</td>
<td>Bot</td>
</tr>
<tr>
<td>F₆</td>
<td>screen name length</td>
<td>0.03</td>
<td>Human</td>
</tr>
<tr>
<td>F₇</td>
<td>frequency of words</td>
<td>0.37</td>
<td>Bot</td>
</tr>
<tr>
<td>F₈</td>
<td>frequency of hashtags</td>
<td>0.71</td>
<td>Bot</td>
</tr>
<tr>
<td>F₉</td>
<td>frequency of mentioned users</td>
<td>0.61</td>
<td>Bot</td>
</tr>
<tr>
<td>F₁₀</td>
<td>frequency of retweets</td>
<td>0.93</td>
<td>Bot</td>
</tr>
<tr>
<td>F₁₁</td>
<td>frequency of URLs</td>
<td>1.74</td>
<td>Bot</td>
</tr>
<tr>
<td>F₁₂</td>
<td>words raw counts standard dev.</td>
<td>1.66</td>
<td>Bot</td>
</tr>
<tr>
<td>F₁₃</td>
<td>hashtags raw counts standard dev.</td>
<td>0.13</td>
<td>Bot</td>
</tr>
<tr>
<td>F₁₄</td>
<td>mentioned users raw counts standard dev.</td>
<td>0.68</td>
<td>Human</td>
</tr>
<tr>
<td>F₁₅</td>
<td>tweets similarities mean</td>
<td>0.40</td>
<td>Bot</td>
</tr>
<tr>
<td>F₁₆</td>
<td>tweets lengths standard dev.</td>
<td>0.77</td>
<td>Human</td>
</tr>
</tbody>
</table>

Table 2 shows that the growth rate of the favorites, the length of the screen name, and the standard deviation of the raw counts of the hashtags are the least important features. According to the weights discovered by GA, it appears that reputation, the growth rate of lists, the growth rate of followers, and the standard deviation of tweets lengths are the most important features for human accounts; that is, high values for these features ensure that the model tends to predict a human. This is consistent with what we expect for human profiles, as already stated in Section 3.2. However, the features that contribute the most to the prediction of a bot are the frequency of retweets, the frequency of URLs, the growth rate of tweets, and the standard deviation of the raw counts of words. In particular, bot profiles may exhibit a high standard deviation of raw word counts since most of them tend to repeat a few keywords many times while varying the remaining words. Notice that Equation (8) can be written equivalently as follows:

\[
h_{GA}^{w}(x) = \text{int}(w_{\text{human}} \cdot x_{\text{human}} \leq w_{\text{bot}} \cdot x_{\text{bot}})
\]  

(11)

where \( w_{\text{human}} \in \mathbb{R}^7 \) contains the weights in \( \mathbf{w} \) associated with the features that favor humans, \( x_{\text{human}} \in \mathbb{R}^7 \) contains the features in \( \mathbf{x} \) that favor humans, \( w_{\text{bot}} \in \mathbb{R}^{10} \) contains
the weights in \( w \) associated with the features that favor bots, and \( x_{\text{bot}} \in \mathbb{R}^{10} \) contains the features in \( x \) that favor bots. In this way, we can clearly describe the left component of Equation (11) as the score for human profiles, while the right component is the score for bot profiles, and thus the predicted label is the one that corresponds to the highest of the scores. If we define \( z \in \mathbb{R}^2 \) as the vector that contains the score for humans and the score for bots, we can define a confidence measure as follows:

\[
\text{conf}(z) = |\text{SoftMax}(z, 1) - \text{SoftMax}(z, 2)| \in [0, 1]
\]

where

\[
\text{SoftMax}(z, j) = \frac{e^{z_j}}{\sum_{i=1}^{k} e^{z_i}}
\]

is the soft-max function that converts a vector of real-value numbers into a probability distribution. Equation (12) states that confidence is close to one when the scores are significantly different, while it is close to zero when the scores are approximately equal. This measure enables us to check how much the classification model is confident when predicting the category of a given user profile \( u \). In summary, the weights allow us to clearly understand the characteristics that contribute the most when making a prediction, and the confidence score enables us to check how confident the model is in the prediction of a given Twitter account. As a result, this model is highly interpretable since it consists of a linear combination of the input features that allows checking how the scores in \( z \) are calculated.

### 4.4. Genetic Programming

The main difference between GP and GA is related to the type of individual and the way individuals evolve during the evolutionary process. In the context of GP, an individual is a tree where nodes correspond to user-defined primitives that can be, for instance, any kind of function, while the leaves are the terminals, that is, arguments of the tree and, eventually, randomly generated constants. In the proposed approach, the hypothesis function has the following form:

\[
h_M^{\text{GP}}(x) = \text{int}(M(x) \leq 0)
\]

where \( M : \mathbb{R}^d \rightarrow \mathbb{R} \) is a classification formula based on the best tree generated using GP, according to the fitness function. This tree is a combination of primitive functions applied to terminals and results that have been generated by other primitive functions in the tree. In our setting, the terminals are the \( d \) numerical features that characterize a user account \( u \), and, eventually, one or more ephemeral constants that are randomly generated by a uniform distribution defined on a range of possible values between zero and one. These terminals are chosen to populate the leaves of each tree. Instead, the internal nodes are populated by elements of a set of functions that, in our setting, consists of a set of strongly typed functions described as follows: \( a + b, a - b, ab, 2a, 3a, \frac{a}{2}, -a \), where \( a, b \in \mathbb{R} \). Using this set of primitives enables us to potentially learn a model that resembles a mathematical formula composed of a combination of simple arithmetical operations. A model based on this structure could be interpreted at an operational level, and it can automatically perform feature selection and feature engineering tasks by combining subsets of the original input features that should help to discover the best decision boundaries for our problem. In particular, ephemeral constants randomly sampled between zero and one could play the role of weights or act as biases in some mathematical operation. In this setting, we can use GP to learn a tree-based model \( M \) to maximize a given quality objective related to our detection problem. Specifically, our problem is a bi-objective optimization problem where we want to minimize two fitness functions: the mean squared error and the anti-reciprocal of the number of nodes of a given individual. The mean squared error is defined as follows:
MSE_{GP}(\tilde{M}, \tilde{X}, \tilde{y}) = \sum_{i=1}^{|\tilde{X}|} (h_{GP}(\tilde{X}_i) - \tilde{y}_i)^2 \tag{15}

while

\mathcal{M} = \arg \min_{\tilde{M} \in S_{GP}} F_{GP}\left( \text{MSE}_{GP}(\tilde{M}, \tilde{X}, \tilde{y}), -\frac{1}{|\tilde{M}|} \right) \tag{16}

is the best individual discovered by the evolutionary process, \(S_{GP}\) is the set of all possible trees that can be generated by GP, and \(F_{GP}\) is a weighted combination of the two objective functions of this problem. The second argument of \(F_{GP}\) is the anti-reciprocal of the number of nodes of a given tree, and this quantity is minimized along with the mean squared error to ensure the construction of classification models with a reasonably low number of nodes. This countermeasure should enable us to discover models that are potentially more interpretable than complex models with a large number of nodes and high depth. Resuming the problem of overfitting, \(\tilde{X}, \tilde{y}, \) and \(s\) are defined just as we described in the GA case. We use the same strategy as adopted in the GA process to reduce overfitting while allowing for better generalization of unseen data. In particular, an individual is evaluated on a random sample of training data that corresponds approximately to 60% of it, and because random sampling is repeated at the beginning of each generation, this expedient should avoid overfitting at the end of the evolutionary process. The GP process uses the following settings:

- in the fitness function, we weight 0.60 for the randomized mean squared error and 0.40 for the anti-reciprocal of the number of nodes;
- we generate an initial population of 80,000 individuals using a ramped grow algorithm for each individual with the depth set to be between three and seven. We set the evolution to last 220 generations with a hall of fame equal to 100;
- we choose the tournament selection algorithm to perform the selection with the tournament size equal to eight and the number of individuals to select equal to the size of the population;
- we choose one point crossover for performing crossover step with crossover probability equal to 0.5;
- as regards the mutation step, we choose uniform mutation combined with ramped grow for the construction of the tree that is muting the individual. The generated tree depth is set to be between two and four. Mutation probability is equal to 0.3;
- we set a bloat control that limits the max depth that can be reached by an individual to seven.

At the end of the GP process, we evaluate the total mean squared error of each individual in the hall of fame (that is, the best individuals that have ever been seen during evolution) in the validation set. In particular, for each individual in the hall of fame, we perform a weighted sum consisting of the mean squared error (weighted by 0.60) and the anti-reciprocal of the number of nodes (weighted by 0.40). We choose the individual that minimizes this weighted sum in the validation set as our best-discovered detection model.

Model Description

At the end of the evolutionary process, we discover the formula \(\mathcal{M}\) that represents the best classification model learned using GP. Given a vector \(x \in \mathbb{R}^{17}\) that contains the features of a Twitter user profile, classification is performed by applying \(\mathcal{M}\) to \(x\). Once the resulting value of this formula is calculated, the classification is performed by inspecting the sign. The higher the absolute value of the result, the more confident the prediction is.

Tables 3 and 4 show that \(\mathcal{M}\) is made up of different components, where each component is a function of a subset of features of \(x\). Our formula \(\mathcal{M}\) is simply a weighted sum of the components described in this table, and the classification is performed by inspecting the sign of the result of this weighted sum. In particular, each of the components associated with the human category is weighted 1, and each of the components associated with the
The bot category is weighted −1. With this formulation, we are able to write Equation (14) as follows:

\[ h_{GP}(x) = \text{int}(C_{\text{human}}(x) \leq C_{\text{bot}}(x)) \]  

(17)

where

\[ C_{\text{human}}(x) = C_1(x) + C_2(x) + C_3(x) \]  

(18)

and

\[ C_{\text{bot}}(x) = C_4(x) + C_5(x) + C_6(x) \]  

(19)

In this way, we can clearly describe the left component of Equation (17) as the score for human profiles, while the right component is the score for bot profiles, and thus the predicted label is the one that corresponds to the highest of the scores. Similar to what we have done in Section 4.3, we define \( z \in \mathbb{R}^2 \) as the vector that contains the score for humans and the score for bots. We can leverage Equation (12) to check how much the classification model is confident when predicting the category of a given user profile \( u \). If we compare Table 3 with Table 2, we will observe that, except for the length of the screen name, all the features selected by GP are consistent with the weights learned by GA. In particular, the features reputation, listed growth rate, and followers growth rate, have the highest weight for human profiles in the GA model and are also the main features represented in \( C_{\text{human}} \). Analogously, the features frequency of retweets, frequency of URLs, and the raw word count standard deviation have the highest weight for bot profiles in the GA model and are also the main features represented in \( C_{\text{bot}} \). Moreover, a high mentioned users raw count standard deviation favors human profiles both in GP and in the GA model, since bot accounts probably tend to always mention a target user profile (e.g., a politician for bots that promote political campaigns). On the other hand, an high frequency of hashtags favors bot profiles both in GP and in the GA model, since many bot accounts intensively use hashtags to improve the visibility of published content on Twitter. In summary, the different components of the formula allow us to clearly understand the characteristics that contribute the most when making a prediction, and the confidence score enables us to check how confident the model is in the prediction of a given Twitter account. Moreover, this model is highly interpretable since it consists of simple arithmetical operations applied to a subset of the input features that allow checking how the scores in \( z \) are calculated.

Table 3. The table shows the components of the formula learned using GP.

<table>
<thead>
<tr>
<th>Component ID</th>
<th>Component Formula</th>
<th>Favored Category</th>
</tr>
</thead>
<tbody>
<tr>
<td>( C_1 )</td>
<td>( \frac{2F_1 F_2^2}{F_0} )</td>
<td>Human</td>
</tr>
<tr>
<td>( C_2 )</td>
<td>( \frac{1}{2} F_4 + 0.19123 )</td>
<td>Human</td>
</tr>
<tr>
<td>( C_3 )</td>
<td>( \frac{2}{9} F_{14} )</td>
<td>Human</td>
</tr>
<tr>
<td>( C_4 )</td>
<td>( \frac{11}{9} F_8 )</td>
<td>Bot</td>
</tr>
<tr>
<td>( C_5 )</td>
<td>( \frac{1}{2} (F_{10} + F_{11}) )</td>
<td>Bot</td>
</tr>
<tr>
<td>( C_6 )</td>
<td>( \frac{F_5 F_1}{F_0 F_2} )</td>
<td>Bot</td>
</tr>
</tbody>
</table>

Table 4. The table describes the components of the formula learned using GP.

<table>
<thead>
<tr>
<th>Component ID</th>
<th>Component Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( C_1 )</td>
<td>Combination of listed growth rate and reputation</td>
</tr>
<tr>
<td>( C_2 )</td>
<td>Weighted followers growth rate</td>
</tr>
<tr>
<td>( C_3 )</td>
<td>Weighted mentioned users raw counts standard deviation</td>
</tr>
<tr>
<td>( C_4 )</td>
<td>Weighted frequency of hashtags</td>
</tr>
<tr>
<td>( C_5 )</td>
<td>Mean between frequency of retweets and frequency of URLs</td>
</tr>
<tr>
<td>( C_6 )</td>
<td>Words raw counts standard deviation weighted by screen name length</td>
</tr>
</tbody>
</table>

5. Experimental Phase

In this section, we show how we evaluated our models using the methods presented in [6] as baselines for comparison. In the previous section, we showed that the discovered
models are highly interpretable because it is possible to inspect the individual components of our models and check those that contribute the most to a given prediction. Moreover, we demonstrated that it is possible to compute the confidence level of model predictions using Equation (12) to assess how much our models are confident with a given prediction. Ensuring model interpretability and the possibility to know how much we can trust a prediction of our model through a confidence score is certainly important in order to provide a valid alternative to existing methods for the Twitter bot detection problem. However, we are also interested in checking whether the qualitative performance is comparable to the top-performing models currently available in the literature to ensure good detection accuracy and generalization capabilities on unseen data. To validate the obtained results, the following evaluation metrics were adopted:

- accuracy;
- F1 score;
- Matthews correlation coefficient (MCC) [59].

Table 5 reports the results of the evaluations on TwiBot-20 test set for different detection models, while Table 6 reports the types of property that each method uses to make predictions. In particular, meta-data information is related to properties that are associated with a Twitter user account such as number of followers, number of followings, number of tweets, number of lists, and number of favorites; tweets information is related to the content of a sample of tweets of a given user profile, while neighbors information is related to the graph that can be generated by analyzing follow relationships of the user. By analyzing Tables 5 and 6 we are able to make some relevant observation:

- Yang et al. [36] have the best method with respect to accuracy and F1 score, while Kudugunta et al. [44] have the best method with respect to MCC, and it matches Yang’s model as regards accuracy. However, both methods are based on complex models with low interpretability and, for this reason, it is also extremely difficult to know how much these models are confident when doing a specific prediction and why a specific prediction has been done;
- the top performing method is the only one that leverages meta-data information without accounting for tweets. This may pose a security problem on diverse data with different distributions since prediction does not take into account tweets content and, for this reason, bot accounts can publish any kind of content while ensuring that their meta-data properties are similar to the ones of a legit human profile (e.g., by increasing the number of followers with fake accounts);
- GA and GP models are the third best models with respect to accuracy and MCC and they are the second best models with respect to F1 score, on a par with Lee et al. [37]. This shows that our models are capable of exposing good detection capabilities that are close to the best existing models while ensuring high interpretability of predictions.

Table 5. Performance of the baseline methods on TwiBot-20 test set with respect to the accuracy, F1 score, and MCC, together with qualitative performance of the GA model and the GP model. Each of these models has been trained using the training set, validated using the validation set, and tested for a final assessment using the test set. The results related to the baseline methods are based on the results presented in [6]. For each chosen evaluation metric, we highlight in bold the highest value.
Table 6. Description of the types of information that the described models leverage to perform their predictions.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Meta-data</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Tweets</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Neighbors</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

Table 5 shows encouraging results with respect to detection accuracy. As already stated in Section 3.1, the TwiBot-20 dataset is extremely challenging due to the high heterogeneity of the data contained in it and the multimodal information it can encode. The diversity of users represented in the dataset in terms of domains of interest and geographical locations allows the detection of diversified bot accounts instead of domain-constrained ones. For this reason, this dataset is a valid benchmark dataset for the Twitter bot detection problem. As we can see from the results, even state-of-the-art methods fail in reaching very high accuracy. This means that additional research effort is required to build effective models. Our models are close to the qualitative performance of state-of-the-art methods and, additionally, they are capable of providing interpretable predictions since it is possible to inspect the single weights and components of our classification methods. Therefore, our models represent valid alternatives to existing methods. Figures 5 and 6 show that the error rate converges after approximately 50 generations and remains approximately constant to a value of 0.23–0.25 for the entire evolutionary process. In particular, the error rate in the GA model keeps itself a bit higher than the error rate in the GP model.

After the evaluation phase carried out on the test set, we analyzed some of the classification errors made by the GP model to understand the features that contribute the most to the erroneous predictions. In particular, we analyzed four false positives and four false negatives. False positives are human profiles that are predicted as bots, while false negatives are bot profiles that are predicted as humans. False positives were erroneously predicted as bot accounts because of extremely low reputation and followers growth rate values, often combined with high frequencies of hashtags, retweets, and URLs. Specifically, if the reputation and followers growth rate are not high, then profiles only associated with retweets containing many hashtags and URLs that, at the same time, have no self-published tweets, will probably be predicted as bots in any case. Quite the contrary, false negatives were erroneously predicted as human accounts either because of extremely high reputation and followers growth rate values or as a result of a total absence of tweets. As a matter of fact, if a user profile has no tweets at all, then the GP model will classify it as human by default. This happens because $C_{\text{bot}}(x)$ will be zero. These considerations state that collecting a representative sample of tweets for each profile is required to obtain reliable predictions. Moreover, inactive or recently created accounts are more difficult to be correctly classified because of the scarcity of availability of representative tweets. Interestingly, each of these errors exhibited a low confidence score. To better assess the validation of our training procedure, we repeated the evolutionary processes of GA and GP with the same settings and different seeds and checked whether the models obtained exhibited, on average, the same behavior in the test set Twibot-20 with respect to accuracy, F1 score, and MCC. To this end, we repeated each of the two evolutionary processes nine times and then we computed the mean and standard deviation of the chosen metrics evaluated on the test set. In this statistical calculation, we also included the GA and GP models presented in Table 5. Table 7 shows that repeating the training procedures leads to approximately identical results with respect to the evaluation metrics. This shows that the training procedures described in Section 4 are sufficiently robust. In fact, the standard deviation values are extremely low and the mean values are approximately equal to the scores presented in Table 5.
Figure 5. Plot of error rate statistics over the generations of GA.

Figure 6. Plot of error rate statistics over the generations of GP.

Table 7. Mean and standard deviation of multiple executions of the training procedures based on GA and GP.

<table>
<thead>
<tr>
<th>Statistic</th>
<th>GA</th>
<th>GP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>Mean</td>
<td>0.7511</td>
</tr>
<tr>
<td></td>
<td>Std dev.</td>
<td>0.0045</td>
</tr>
<tr>
<td>F1 score</td>
<td>Mean</td>
<td>0.7789</td>
</tr>
<tr>
<td></td>
<td>Std dev.</td>
<td>0.0032</td>
</tr>
<tr>
<td>MCC</td>
<td>Mean</td>
<td>0.4974</td>
</tr>
<tr>
<td></td>
<td>Std dev.</td>
<td>0.0092</td>
</tr>
</tbody>
</table>

Figure 7 shows that, according to the evaluation step carried out using the TwiBot-20 test set, our classification models are more confident when making a correct prediction than an erroneous one, and therefore the reliability of a given prediction should be, on average,
higher when the model exhibits a high confidence score for the prediction at hand. On the contrary, if the confidence score is low, then we are less likely to trust a given prediction.

Figure 7. Box plot of confidence scores computed on the test. Confidence scores are partitioned by misclassifications and correctly classified records.

Finally, Table 8 shows different executions of the GP training procedure with different weighting strategies for the involved fitness functions. The table demonstrates that models with lower size exhibit lower detection accuracy, while trees with a higher number of nodes correspond to ML models with better qualitative performance. As a result, increasing the weight for the error rate leads to more complex models with a larger number of nodes and higher scores. That being said, the choice of the best model relies on finding a reasonable trade-off between detection accuracy and formula interpretability. Figure 8 shows that starting from the models described in the aforementioned table, it is possible to obtain three different Pareto frontiers. Each Pareto frontier is a set of non-dominated solutions. A Pareto frontier dominates another Pareto frontier if the former is located in an upper right corner with respect to the latter. As we can see from the plot, an higher F1 score corresponds to an higher number of nodes.

Table 8. Set of possible Pareto frontiers generated by executing different evolutionary processes with different weights for the fitness function. The final models were evaluated using the TwiBot-20 test set.

<table>
<thead>
<tr>
<th>Seed</th>
<th>Max Depth</th>
<th>MSE Weight</th>
<th>Size Weight</th>
<th>Size</th>
<th>Accuracy</th>
<th>F1</th>
<th>MCC</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>16</td>
<td>0.95</td>
<td>0.05</td>
<td>97</td>
<td>0.7796</td>
<td>0.7945</td>
<td>0.5409</td>
</tr>
<tr>
<td>2</td>
<td>14</td>
<td>0.90</td>
<td>0.10</td>
<td>116</td>
<td>0.7701</td>
<td>0.7943</td>
<td>0.5357</td>
</tr>
<tr>
<td>3</td>
<td>12</td>
<td>0.85</td>
<td>0.15</td>
<td>54</td>
<td>0.7667</td>
<td>0.7896</td>
<td>0.5289</td>
</tr>
<tr>
<td>4</td>
<td>11</td>
<td>0.80</td>
<td>0.20</td>
<td>70</td>
<td>0.7650</td>
<td>0.7891</td>
<td>0.5254</td>
</tr>
<tr>
<td>5</td>
<td>10</td>
<td>0.75</td>
<td>0.25</td>
<td>64</td>
<td>0.7642</td>
<td>0.7859</td>
<td>0.5240</td>
</tr>
<tr>
<td>6</td>
<td>9</td>
<td>0.70</td>
<td>0.30</td>
<td>65</td>
<td>0.7796</td>
<td>0.7920</td>
<td>0.5414</td>
</tr>
<tr>
<td>7</td>
<td>8</td>
<td>0.65</td>
<td>0.25</td>
<td>65</td>
<td>0.7701</td>
<td>0.7930</td>
<td>0.5357</td>
</tr>
<tr>
<td>8</td>
<td>7</td>
<td>0.60</td>
<td>0.40</td>
<td>44</td>
<td>0.7557</td>
<td>0.7758</td>
<td>0.5075</td>
</tr>
<tr>
<td>9</td>
<td>6</td>
<td>0.50</td>
<td>0.50</td>
<td>26</td>
<td>0.7616</td>
<td>0.7797</td>
<td>0.5200</td>
</tr>
<tr>
<td>10</td>
<td>5</td>
<td>0.40</td>
<td>0.60</td>
<td>27</td>
<td>0.7608</td>
<td>0.7874</td>
<td>0.5168</td>
</tr>
<tr>
<td>11</td>
<td>4</td>
<td>0.30</td>
<td>0.70</td>
<td>16</td>
<td>0.7430</td>
<td>0.7686</td>
<td>0.4809</td>
</tr>
<tr>
<td>12</td>
<td>4</td>
<td>0.20</td>
<td>0.80</td>
<td>14</td>
<td>0.7557</td>
<td>0.7772</td>
<td>0.5071</td>
</tr>
</tbody>
</table>
Figure 8. Pareto frontiers that can be extracted from the models described in Table 8. Each point in this scatter plot is a solution presented in the aforementioned table. Non-dominated solutions are thus grouped together using the same color.

6. Discussion

Detecting bot accounts on Twitter is extremely difficult because of the high variety and heterogeneity that bot profiles exhibit. However, it is possible to build ML models that can leverage different sources of information to detect a good percentage of bot accounts. Currently, apart from [6], there are no consistent baselines and benchmark datasets that can be jointly leveraged in order to learn more sophisticated and effective models. For this reason, we believe that more research effort is required. The key challenge is providing datasets with high heterogeneity and different types of information. For example, every attribute that can be associated with a single tweet, such as the favorite count and timestamp, can be used to build more effective ML models that take advantage of different kinds of properties. Finally, in light of what we discovered through the experiments described in this work, we can try to give an answer to the research questions presented in Section 1.

- **RQ1**: is it possible to obtain interpretable models with good generalization capabilities? It is possible to obtain models with good detection accuracy and a low number of components. A simple model has clearly more chance of being interpretable, but it is not trivial to ensure that interpretable models are able to exhibit good qualitative performance at the same time. In this work, we demonstrated that with evolutionary algorithms it is possible to discover interpretable models with good detection accuracy. However, we believe that using additional types of features that better encode anomalous behavior of Twitter profiles would enable us to learn more effective models that can be interpretable at the same time.

- **RQ2**: can we trust the predictions of ML models based on Twitter bot detection? It is not trivial to define a measure of reliability for an ML model. In this work, we defined a confidence score and we checked whether this measure is high when the model performs a correct prediction, based on the data available. The results are encouraging and, therefore, the possibility of using other consistent datasets as benchmarks would increase the probability of defining a trustworthy confidence score that allows us to know whether we can trust a given prediction.
7. Conclusions

We proposed a novel approach to the Twitter bot detection problem that takes advantage of evolutionary computation techniques such as genetic algorithms and genetic programming methods. We implemented two classification models for the identification of bot accounts on the Twitter platform: the first one is based on learning a linear combination of hand-made features that identify a given user account using genetic algorithms, and the second one is based on building a decision tree-like model using genetic programming with a set of logic primitives that can automatically insert within the GP evolutionary process feature selection and feature engineering processes. We showed that, especially with GP, it is possible to build a detection model that represents a trade-off between model intrinsic interpretability and detection accuracy. Moreover, varying the initial set of features, the set of primitives, and the classification strategy in a GP framework may lead to the discovery of a wide range of potentially different kinds of models that may exhibit different detection performance as well as different interpretability capabilities, and this allows for further investigation of evolutionary computation methods to solve these kinds of classification problems.
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The following abbreviations are used in this manuscript:

- ML: Machine Learning
- API: Application Programming Interface
- OSN: Online Social Networks
- SVM: Support Vector Machine
- CNN: Convolutional Neural Network
- GCNN: Graph Convolutional Neural Network
- GAN: Generative Adversarial Network
- GA: Genetic Algorithms
- GP: Genetic Programming
- MCC: Matthews Correlation Coefficient
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