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Abstract: Text classification in the long-text domain has become a development challenge due to
the significant increase in text data, complexity enhancement, and feature extraction of long texts in
various domains of the Internet. A long text classification model based on multi-feature weighted
fusion is proposed for the problems of contextual semantic relations, long-distance global relations,
and multi-sense words in long text classification tasks. The BERT model is used to obtain feature
representations containing global semantic and contextual feature information of text, convolutional
neural networks to obtain features at different levels and combine attention mechanisms to obtain
weighted local features, fuse global contextual features with weighted local features, and obtain
classification results by equal-length convolutional pooling. The experimental results show that the
proposed model outperforms other models in terms of accuracy, precision, recall, F1 value, etc., under
the same data set conditions compared with traditional deep learning classification models, and it
can be seen that the model has more obvious advantages in long text classification.

Keywords: text classification; multi-feature fusion; pretraining model; neural networks

1. Introduction

In today’s exponential growth of data, the processing and summarization of massive
text data on the Web have become an important issue, and how to organize and classify
the content diversity of different data in various fields has been a common concern. Text
classification is an important research direction in the field of natural language processing.
Text categorization is based on the feature extraction and analysis of text data and is
classified automatically according to the preset classification system. Text tasks [1–5] are
of great importance in several fields. For the text task of Chinese, due to the intricate
semantic information and strong correlation of contextual information, and according
to the length of the text, it can be divided into long text and short text. The semantic
complexity of the long text and the difficulty of extracting relevant features also affect the
effect of text classification.

Researchers have now proposed various classification algorithms and models based
on machine learning and deep learning and achieved good classification results. With
the development of machine learning, researchers have replaced the traditional manual
classification method with machine learning. Applied it to text classification tasks by
improving machine learning algorithms [6–10].

With the introduction of the development of deep learning [11–14] into the field of text
classification, the research on classification methods has achieved great success. Kim [15]
proposed to use the trained word vectors for feature extraction using convolutional neural
networks. However, the convolutional neural networks can only extract local feature
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information and cannot complete full-text features. R Johnson et al. [16] proposed a
deep convolutional neural network combined with residual connectivity [17] to alleviate
the DPCNN model of deep networks, which solved the problem of feature dependence
on the long-distance text and effectively improved the semantic depth of word features.
Pota et al. [18] proposed to analyze the learning process of convolutional networks used
for problem-solving classification and verified that the optimization resulted in higher
classification accuracy.

Based on long short-term memory network [19] can add location information to obtain
full-text semantic structure. Chang Xu [20] et al., proposed an improved variant multi-
channel RNN model for dynamically capturing and exploiting local semantic structure
information and combined with an attention mechanism to capture local structure and
dependencies in sentences. Du Jie et al. [21] proposed to learn multiple information
simultaneously through a gating mechanism with LSTM, such as sequence information
and lexicality, to achieve high accuracy in classification.

Some scholars proposed to introduce the attention mechanism applied in the image
domain into text classification to evaluate the importance of each feature to the current
task and distinguish the secondary features from the primary features. Zhou et al. [22]
proposed an attention-based mechanism combined with BiLSTM to capture important
semantic information in sentences; it can improve the efficiency of the text representation
task. Zheng et al. [23–25] proposed a multi-headed attention-based mechanism-based
semantic representation network, which can obtain semantic information at different levels
to enhance the semantic representation of sentences.

To better feature extraction of text, the proposed pre-training model has become the
main research approach for text-related tasks. The BERT pre-training model proposed in
2018 [26] is a bidirectional deep language model based on the Transformer model [27]. Its
attention mechanism can capture bidirectional contextual semantics, and BERT processes
word vectors through a pre-training model, solving the problem of polysemy of static word
vectors. Subsequent researchers have improved the BERT model [28,29], but all of them
have problems, such as requiring more training data and training time, or the performance
of the model also decreases.

To address the problems of incomplete feature representation and difficulty in captur-
ing text dependencies over long distances in long text classification tasks. Sanda et al. [30]
conducted a comparative analysis of text feature representation models and verified the
impact of text feature representation on the classification effect. In addition, multiple
network models were combined [31–34] to apply feature fusion to text classification tasks
with good results. Jang et al. [35] proposed a hybrid model of BiLSTM and CNN based on
the attention mechanism, which captures the correlation of adjacent words to improve the
classification accuracy. Abdi et al. [36] proposed a multi-feature fusion approach based on
LSTM for classification, which overcomes the problems such as word order and information
disappearance in traditional methods.

In this paper, on studying various current feature vector processing and classification
models, we summarize and analyze the advantages of feature vector representation for
text tasks and propose a new study of text classification based on multi-feature weighted
fusion extraction for feature extraction and classification effect of long text. The global
features containing contextual information are obtained by processing the text data with
the BERT model, and the convolutional pooled features are fused with the features from
the upper-level convolution in the TextCNN model, and the weighted representation is
combined with the attention mechanism. The global features and multi-level weight local
features are stitched together and then input into the equal-length convolutional block
of the convolutional pooling layer of the network structure for feature extraction, which
solves the text long-distance dependency problem and uses the obtained feature vectors
as classification inputs, and finally obtains the classification results. The results show that
all the metrics are better than the traditional deep learning classification models under the
same dataset conditions.
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2. Materials and Methods
2.1. DataSet

The experimental data in this paper use the Chinese text classification THUCNews [37]
open-source dataset introduced by the Natural Language Processing Laboratory of Ts-
inghua University and the Sohu all-news dataset [38] compiled by Sogou Lab.

THUCNews was generated by filtering and filtering historical data from the Sina
News RSS feeds between 2005 and 2011 and contains 740,000 news documents (2.19 GB),
all in UTF-8 plain text format. Based on the original Sina News classification system, we
re-integrated and divided 14 candidate classification categories: finance and economics,
lottery, real estate, stocks, home, education, technology, society, fashion, current affairs,
sports, horoscope, games, and entertainment.

The data set compiled by Sogou Lab comes from news data from 18 channels, including
domestic, international, sports, social, entertainment, finance, education, science, and
technology, during 2012 in Sohu News, and is organized according to the data format to
provide URL and body information, for example Table 1.

Table 1. Sample data of SoHu News.

Data Format

<doc>
<url>Page URL</url>
<docno>Page ID</docno>
<contenttitle>Page title</contenttitle>
<content>Page content</content>
</doc>

In this paper, the ten news categories of finance, real estate, education, technology,
society, current affairs, sports, horoscope, games, and entertainment, which have the largest
audience in the two datasets, are selected respectively.

2.2. Methods

In this paper, we propose a long text classification model based on multi-feature
weighted fusion, like Figure 1, in which the word embedding representation of the model
is vectorized by the word embedding layer of the BERT model, and then the word vector
representation is passed through the parallel network structure of BERT and convolutional
neural network, respectively, to extract global semantic features according to the efficient
learning of text semantics by the BERT model, and the local features of the text sequence by
the TextCNN model. The global features and semantic associations of text are obtained and
the weighted local features are obtained at the same time, and the global features and the
weighted local features are vector fused and obtain the multi-feature word vector represen-
tation. Compared with single features, the multi-feature representation can obtain global
contextual semantic and local important information and reduce the secondary feature
representation by weighting the local features, which improves the diversity of feature
representation and enhances the acquisition of text information. The vector representation
of multi-features is input to capture long-distance-dependent equal-length convolutional
blocks for feature extraction, and finally, the text classification results are obtained by fully
connected layers combined with Softmax.
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2.2.1. Word Embedding Layer

Word embeddings are intermediate representations that capture the semantic patterns
between words, and the paper [39] verified that more informative word embedding repre-
sentations could effectively improve the accuracy of classification tasks. The input vector
of the BERT model is stitched by three vectors: Word Embedding, Segment Embedding,
and Position Embedding, and [CLS] and [SEP] are added at the head and tail of the text, it
indicates the beginning and end position of text information respectively. Word embedding
transforms words in the text into vectors of fixed dimensions. Two special flags are inserted
at the beginning and end. Sentence segment embedding can deal with sentence pairs
of input text, representing the semantic similarity of multiple sentences, and different
sentences have different feature representations. Position embedding encodes the position
information of words in the text into a vector. Unlike Transformer, which uses a fixed sine
and cosine function, the position embedding in BERT is obtained by model learning. The
word embedding representation of the BERT model is obtained by adding the three vector
embedding representations.

2.2.2. Feature Fusion Layer

TextCNN is a representative neural network model that introduces a convolutional
neural network into natural language processing for text classification. The model combines
the trained language model with a neural network, captures the local features of text vectors
by the convolutional neural network, and automatically combines and filters the features by
convolutional kernels of different sizes to obtain different text feature information. Through
the pooling layer, the main feature information is kept unchanged while the dimension is
further reduced, which effectively prevents the overfitting of the model and improves the
generalization ability of the model. In the pooling selection, the maximum pooling is used
to extract the most effective feature information in the text.

The input word vector is represented in its model as:

V(i:n) = v1 ⊕ v2 ⊕ · · · ⊕ vn (1)

where vi denotes the k-dimensional representation of the ith word in the text in the vector,
⊕ denotes the word vector connection, n denotes the number of words in the text, and the
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stitched text vector-matrix Vi:n is fed into the convolution layer to extract local features
through the convolution kernel. The convolution process of text features is performed in
one direction of the text sequence, and a word in the text has a certain word dimension
when vector representation is performed, so the text sequence is an n*k matrix when vector
representation is performed. The TextCNN network model contains several convolution
kernels of different sizes during convolution, and the convolution formula is as follows.

ci = tanh(w·vi:i+h−1 + b) (2)

C = [c1, c2, · · · , cn−h+1] (3)

where w is the convolution kernel parameter, h is the convolution kernel width, w ∈ Rhk,
b is the bias term, tanh is the activation function, and C is the feature output after the
convolution layer extraction.

Each convolution operation is equivalent to a feature vector extraction. By defining
different convolution windows, different feature vectors can be extracted. After Max
Pooling, the feature vectors are filtered for maximum features and stitched to form a text
vector representation. The word vector matrix with local features is obtained by reducing
the feature dimension of the pooling layer to select the maximum features in the region.
While acquiring text features through convolutional pooling, to acquire more features at
different levels, the features Tb obtained from the pooling layer are combined with the
features Ta obtained from the higher convolutional layer, and obtain the multi-level features
T in the text convolution process, and the information fusion of the two input channels is
obtained by element-level summation, and the computational effort is simplified. Where Ti
denotes the word vector dimension representation of the i-th word of the text.

T =
[
Ta1 + Tb1 · · · Tan + Tbn

]
(4)

where Ta is the features obtained by the first layer of convolution, Tb is the features obtained
after pooling, and T is the multi-level feature output vector representation combined.

Weights are added according to the degree of local features’ representation of text
semantics in the attention mechanism, and the weight ratio of minor features in the multi-
feature representation is reduced in the subsequent splicing with global features so that
the influence of the secondary features on the spliced semantic feature representation is
avoided. The weighted local features are obtained by attention calculation of the combined
multi-level feature representation T through the attention mechanism. The initial weights
are given to the vectors by attention and the weights are updated by training.

βi = tanh(WTi + b) (5)

Normalized probability representation of attention weights by Softmax function:

hi =
exp(βi)

∑n
1 exp(βk)

(6)

The weighted local features H are obtained by attentional computation of the combined
multilevel feature representation T through the attentional mechanism:

H = ∑n
1 hiTi (7)

Weights are added according to the degree of local features’ representation of text
semantics in the attention mechanism, and the weight ratio of secondary features in the
multi-feature representation is reduced in the subsequent splicing with global features, can
avoid their influence on the semantic feature representation after fusion.

In the process of BERT pre-training, a large amount of dataset and computational
resources are required. In this paper, we use the Chinese pre-training model Bert-base-
Chinese provided by Google as the base pre-training model and fine-tune it on this basis.
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The word vector matrix is passed through the Self-attention layer by the BERT model,
which enables the Encoder to learn the contextual information of the text while encoding.
Then it passes through a layer of Add&Norm layer, which is normalized to make the
output with mean and standard deviation. After that, it goes to the fully connected layer
of the feedforward neural network. Where xi denotes the word vector representation of
the i-th word.

X = (x1, x2, · · · , xn) (8)

Reference DenseNet [40] uses a dense concatenation mechanism to stitch the text
feature vectors output from the two models, and two or more features are spliced according
to the channel or dimension. By adding weights to the local feature vectors, it can prevent
certain local features from affecting the representation of global features on text semantics,
and finally get a new feature representation is finally obtained. In terms of feature informa-
tion fusion, in this paper, while fusing global features and local features, the local features
are weighted and modified in combination with the attention mechanism, as shown in
Equation (9), with n being the vector dimension.

E(e1, · · · , en) =
[
Xx1 ·Hh1 , · · · , Xxn ·Hhn

]
(9)

The weight factor makes the features important to the task more obvious in the local
features, reduces the influence of the secondary information in the local features on the
global semantic information, and finally obtains the text semantic feature vector after
multi-feature fusion.

2.2.3. Convolution Pooling Layer

When convolution is performed in conventional convolutional networks, often the text
sequence length is continuously reduced and some long-distance text feature dependencies
are lost. To solve this problem, the text sequence length is kept constant after extraction
by equal-length convolution, and each word in the sequence and its left and right features
are compressed and fused. Therefore, each word of the input sequence gets the contextual
information of the words within a certain range to its left and right, and after convolution,
each word also obtains a more accurate semantics reinforced by the contextual semantics of
the range. After continuous deep convolution, the semantics of longer distance is captured
and deeper semantic information is obtained.

In this paper, the equal-length convolutional block is proposed as feature extraction,
and for the problems of long text with difficult information extraction and features that
have been lost, its equal-length convolution is constituted as 2 × 1 convolutional pooling.
Like Figure 2, the text sequence is subjected to equal-length convolution with 1/2 pooling
layer for feature extraction of the sequence, and the sequence output by the pooling layer is
expanded twice for each word to capture the contextual semantics within a certain range.
The convolutional block consists of two layers of equal-length convolution to improve the
richness of the word embedding representation. After each convolutional block, a pooling
layer of size 3 and step 2 is used to obtain the intermediate feature representation, and the
cited ResNet [17] residual connection is introduced to prevent the gradient dispersion and
the low weight of the convolutional layer by deepening the number of network layers.

The feature vector representation matrix E after multi-feature fusion is passed through
equal-length convolution combined with 1/2 pooling for feature extraction, and its network
structure extracts long-distance dependencies of text and more feature information, and
finally, the text feature vector is passed through a fully connected layer combined with
Softmax to obtain the final classification results.
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3. Results
3.1. Experimental Environment and Design

The experimental environment used in this paper is set up with an interpreter of
Python 3.9, an operating system of Windows 10, a deep learning framework of Pytorch, a
server CPU of Intel(R) Core(TM) i9-10900, a running memory of 32 G, and a GPU graphics
card of NVIDIA GeForce GTX 2060. In the text classification, Adam optimizer was chosen
for the task experiments [41]. To verify the classification effectiveness of the model on the
classification task with other network models, several comparison models are introduced in
the experiments in this paper, namely TextCNN [15], BiLSTM [19], BERT [26], DPCNN [16],
BiLSTM+CNN [31], and BTCDC.

3.2. Scoring Criteria

The evaluation metrics of this experiment for the THUCNews open-source dataset
are accuracy and Macro-averaging F1 scores for multiple categories. The macro-averaging
calculates the F1 score for each category and then obtains the arithmetic mean of F1 values
for all categories. The evaluation metrics are calculated as follows:

1. Accuracy

The accuracy rate in the classification task indicates the number of correctly classified
samples as a percentage of the total number of samples:

Accuracy =
TP + TN

TP + FP + TN + FN
(10)

2. Precision

The precision rate in the classification task indicates the number of correctly classified
positive samples as a percentage of the number of samples judged to be positive:

Precision =
TP

TP + FP
(11)

3. Recall

Recall in a classification task represents the number of correctly classified positive
samples as a percentage of the true number of positive samples:

Recall =
TP

TP + FN
(12)

4. F1 value
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The F1 value in the classification task indicates the performance of the combined
evaluation accuracy and recall:

F1 =
2× Precision× Recall

Precision + Recall
(13)

5. Macro Average

Macro averages in multiclassification tasks represent the average of indicators across
all categories:

MacroF =
∑n

i=1 Fi

n
(14)

In the above calculation equation. TP is the number of positive samples predicted
to be positive, FN is the number of positive samples predicted to be negative, FP is the
number of negative samples predicted to be positive, and TN is the number of negative
samples predicted to be negative.

3.3. Experimental Results
3.3.1. Experimental Results on the THUCNews Dataset

All the above comparison models were experimented with and analyzed on the
THUCNews open source dataset of Tsinghua University. To reduce the model errors,
the results were compared for multiple experiments and the mean value of the total
experimental results was taken for the experimental comparison. The accuracy and macro-
average values of each model were obtained from the classification performance of each
model on the dataset, and the experimental results of multiple models were compared
in groups to verify the influence of different models on the classification results. After
the experiment the experimental results of each model are shown in Table 2, and the
experimental cases are shown in Table 3.

Table 2. Experimental results on the THUCNews dataset.

Model Accuracy (%) Macro-F (%)

TextCNN 93.25 93.17
BiLSTM 93.34 93.36

BERT 94.58 94.59
DPCNN 93.56 93.57

BiLSTM+CNN 93.73 93.71
BTCDC 95.27 95.26

3.3.2. Experimental Results on Sohu News Dataset

To evaluate the effectiveness of the model results, this paper collates a sample of
100,000 Sohu all-news datasets collected by the Sogou Lab for secondary comparison
experiments to verify the classification effect of the model under long text categories. If
the dataset categories are the same as the above experimental categories, the length of the
statistical data set text sequences is shown in Figure 3.

To avoid some interference factors caused by the imbalance of data amount, the data
of different text lengths in the data set are counted. When sorting out the data set, the
proportion of the number of short texts and long texts is modified, and the data set with
the text sequence length of [500, 1600] is selected for experiments to verify the classification
performance of the model under different length text data sets. The results of Experiment 2
are shown in the following table.
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Table 3. Classification results for the THUCNews dataset (Chinese Expression).
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Lautaro is in great form, scoring 11 goals in the last 11 games. In 
Serie A, he scored 19 goals, which is a new high, and although he 
ranks third in Serie A, he has fewer penalty kicks, only 3, and both 
Immobile (27 goals) and Vlahovec (23 goals) have more penalty 
kicks, scoring 7 in front and 5 behind. So sporting war goals, Lautaro 
progressed a lot. Lautaro’s outbreak for Argentina World Cup is def-
initely good, there is such a fierce, Messi World Cup trip is stable, 
right? There is no doubt that Messi has an additional helper. Lau-
taro, Di Maria, Messi is definitely the top match. There should also 
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Figure 3. Text length distribution of Sohu News dataset.

From the experimental results of Sohu News in Table 4, it can be seen that the classifi-
cation accuracy of the model proposed in this paper obtained by the convolutional pooling
network after fusing the weighted local features with the global features is higher than
other models in the case of increasing text length.
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Table 4. Experimental results on Sohu News dataset.

Model Accuracy (%) Macro-F (%)

TextCNN 92.36 92.32
BiLSTM 92.84 92.91
DPCNN 92.97 92.94

BiLSTM+CNN 94.29 94.33
BERT 94.41 94.42

BTCDC 96.08 96.09

3.3.3. Ablation Experiments Result

To better verify the role of each module in the model, corresponding ablation experi-
ments are designed, where BTCDC-B is the model after ablating global features; BTCDC-
ATT is the model after ablating attention weights of local features; BTCDC-MC is the
model after ablating multi-level local feature fusion; BTCDC-EP is the model after using
general convolution pooling layer instead of equal-length convolution pooling layer. The
experimental results are shown in Table 5.

Table 5. Accuracy of each model on the ablation experiment.

Model THUCNews SouHuNews

BTCDC 95.27 96.58
BTCDC-ATT 94.12 93.14
BTCDC-MC 94.36 93.51

BTCDC-B 93.85 92.74
BTCDC-EP 94.68 93.89

4. Discussion
4.1. Discussion of Experimental Results on the THUCNews Dataset

From Figure 4, it can be seen that when a single model is used for the classification
task, the convolutional pooling of the conventional convolutional neural network and the
bi-directional extraction of the BiLSTM perform similarly in the text processing, so it can be
seen that the difference between the convolutional neural network and the recurrent neural
network classification results is not large, and both local and global features perform well
in the text classification task.
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Compared with the traditional convolutional neural network TextCNN, the deep
pyramidal convolutional neural network DPCNN model using deep convolution has a more
dominant performance on the classification task; the reason is that its deep convolutional
network can better learn the long-range dependencies of text sequences so that the deep
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network will perform better in feature extraction. In the paper [42], the deep confidence
network in the text classification task significantly outperforms the classical algorithm.
And with the BERT training model in the process of powerful pre-training, it can obtain
better text semantic information. After fine-tuning the classification task, the combination
of a fully connected layer and Softmax classifier can also achieve better results. The reason
is that the Transformer structure in the model, combined with the pre-training method
and self-attention mechanism, achieves better results in text context semantic learning
association. In one of the papers [43], it is again verified that the pre-training approach
based on a large corpus can enhance the classification effectiveness by improving the word
embedding representation.

By fusing the global feature representation of the BiLSTM with the local features
extracted by the convolutional network, the classification results are better compared to
other single-feature models. The bidirectional long and short-term memory network can
obtain global semantic features and location information of the text sequences. More
information in the text can be obtained through the dual feature representation combined
with the convolutional network. Research [44] verified the effectiveness of local features
with global semantics for the classification task.

The text classification task often has a range effect of both global and local features
on the classification effect, and incorporating certain semantic information can improve
the classification performance of the text. In this model, after splicing global features with
multi-level weighted local features, the global features are obtained while also focusing on
some important local features. In addition, the local features contain different multi-level
features, which can obtain a richer semantic representation of text features, and combined
with deep isometric convolution and pooling, can better capture the text’s long-range
dependencies. Compared with other comparison models, it achieves better classification
results on the THUCNews data set.

4.2. Discussion of Experimental Results on the Sohu News Dataset

From the experimental results of Sohu News in Figure 4, it can be seen that in the
experimental comparison of long text selected from the Sohu News public dataset, the
experimental results of the single model are somewhat less accurate under the long text
category compared to the short text category. The long text sequences cause the model to
be more difficult to learn the semantic association of context and not easy to capture more
of the long text sequences when convolution pooling to extract features. The BERT model
does not differ much from the short text category in terms of its pre-training model and
efficient global feature learning.

From the accuracy change trend graph in Figure 5, it can be seen that the accuracy
of the model shows a gradual increase after the number of iterations is increased. In the
long text classification scenario, the model with the fusion of global features and local
features has a better classification effect than in the short text scenario. The model also
outperforms other models on the dataset with increasing text sequences, which indicates
that the fusion of global feature learning and multi-level feature combination with weighted
local features is more effective for the classification of long text sequences. The feature
extraction with multi-level convolutional pooling can obtain better feature representation
results, which helps to improve the classification performance of the model, and verifies
that the fusion of multi-level weighted local features with global features is validated for
long text classification tasks.

4.3. Discussion of the Results of Ablation Experiments

From the results of the ablation experiments in Figure 6, it can be seen that the classifi-
cation effect is significantly lower on vector representations lacking global features. The
accuracy rate is significantly lower on long text datasets, indicating that the classification
effect is better after fusing global features containing contextual semantics. The attention
mechanism can focus more on the important elements in the model and effectively improve
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the fused feature representation. In addition, with the addition of multi-level local feature
fusion and equal-length convolutional pooling, it can better represent the features and
improve classification efficiency.
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5. Conclusions

Currently, the field of text classification has become a popular application in the field
of natural language processing, and many scholars have carried out research work on this
application area. This paper first summarizes the research progress in the field of text
classification in recent years by summarizing some basic models, improvement points,
advantages, and disadvantages of the existing research results. Finally, this paper proposes
a text classification model based on a pre-trained model with multiple feature fusion,
aiming to solve the problems of insufficient feature extraction and information fusion
for the field of long text classification. The method firstly inputs word vectors into the
BERT model and convolutional neural network in parallel, and the local features combined
with different levels of features are obtained by the convolutional neural network, which
increases the semantic information representation of features. In addition, the weighted
local feature vectors are obtained by combining attention mechanisms, which reduces
the influence of multiple features. However, in the local feature extraction of long text,
often some information of the original features will also be lost in this process, and further
optimization of the attention mechanism in the weight of local features can be tried in the
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future. Then the global features obtained by the BERT model are spliced with it to obtain
the fused feature representation. The long-range feature representation of text sequences is
captured by an equal-length convolutional network, and the contextual semantic global
features obtained by the BERT model combined with the weighted multi-level local features
can enrich the feature information while effectively avoiding local features from affecting
the overall feature performance.

The experimental results show that the proposed model performs well on the publicly
available news text dataset, and the classification effect and accuracy are significantly im-
proved compared with other network models. This paper investigates the combination of
neural networks and pre-trained models in the field of text classification to further improve
the semantic representation of text features. However, due to the difficulty of text informa-
tion representation and the complexity of text content, information fusion and acquisition
are still the focus and difficulty in this field. In the future, we will continue to combine
deep learning models in text tasks [45], further investigate enhanced semantic information
and better text feature representation methods for long text tasks, the representation of
global feature information by pre-trained models with attention mechanisms to represent
text semantics, and the combination of external semantic information, etc. to obtain better
feature representation.
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