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Abstract: Nowadays, China is faced with increasing downward pressure on its economy, along with
an expanding business risk on listed companies in China. Listed companies, as the solid foundation
of the national economy, once they face a financial crisis, will experience hazards from multiple
perspectives. Therefore, the construction of an effective financial crisis early warning model can help
listed companies predict, control and resolve their risks. Based on textual data, this paper proposes a
web crawler and textual analysis, to assess the sentiment and tone of financial news texts and that
of the management discussion and analysis (MD&A) section in annual financial reports of listed
companies. The emotional tones of the two texts are used as external and internal information sources
for listed companies, respectively, to measure whether they can improve the prediction accuracy
of a financial crisis early warning model based on traditional financial indicators. By comparing
the early warning effects of thirteen machine learning models, this paper finds that financial news,
as external texts, can provide more incremental information for prediction models. In contrast, the
emotional tone of MD&A, which can be easily modified by the management, will distort predictions.
Comparing the early warning effect of machine learning models with different input feature variables,
this paper also finds that DBGT, AdaBoost, random forest and Bagging models maintain stable and
accurate sample recognition ability. This paper quantifies financial news texts, unraveling implied
information hiding behind the surface, to further improve the accuracy of the financial crisis early
warning model. Thus, it provides a new research perspective for related research in the field of
financial crisis warnings for listed companies.

Keywords: textual analysis; emotional tone; machine learning; financial crisis early warning

1. Introduction

The financial situation of listed companies has attracted the attention of government
departments, shareholders, business operators, creditors and other stakeholders in pace
with the development of the capital market. Academics have also been committed to
exploring effective financial crisis recognition indicators and constructing a more accurate
financial crisis warning model to improve the predictive capability of listed companies’
financial crises. In terms of the selection of crisis recognition indicators, most scholars focus
more on standardized financial data and less on non-standardized textual information.
Textual information, as a newer data element, contains richer emotions. Thus, the sentiment
analysis of textual information turns out to be an effective supplement to financial indicators.
This paper quantifies the sentiment and tone of MD&A sections in the annual financial
reports of listed companies and financial news texts, combining them with traditional
financial indicators, respectively, to form new input feature variables. Furthermore, it
constructs different financial crisis early-warning models based on thirteen representative
machine learning methods. The study puts textual information and traditional financial

Appl. Sci. 2022, 12, 6662. https://doi.org/10.3390/app12136662 https://www.mdpi.com/journal/applsci

https://doi.org/10.3390/app12136662
https://doi.org/10.3390/app12136662
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/applsci
https://www.mdpi.com
https://orcid.org/0000-0002-7548-3073
https://doi.org/10.3390/app12136662
https://www.mdpi.com/journal/applsci
https://www.mdpi.com/article/10.3390/app12136662?type=check_update&version=2


Appl. Sci. 2022, 12, 6662 2 of 24

indicators together for financial crisis identification, which has a significant positive effect
on the sustainable growth of Chinese listed companies and the capital market.

Based on the emotional tone of texts and machine learning models, this paper mainly
focuses on four questions as follows:

RQ1: Whether the combination of the emotional tone of MD&A texts and traditional
financial indicators can improve the identification of financial crises of listed companies.
RQ2: Whether the combination of the emotional tone of financial news texts and traditional
financial indicators can improve the identification of financial crises of listed companies.
RQ3: A comparative study of the effect of the emotional tone of internal texts (MD&A) and
external texts (financial news) on early warning of financial crises in listed companies.
RQ4: A comparative study of the early warning effects of thirteen machine learning models.

Based on the above research questions, this paper selects 1082 Chinese A-share (RMB-
denominated common shares) listed companies from 2012 to 2021 as the sample. This
paper takes the year of the sample as T and selects the traditional financial indicators in
T-3 years as the benchmark. This study compares the financial crisis early warning effect
incorporated with the emotional tone of MD&A texts and financial news texts, respectively,
and then compares the recognition performance of thirteen machine learning models.
Finally, in this paper, we find the emotional tone of the text that can improve the financial
crisis recognition performance of listed companies, along with the financial crisis early
warning model with greater accuracy.

In summary, the contributions of this paper are mainly: (1) This paper quantifies
textual information and uses the information as a new prediction indicator to measure the
financial crisis of listed companies, which expands the choice of financial crisis prediction
indicators. (2) This paper covers universal machine learning models. By comparing the
effects of different models based on different combinations of prediction indicators, this
paper finds models with better and more stable early warning effects, which provide
references for model users. (3) This paper investigates the effectiveness of the emotional
tone indicator of financial news texts on the early warning models for financial crises
and finds that this indicator helps enhance the accuracy of these early-warning financial
crisis models for listed companies. (4) This study expands on the differences between the
emotional tone indicator of MD&A and that of financial news in enhancing financial crisis
warning capability, from the perspective of the internal and external texts of companies.
Moreover, it expands the relevant research in the field of research concerning financial crisis
early warning models for listed companies.

This paper is structured as follows. The second part introduces related studies. The
third part gives an introduction to the basic models and methods involved in this study.
The fourth part describes the selection of traditional financial indicators and the process of
emotional tone indicators and conducts an empirical study and analysis based on the data
of Chinese listed companies. The fifth part further discusses the empirical results. Finally,
the paper concludes with an outlook on future research directions.

2. Related Studies
2.1. Theoretical and Empirical Definition of the Concept of Financial Crisis

There is no uniform theoretical definition of the concept of the financial crisis. Two
mainstream views exist on the current definition. Beaver [1] took the company’s inability
to pay its debts as the main measure of a financial crisis and summarized four elements
of financial crises: bank overdrafts, unpaid preferred stock dividends, bond defaults and
declaration of bankruptcy. A company would be considered to be in financial crisis if it
meets one of these conditions, only the severity of the crisis varies. Another view equated a
financial crisis with the situation where the company collapses into bankruptcy, claiming
that a company in financial crisis referred to the act of filing a legal bankruptcy petition
under the bankruptcy law [2]. From the perspective of defining financial crises empirically,
the researchers usually define the listed companies undergoing financial crises as those
under special treatment (ST) [3–7]. A stock identified as ST represents that the listed
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company has an abnormal financial condition, and this abnormality mainly includes one of
two cases: one is that the listed company has lost money for two consecutive years, and
the other is that the net assets of the listed company are lower than the par value of the
stock. In this paper, the research object is Chinese listed companies. It is difficult to apply
the standards of other countries to meet the actual situation and to define whether a listed
company has a financial crisis or not. Therefore, the financial crisis in this study is defined
as the listed companies marked with ST, which is more in line with objective reality.

2.2. Financial Crisis Early Warning Indicators and Methodological Techniques

In terms of the selection of early warning indicators for financial crises, existing studies
have mainly used traditional financial indicators as the basis for early warning of financial
crises, with the indicators mainly reflecting solvency, operating performance and cash
flow [8–14]. However, little literature considered other sources of information that interact
with financial data, where textual information is an important form. There was a small
proportion of literature that used the tone of texts such as company annual reports to predict
corporate financial crises and confirmed that non-standardized financial information can
be used for financial crisis early warning [15–18]. Referring to existing literature [19,20],
this paper considers the following five perspectives which measure the performance of
listed companies as profitability, solvency, asset operating efficiency, cash flow quality and
development quality, choosing ten traditional financial indicators as benchmarks. For the
textual information, this paper selects both internal (MD&A) and external (financial news)
texts and calculates the emotional tone to complement traditional financial indicators.

In terms of the use of early warning models, related research presents a transition
from univariate analysis to multivariate analysis, and then to the machine learning method
which is broadly used nowadays. At the very beginning, researchers mainly focused
on univariate analysis methods, using two ratios, net income/shareholders’ equity and
shareholders’ equity/debt, for early warning of the financial crisis of the company [21].
Some researchers selected fourteen financial ratios from company financial statements
for comparative studies and found that the ratio of cash flow to total liabilities is a better
predictor of financial crisis in a company [1]. For bridging the limitation of the univariate
analysis method, researchers used the Z-score model as the introduction of multivariate
discriminant analysis into financial crisis warning. Some researchers chose their five most
significant indicators among the beginning twenty-two financial indicators to construct
the Z-score model. They used the magnitude of the Z-value to reflect the bankruptcy
risk a company faces and found it more accurate than the univariate warning model [2].
However, in practice, it was found that the Z-score model is especially suitable for short-
term prediction, so the ZETA model was subsequently proposed as a complement to this
model. The modified model had a significantly better long-term warning effect [22]. Other
scholars used logistic models for financial crisis prediction. With the help of this model,
they overcame the strict requirements for the distribution of independent variables in the
analysis and confirmed its high accuracy in predicting studies of listed companies [23].
As a result, this method has gradually replaced discriminant analysis as the mainstream
method in this field.

Machine learning began to be introduced into the field of financial crisis early warning
with the development of information technology. Some scholars applied neural network
techniques to crisis early warning models and found that this method could better predict
samples [24]. Random forest was also applied in the risk prediction of listed companies.
Compared to the AdaBoost algorithm, the result of the random forest exercise showed a
decreasing error rate [25]. Researchers also applied the model of support vector machine
(SVM), which works well for nonlinear and high-dimensional samples. In the prediction
results of 944 manufacturing companies, they found that the SVM has a better early warning
effect than the Back Propagation (BP) neural network, logistic regression and multiple linear
regression models [26]. Furthermore, some researchers conducted a comparative study, by
using several methods to construct financial early warning models. Wang et al. [27] used
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three decision tree models to build a financial crisis early warning model and found that
the random forest model has the best classification and prediction capabilities.

The existing research mainly used a single model or several models but paid little
attention to the comparative study of different machine learning models. This paper pro-
poses to use thirteen mainstream machine learning methods, including logistic regression,
ridge regression, lasso regression, GBDT, CatBoost, XGBoost, LightGBM, AdaBoost, SVM,
BPNN, decision tree, random forest and Bagging, to build early warning models for cor-
porate financial crises. Each type of machine learning is based on different theoretical
backgrounds, and its applicability can be fully exploited for different data. The empirical
study demonstrates the financial crisis recognition effect of each model to provide a basis
for enterprises’ decision-making.

2.3. The Emotional Tone of Text and Financial Crisis Early Warning

Textual information, as a new type of data factor, contains more emotions than stan-
dardized financial data and is characterized by containing both negative and positive
emotions. Some researchers have studied the tone of textual information disclosed by
companies. They found that the tone of management in the disclosure of annual reports,
management discussion, analysis and prospectuses has a predictive effect on the future
performance of the company [28–32]. Chinese listed companies have begun to add man-
agement discussion and analysis to their annual reports since 2005, which is an effective
supplement to the annual reports. This section includes further explanations of important
events in the earning calendar and descriptions of business plans, possible challenges and
difficulties in the next year. Existing literature has suggested that when listed companies
are trapped in financial trouble in the current year, the appearance of negative words in the
MD&A section will increase, along with the level of uncertainty [33,34]. By analyzing the
tone of earning calendars some researchers predicted the financial crisis of listed companies
and verified the availability of non-standardized financial information in financial crisis
recognition [35–38]. However, the textual tone seems to fail to perform as a definite and true
reflection of the situation of the company all the time. Compared to numerical information,
textual information can be more easily manipulated, which even costs less [39]. Some
researchers have pointed out that management can manipulate their tone for the purpose
of whitewashing corporate earnings, which further leads to irrational trading and poses
greater risks to business operations [40,41]. The positive tone formed by this manipulative
behavior affected the assessment of the firm’s operating conditions, so it did not necessarily
improve the early warning effect of the model [42,43]. Yang et al. [44] also pointed out
that company management may release positive information by modifying the text, and it
would in turn reduce the accuracy of the early warning model of a company’s financial
crisis by adding emotional tone.

It can be seen that in some relevant papers, research mainly focused on the internal
texts of companies, including MD&A and annual reports, but seldom noticed the external
texts. This paper will study the emotional tone of financial news texts relating to listed
companies and compare the effect of internal and external texts on the improvement of
prediction accuracy of the financial crisis early warning model. In addition, the literature
showed that research on internal textual tone and the effect of early warning of a financial
crisis in listed companies presented two views. This paper will also use sample data for a
10-year period from 2012 to 2021 to explore these two views empirically.

3. Machine Learning Models

Machine learning methods are widely used to solve complex problems in engineering
applications and scientific fields [45–51]. Based on the classification problem, this paper
chooses thirteen mainstream machine learning models to study the effect of crisis warning.
These models include traditional machine learning models, tree-based machine learning
models and integrated machine learning models. This section introduces the main contents
of the models.
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3.1. Logistic Regression, Ridge Regression, Lasso Regression

Logistic regression (LR) is well-known as a machine learning method for solving
binary classification problems by mapping the results of sigmoid functions. It maps any
real value to a value between zero and one but does not take zero or one. A threshold
classifier is then used to convert the value in the interval of (0, 1) to the value of zero or one.
The Sigmoid function plays the role of a threshold classifier, and the functional formula is
shown in Equation (1).

sigmoid(x) =
1

1 + e−x (1)

Overfitting problem always exists when fitting a model, and so is the case with the
logistic regression model. One solution to this problem is regularization, which can be
divided into L1 regularization and L2 regularization. The objective function of the ridge
regression is the sum of the average loss function and L2 regularization. The objective
function of the Lasso regression is the sum of the average loss function and L1 regularization.
The key difference between these two is the penalty term. L1 regularization adds the L1
norm as a penalty term to the average loss function, making it easier to obtain a sparse
solution. L2 regularization adds a squared magnitude of the L2 norm as a penalty term to
the loss function. Compared with L1 regularization, L2 regularization provides a smoother
solution that can reduce the complexity of the model.

3.2. Support Vector Machine

Support vector machine (SVM) is a binary classification model and a linear classifier
that finds the partitioned hyperplane with the maximum interval. Its learning strategy is
interval maximization, which can eventually be translated into the solution of a convex
quadratic programming problem. Vapnik first proposed the SVM model in 1995 [52],
and this model has shown many unique advantages in solving problems such as small
samples, non-linear and high-dimensional pattern recognition. Its excellent performance in
classification becomes a major technique in machine learning and has been extended to
other machine learning applications such as function fitting. In real situations, the sample
data are mostly nonlinearly separable. When dealing with nonlinear problems, they need to
be transformed into linear problems. By introducing a suitable kernel function, an optimal
classification hyperplane can be constructed to achieve fast processing of high-dimensional
inputs. This paper adopts the current mainstream radial basis kernel function, as shown
in Equation (2). xi and xj represent the feature vectors of the ith sample and jth sample,
respectively. σ represents the parameter of the radial basis kernel function.

κ
(
xi, xj

)
= exp

(
−
‖xi − xj‖2

2σ2

)
(2)

3.3. Back Propagation Neural Network

Back propagation neural network (BPNN) was proposed by Rumelhart et al. [53]. The
BPNN is a widely used neural network model, consisting of an input layer, an implicit
layer and an output layer. Through the training of sample data, researchers continuously
modify and iterate the network weights and thresholds until they reach the minimum sum
of squared errors of the network, where the desired output is approximated. The neural
network model needs the participation of the activation function, which could make the
sparse model better able to mine relevant features to fit the training data, as a source of
nonlinearity in neural networks. The commonly used activation functions are the Sigmoid
function, Tanh function and ReLU function. This paper uses the ReLU function, which is a
sparse activation function that enables the sparse model to better mine the relevant features
and fit the training data. Concurrently, compared with the Sigmoid function and Tanh
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function, the ReLU function is faster and overcomes the problem of gradient saturation
and gradient disappearance. The formula of the ReLU function is shown in Equation (3).

f (x) = max(0, x) (3)

3.4. Decision Tree and Random Forest

Decision tree (DT) model is a tree structure for classifying samples based on features,
with each of its leaf nodes corresponding to a classification, and non-leaf nodes corre-
sponding to a division of a certain attribute. The models constructed by decision trees
are readable, and common DT algorithms are ID3, C4.5 and CART (Classification and
Regression Tree) [54–56]. This paper adopts the Gini index to classify the attributes of the
CART decision tree, and the Gini(D) reflects the probability that two randomly selected
samples with inconsistent category labels in the data set D. The smaller the Gini(D), the
higher the purity of the dataset. The higher the purity of a decision tree node means that
the samples contained in the branch nodes of the decision tree are most likely to belong to
the same category. The Gini index of attribute α is defined by Equation (4), where V is the
number of possible values of attribute α.

Gini(D, α) =
v

∑
v=1

|Dv|
|D| Gini(Dv) (4)

Random forest (RF) is an integrated machine learning model. It consists of several
decision trees and selects the majority of classification results as the final result, resulting in
an overall model with high accuracy and generalization performance.

3.5. Gradient Boosted Decision Tree

Proposed by Friedman [57], Gradient boosted decision tree (GBDT) is an iterative
decision tree algorithm, which is composed of multiple decision trees. The main idea of the
algorithm is as follows. (1) The initialization of the first base learner. (2) The construction
of M base learners. (3) The calculation of the value of the negative gradient of the loss
function in the current model, then using it as an estimate of the residual. (4) Building a
CART regression tree to fit this residual and finding a value that reduces the loss as much
as possible at the leaf nodes of the fitted tree. (5) Updating the learner. The method can do
both regression and classification. The loss function chosen in the regression algorithm is
generally the mean squared error or absolute value error, while the loss function chosen in
the classification algorithm is generally a logarithmic function. The core of GBDT is that in
each iteration, the latter decision tree is trained using the residuals of the previous decision
trees following the negative gradient. The negative gradient residuals can be calculated by
Equation (5).

rti = −
[

∂L(y, f (xi))

∂ f (xi)

]
f (x)= ft−1(x)

(5)

where rti denotes the negative gradient of sample i at the iteration of tth times. L(y, f (xi))
represents the loss function, which can be expressed as Equation (6).

L(y, f (x)) = log(1 + exp(−y f (x)) (6)

3.6. CatBoost, XGBoost and LightGBM

CatBoost, XGBoost and LightGBM share basically the same principle, and can be
categorized into the family of gradient boosting decision tree algorithms. The characteristics
of these three models are described below.

CatBoost takes a symmetric decision tree as a base model, having only a few pa-
rameters. CatBoost combines category features to construct new features, which enriches
the feature dimension and facilitates the model to find important features. CatBoost is
very flexible in handling category-based features, and the processing process is as follows:
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(1) Randomly sort the input sample set and generate multiple sets of random permutations.
(2) Convert floating point or attribute value token to integers. (3) All the category-based
feature results are converted into numerical results according to Equation (7). Where,
ϕ represents the indicator function. The function value takes 1 if it satisfy the condition(

xi
j = xi

k

)
, otherwise takes 0. p is the a priori value, and α is the weight of the a priori value.

x̂i
k =

n
∑

j=1
ϕ
(

xi
j = xj

k

)yj+αp

n
∑

j=1
ϕ
(

xi
j = xj

k

)yj
(7)

XGBoost adds the complexity of the tree model into the regularization to avoid over-
fitting. The model performs well in generalization and supports training and prediction
for data containing the missing value. The essence of XGBoost is integrated from decision
trees, so the model can be written as Equation (8), where k is the number of decision trees
in the model, Xi is the ith input sample, ŷi denotes the predicted value of the model after
the kth iteration, fk(Xi) denotes the predicted value of the kth tree and F is the set of all
decision trees.

ŷi =
K

∑
k=1

fk(Xi), fk ∈ F (8)

GBDT requires multiple training of the entire training data at each iteration. With a
higher training efficiency, LihghtGBM takes GBDT as its core and makes essential improve-
ments in many aspects, including second-order Taylor expansion for objective function
optimization, a histogram algorithm and an optimized leaf growth strategy. It also makes
the algorithm more adaptable to high-dimensional data. LightGBM uses the Gradient-
based One-Side Sampling algorithm, which maintains the accuracy of the information
gain estimation. The information gain is measured using the variance gain after splitting,
keeping only those samples with larger contributions. The formula of variance gain is
given in Equation (9), where j is the split feature used, d is the split point of the sample
feature and n is the number of samples. A and B are samples with large and small gradients,
respectively. l and r are the left and right subtrees, respectively, and g is the sample gradient.

ṼJ(d) =
1
n


(

∑
xi∈Al

gi +
1−a

b ∑
xi∈Bl

gi

)2

nj
l(d)

+

(
∑

xi∈Ar

gi +
1−a

b ∑
xi∈Br

gi

)2

nj
r(d)

 (9)

3.7. AdaBoost and Bagging

Freund and Schapire first proposed the AdaBoost algorithm in 1995 [58]. The algorithm
learns a series of weak classifiers from the training data and then accumulates them by
certain weights to obtain strong classifiers. It first assigns an initial weight value to each
sample and then updates the sample weight with each iteration. The sample with a small
error rate will have a reduced weight value in the next iteration, while the sample with a
significant error rate will increase the weight value in the next iteration. This algorithm
belongs to a typical integrated learning method. Finally, M weak classifiers are combined
into a strong classifier according to their respective weights, as detailed in Equation (10).
Where, Gm(x) is the mth base classifier, and αm is the weight of this base classifier in the
strong classifier.

G(x) = sign( f (x)) = sign

(
M

∑
i=1

αmGm(x)

)
(10)
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Bagging is another sort of integrated learning method. The main idea is to train
multiple classifiers by sampling the training set several times and then vote on the test
set, in which each classifier is equally weighted. The given winning result is the final
classification result. The final classifier is shown in Equation (11), where M is the number
of classifiers, and ai(x) is the individual classifiers trained. The main difference with
AdaBoost is that its training set is selected with put-back in the original set, and the
training set selected from the original set are independent of each other for each round. In
addition, AdaBoost determines its weight values based on the error rate situation, while
Bagging uses uniform sampling with equal weights for each sample. Finally, Bagging
can generate the individual prediction functions in parallel, while AdaBoost can only
generate them sequentially because the latter model parameters require the results of the
previous model round.

a(x) =
1
M

M

∑
i=1

ai(x) (11)

4. Empirical Analysis
4.1. Design of the Empirical Analysis Process

As shown in Figure 1, the steps of the empirical process of financial crisis warning in
listed companies based on thirteen machine learning models are as follows.
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In the first step, this paper carries out the indicator design, including the selection of
traditional financial indicators, the construction of the emotional tone indicators of both
the MD&A section and financial news. Traditional financial indicators constitute input
feature 1. Traditional financial indicators and the emotional tone indicators of MD&A
constitute input feature 2, and traditional financial indicators and emotional tone indicators
of financial news constitute input feature 3.

In the second step, this paper uses thirteen mainstream machine learning models,
including logistic regression, ridge regression, lasso regression, GBDT, CatBoost, XGBoost,
LightGBM, AdaBoost, SVM, BPNN, decision tree, random forest and Bagging, to establish a
financial crisis early warning model for companies. The three sets of input feature variables
formed in the first step are sequentially substituted into the model, and the output feature
variables are binary values, which implies whether the company is a listed company
marked ST or not. All machine learning models in this paper are supervised learning
models. The code of machine learning models is written and run using PyCharm.

In the third step, this paper compares the effect of different input feature variables for
the identification of financial crises of listed companies.

In the fourth step, the early warning effects of thirteen machine learning models are
compared based on a combination of different input feature variables.

4.2. Evaluation Index System Construction

Based on traditional financial indicators, this paper compares the warning effect of
the financial crisis early warning model merged with different textual emotional tone
indicators. In this section, this paper explains the selection of traditional financial indicators
and the process of textual emotional tone indicators.

4.2.1. Traditional Financial Indicators

The selection of traditional financial indicators has a direct influence on the accu-
racy of the early warning model. This paper follows the principles below in terms of
selecting indicators.

1. Principle of importance: It is necessary to select important indicators, instead of
picking all traditional financial indicators indiscriminately.

2. Principle of accessibility: The selection of traditional financial indicators should
consider the accessibility of data and try to select data that are easy to collect.

3. Principle of objective relevance: The selection of traditional financial indicators
needs to be highly relevant to the purpose of use, and a financial crisis warning
requires that the selected indicators are highly relevant to the financial situation of the
listed company.

Since there is no accepted standard for the financial indicators used in the financial
crisis early warning model, based on the relevant category literature, this paper selects five
aspects of traditional financial indicators according to the principles of selection [8–14,19,20].
The financial status of listed companies depends mainly on the profitability, solvency, asset
operating efficiency, cash flow quality and development quality of listed companies in
these five aspects, which contain a total of ten specific indicators. The traditional financial
indicators selection and calculation formula are shown in Table 1.

4.2.2. Textual Emotional Tone Indicators

For the emotional tone indicators of MD&A, this paper first uses Python to write a web
crawler program to crawl from CNINFO (see www.cninfo.com.cn, accessed on 17 April
2022), which is the information disclosure website of listed companies designated by the
China Securities Regulatory Commission. After data cleaning and making Chinese word
separation with the raw text data crawled, based on the financial emotional English words
list provided by Loughran and McDonald [28], this study obtains an emotional dictionary
translated from English to Chinese, and then counts positive and negative emotion words.

www.cninfo.com.cn
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Table 1. The selection of traditional financial indicators and formulas.

First Level Indicators Specific Financial Indicators Formulas

Profitability indicator Operating profit ratio (%) Operating profit/Operating income × 100%

Earnings per share (yuan)

An enterprise shall calculate basic earnings per share
by dividing the net profit for the period attributable
to common shareholders by the weighted average

number of common shares outstanding

Solvency indicator
Current ratio (time) Current assets/Current debts

Oper-cash into current debt (%) Net cash flow from operating activities/Current
debts × 100%

Debt assets ratio (%) Total debts/Total assets × 100%

Interest cover (time) (Net income + Income tax expense + Finance
costs)/Finance costs

Asset operating efficiency indicator Accounts receivable turnover rate (time) Operating revenues/Accounts receivable
ending balance

Cash flow quality indicator Operating cash per share (yuan) Net cash flow from operating activities/Total
common share capital at the end of the year

Cash rate of sales (time) Cash received from sales of goods and
services/Operating income

Development capacity indicator Net profit growth rate (%) Additional net profit in this year/Net profit in the
previous year

There are two main methods in terms of measuring the textual emotional tone. The
first is to measure emotional tone by the ratio of the difference between positive words and
negative words to the total words [59,60]. The second is to use the ratio of the difference
between positive words and negative words to the sum of positive words and negative
words [61–66]. The second method is adopted in this paper, and the formula is shown in
Equation (12).

Tone =
Pos−Neg
Pos + Neg

(12)

Tone presents the value of emotional tone, and the range of values is [−1, 1]. Pos is
the number of words with a positive tone in the text, and Neg is the number of words with
a negative tone in the text.

For the emotional tone indicators of financial news, the study uses the data from the
Chinese research data Services Platform, which has a database of financial news of Chinese
listed companies. The database collects financial news of listed companies from more than
400 online media and 500 newspaper publications. It also counts the amount of positive
and negative news for each listed company. The same Formula (1) is used to calculate
the value of the emotional tone of financial news based on the number of positive and
negative news.

4.3. Sample Selection and the Source of Data

Whether a company is marked as ST (an indicator of delisting risk) is taken as the
identifier of financial crisis for Chinese listed companies, and the year in which a financial
crisis occurs is defined as year T. This paper chooses listed companies that are newly
labeled as ST in year T as the sample of ST listed companies, with a time interval from
2012 to 2021. The number of listed companies labeled as ST in 2012–2021 and the ratio of
listed companies marked as ST to all A-share listed companies in that year are shown in
Table 2. The number of listed companies labeled as ST in each of the 10 years is 550, and we
finally obtained 541 listed companies labeled as ST by excluding 9 companies that had no
traditional financial indicators data in year T-3. It can be found in this table that the total
number of listed companies labeled as ST is very limited, which will lead to the imbalance
of data between ST and non-ST listed companies. Therefore, this paper will explain how
to solve the imbalance data problem in Section 4.4. Finally, this paper chooses 541 non-ST
listed companies, the same number as the selected ST listed companies. It forms a total of
1082 samples, of which ST listed companies are in the positive category and non-ST listed
companies are in the negative category.
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Table 2. Number and share of ST companies and all listed companies.

Year Number of ST Companies Total Number of Listed Companies Ratio

2012 16 2494 0.0064
2013 23 2489 0.0092
2014 35 2613 0.0134
2015 42 2827 0.0149
2016 58 3052 0.0190
2017 55 3485 0.0158
2018 52 3584 0.0145
2019 84 3777 0.0222
2020 101 4154 0.0243
2021 75 4682 0.0160

ST listed companies are companies that have been given special treatment for two
consecutive years of losses, so the financial indicator data of T-2 years have already shown
the financial crisis. In order to reflect the effect of early warning, this paper uses the financial
indicator data of T-3 years. For instance, financial indicator data in 2017 are used, which
were actually published in 2018, for the early warning analysis of listed companies labeled
as ST in 2021. The traditional financial indicator data used in this paper are obtained from
the China Stock Market and Accounting Research Database. MD&A text is crawled from
CNINFO, which is processed as an emotional tone indicator through natural language. The
financial news text data are obtained from the Chinese Research Data Services Platform,
with the tone values calculated according to the emotional tone formula.

4.4. Data Processing

To solve the problem of imbalanced data, this paper follows the practice of many
previous researchers, adopting the random under-sampling method [67–69]. By selecting
the number of listed companies labeled as ST as the number of non-ST listed companies
and form a balanced data set.

Considering the effect of extreme values of the data, this paper winsorizes all continu-
ous variables by 1% up and down.

This paper uses gradient descent for loss function optimization, and the use of feature
normalization helps the model converge faster and the gradient descent process is straighter
and more stable. The use of Lasso regression and ridge regression will make coefficients
smaller for features with large dimensions, leading to an omission of this feature. The
coefficient changes have a very small degree of influence on the change of regularization
term values, so the effect of dimension needs to be eliminated by normalization. Although
some tree-based models are more concerned with which cut point is optimal in a particular
feature, normalizing these features does not affect the result of that model. It is necessary
to normalize the feature variables of other models. In summary, this paper normalizes
all input feature variables to map the feature variable data to a range of [0, 1], and the
normalization formula is given in Equation (13).

x∗i =
xi − xmin

xmax − xmin
(13)

xi and x∗i present the values before and after data normalization, xmin and xmax present
the minimum and maximum values of the sample data, respectively.

4.5. Results of Empirical Analysis

In the division of the machine learning model dataset, this paper adopts the 10-fold
cross-validation, dividing the dataset into 10 parts, and taking turns to use 9 of them as the
training set and 1 as the test set. The process is repeated 10 times, and we use the average
of the results as the estimation of the algorithm accuracy. For one thing, it enhances the
generalization ability of the model. For another thing, it avoids the overfitting situation.
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This paper performs ten times the 10-fold cross-validations and averages the results to
reduce the chance and increase the confidence of the results.

As for the evaluation indexes of the early warning effect of machine learning models,
this paper selects the average accuracy, the prediction accuracy of non-ST listed companies,
the prediction accuracy of ST listed companies and Area Under Curve (AUC) as the
evaluation indexes. In the dichotomous classification, the prediction results will appear in
the following four cases.

1. True Positive (TP): Positive samples predicted by the model as positive;
2. False Positive (FP): Negative samples predicted by the model as positive;
3. False Negative (FN): Positive samples predicted by the model as negative;
4. True Negative (TN): Negative samples predicted by the model as negative;

According to the four prediction results, this paper calculates the evaluation indicators
of the machine learning model. The average accuracy (ACC) is calculated by Equation (14),
which represents the share of the number of correctly predicted samples to the total number
of the samples.

ACC =
TP + TN

TP + FP + FN + TN
(14)

The prediction accuracy rate of non-ST listed companies, also known as sensitivity
(SEN), is calculated by Equation (15), which represents the percentage of samples with
correct predictions among all samples that are truly non-ST listed companies.

SEN =
TP

TP + FN
(15)

The prediction accuracy rate of ST listed companies, also known as specificity (SPE), is
shown in Equation (16), which represents the percentage of samples with correct predictions
among all samples that are truly ST listed companies.

SPE =
TN

TN + FP
(16)

AUC is the area under the line of the Receiver Operating Characteristic (ROC) Curve,
the area which is chosen to measure the accuracy of the dichotomous classification model.
The larger the value of the AUC area is, the higher the classification accuracy of the model.
When the value of the AUC area is less than 0.5, the model will almost lose its predictive
effect. the AUC calculation formula is shown in Equation (17).

AUC =
∑i∈ positiveClass ranki − m(1+m)

2

m ∗ n
(17)

ranki represents the serial number of the ith sample. m and n represent the number of
positive samples and negative samples, respectively. ∑i∈ positiveClass means the numbers of
positive samples are added up.

In this paper, AUC, as well as the value of SPE, will be prioritized when determining
the effect of early warning. This is because AUC is used to measure the overall performance
of a model in identifying the financial crisis of the sample companies. As the prediction
accuracy of the sample of ST listed companies, SPE is more important than the prediction
accuracy of the sample of non-ST listed companies, because the goal is the identification of
the listed companies in financial crisis.

4.5.1. Analysis of Empirical Results of Financial Crisis Early Warning Based on Traditional
Financial Indicators

Using traditional financial indicators as the benchmark, this paper tests the perfor-
mance effects of thirteen machine learning models based on traditional financial indicators,
and the results are shown in Table 3. The ranking is based on the value of AUC, where
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the five models with the highest value are AdaBoost, random forest, Bagging, DBGT, and
CatBoost. Bagging has the highest prediction accuracy of 0.6839 for the sample of ST listed
companies, followed by the random forest model and the DBGT model, with a value of
0.6821 and 0.6710, respectively. Among the thirteen machine learning models, the decision
tree has the lowest value of AUC and SPE. All thirteen models have an AUC of 0.7 or
higher, and the average AUC of the thirteen models is 0.7292. The average score of ACC,
SEN and SPE is 0.6647, 0.6707 and 0.6586, respectively.

Table 3. Early warning effects of thirteen machine learning models based on traditional
financial indicators.

AUC ACC SEN SPE Rank

Logistic regression 0.7149 0.6488 0.6322 0.6654 11
Ridge regression 0.7144 0.6488 0.6322 0.6654 12
Lasso regression 0.7152 0.6497 0.6322 0.6673 10

DBGT 0.7429 0.6784 0.6858 0.6710 4
XGBoost 0.7300 0.6590 0.6599 0.6580 7

LightGBM 0.7230 0.6580 0.6617 0.6543 8
CatBoost 0.7413 0.6728 0.6969 0.6488 5
AdaBoost 0.7462 0.6867 0.7061 0.6673 1

SVM 0.7165 0.6534 0.6488 0.6580 9
BPNN 0.7397 0.6728 0.6913 0.6543 6

Decision tree 0.7065 0.6442 0.7024 0.5860 13
Random forest 0.7455 0.6774 0.6728 0.6821 2

Bagging 0.7431 0.6904 0.6969 0.6839 3
Mean 0.7292 0.6647 0.6707 0.6586

4.5.2. Analysis of the Empirical Results of Financial Crisis Early Warning Based on
Traditional Financial Indicators and Emotional Tone of MD&A

According to the RQ1 proposed by this paper, this section examines the early warning
effects of thirteen machine learning models using traditional financial indicators and the
emotional tone of MD&A as input feature variables. The results are shown in Table 4, and
the ROC curves are detailed in Figure A2 of Appendix A. From the comparison of the
values of AUC, it can be found that AdaBoost, random forest, DBGT, and Bagging and
CatBoost models are the five models with the best performance.

Table 4. Early warning effects of thirteen machine learning models based on traditional financial
indicators and emotional tone of MD&A.

AUC ACC SEN SPE Rank

Logistic regression 0.7136 0.6525 0.6359 0.6691 11
Ridge regression 0.7135 0.6525 0.6359 0.6691 12
Lasso regression 0.7141 0.6525 0.6340 0.6710 10

DBGT 0.7434 0.6719 0.6821 0.6617 3
XGBoost 0.7301 0.6571 0.6747 0.6396 7

LightGBM 0.7212 0.6516 0.6636 0.6396 8
CatBoost 0.7355 0.6691 0.6932 0.6451 5
AdaBoost 0.7514 0.6774 0.7006 0.6543 1

SVM 0.7164 0.6599 0.6433 0.6765 9
BPNN 0.7343 0.6811 0.6543 0.7079 6

Decision tree 0.7071 0.6349 0.6913 0.5786 13
Random forest 0.7464 0.6682 0.6691 0.6673 2

Bagging 0.7432 0.6747 0.6839 0.6654 4
Mean 0.7285 0.6618 0.6663 0.6573

Compared to the warning effect of thirteen machine learning models based on tra-
ditional financial indicators, there is a slight decrease in the average value of AUC, ACC,
SEN and SPE in thirteen machine learning models merging emotional tone of MD&A,
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but the magnitude of decrease was less than 0.01. In addition, there are seven machine
learning models with slightly decreasing AUC and six machine learning models with
slightly increasing AUC, but the magnitude was less than 0.01. As for these six machine
learning models with slightly higher AUC, a further comparison of the value of ACC,
SEN and SPE shows that the values of the five models are lower than those only based
on traditional financial indicators. Then this paper studies the distribution of emotional
tone of MD&A for ST and non-ST listed companies and finds that the distribution is more
consistent and does not have significant differentiation. The results are shown in Table 5.
Because of the existence of management manipulation and modification of emotional tone
in ST listed companies, the emotional tone of MD&A in ST and non-ST listed companies
is not as distinguishable as it is expected to be. Through the empirical results, it can be
clearly seen that the emotional tone of MD&A does not have a significant effect on the early
warning of financial crises of listed companies and even brings some noise.

Table 5. Descriptive statistics of the emotional tone of MD&A for ST and non-ST listed companies.

ST Non-ST

Average value 0.4435 0.4548
25th percentile 0.3420 0.3312

Median 0.4725 0.4930
75th percentile 0.5607 0.5885

4.5.3. Analysis of Empirical Results of Financial Crisis Early Warning Based on Traditional
Financial Indicators and Emotional Tone of Financial News

Financial news text, as an external text, having a characteristic of objectivity, is not
susceptible to manipulation by the companies. Based on this, this paper studies whether
the emotional tone of financial news texts can enhance the effect of traditional financial
indicators for the identification of financial crises in listed companies. Based on traditional
financial indicators and the emotional tone of financial news, the empirical results of
financial crisis early warning are shown in Table 6. The ROC curve is detailed in Figure A3
of Appendix A. By comparing the values of AUC, it can be found that CatBoost, AdaBoost,
random forest, DBGT and Bagging remain to be the five models with the best performance.

Table 6. Early warning effects of thirteen machine learning models based on traditional financial
indicators and the emotional tone of financial news.

AUC ACC SEN SPE Rank

Logistic regression 0.7359 0.6765 0.6617 0.6913 11
Ridge regression 0.7349 0.6747 0.6636 0.6858 13
Lasso regression 0.7358 0.6765 0.6599 0.6932 12

DBGT 0.7732 0.7135 0.7190 0.7079 4
XGBoost 0.7648 0.6969 0.7024 0.6913 6

LightGBM 0.7550 0.6839 0.6858 0.6821 8
CatBoost 0.7795 0.7033 0.7375 0.6691 1
AdaBoost 0.7761 0.7098 0.7043 0.7153 2

SVM 0.7368 0.6895 0.6821 0.6969 9
BPNN 0.7587 0.6904 0.6691 0.7116 7

Decision tree 0.7367 0.6765 0.7301 0.6229 10
Random forest 0.7751 0.7107 0.7098 0.7116 3

Bagging 0.7679 0.7043 0.7116 0.6969 5
Mean 0.7562 0.6928 0.6952 0.6905

Figure 2 is plotted based on the values of the AUC of thirteen machine learning models
under three groups of input feature variables. According to Figure 2, the values of the
AUC of the group with the emotional tone indicators of financial news are higher than the
effects of the other two groups of input feature variables on each machine learning model.
Moreover, according to the average value of the four evaluation indexes of the thirteen
machine learning models, the prediction effect of the group of input feature variables with
the emotional tone indicators of financial news is significantly better than those of the other
two groups of input features.
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4.5.4. Comparative Analysis of the Effect of Financial Crisis Early Warning with the
Emotional Tone of MD&A and Financial News

According to the rank of AUC, this paper selects five models with the best performance
to compare the early warning effect. Based on the values of four evaluation indexes, Figure 3
is plotted, which shows in detail the early warning effect of the five models incorporated
with the emotional tone of MD&A and financial news. AdaBoost-MD&A represents the
early warning effect of the AdaBoost model based on traditional financial indicators and
the emotional tone indicators of MD&A. AdaBoost-News represents the early warning
effect of the AdaBoost model based on traditional financial indicators and the emotional
tone indicators of financial news. The other four models also use the same rule of labeling.
It can be seen from Figure 3 that the five models incorporating the emotional tone of
financial news are more effective than the models incorporating the tone of MD&A in all
four evaluation indexes. The average value of the AUC of the thirteen models considering
the tone of financial news is 0.0277 higher than that of MD&A in terms of warning effect. It
is also 0.0310 higher in terms of prediction accuracy, 0.0289 higher in non-ST listed company
sample, and 0.0332 higher in ST listed company sample.
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4.5.5. Comparative Analysis of the Performance of Each Machine Learning Model for
Sample Recognition

This paper uses the average value of the effect evaluation indexes of the thirteen
machine learning models based on three different groups of input feature variables and
ranks each effect evaluation index to compare and analyze the performance of each machine
learning model for sample recognition. The specific results are shown in Table 7. There are
seven models with AUC above the mean, six models with ACC above the mean, seven
models with SEN above the mean and nine models with SPE above the mean. There are
four models with all four groups of effect evaluation indexes exceeding the mean, namely
DBGT, AdaBoost, random forest and Bagging. These four models also rank in the top five in
terms of AUC and ACC, and both the rankings of SEN and SPE remain in the top positions
with good and smooth forecasting results. In addition, the BPNN model, whose AUC ranks
sixth, ranks first in terms of SPE. It means this model has the highest prediction accuracy
for ST listed companies. The traditional logistic regression, ridge regression and Lasso
regression models have poor performance in identifying samples. Decision tree models
rank last in the value of AUC, ACC and SPE, but rank second for identifying non-ST listed
companies. The purpose of early warning mainly lies in the identification of ST listed
companies, so the decision tree model does not belong to the focus of this paper.

Table 7. Mean values and ranking of early warning effect evaluation indicators of 13 machine learning
models based on three different sets of input feature variables.

AUC Rank ACC Rank SEN Rank SPE Rank

Logistic regression 0.7215 11 0.6593 11 0.6433 12 0.6753 8
Ridge regression 0.7209 12 0.6587 12 0.6439 11 0.6734 9
Lasso regression 0.7217 10 0.6596 10 0.6420 13 0.6772 6

DBGT 0.7532 3 0.6879 3 0.6956 5 0.6802 4
XGBoost 0.7416 7 0.6710 7 0.6790 7 0.6630 10

LightGBM 0.7331 8 0.6645 9 0.6704 9 0.6587 11
CatBoost 0.7521 4 0.6817 5 0.7092 1 0.6543 12
AdaBoost 0.7579 1 0.6913 1 0.7037 3 0.6790 5

SVM 0.7232 9 0.6676 8 0.6581 10 0.6771 7
BPNN 0.7442 6 0.6814 6 0.6716 8 0.6913 1

Decision tree 0.7168 13 0.6519 13 0.7079 2 0.5958 13
Random forest 0.7557 2 0.6854 4 0.6839 6 0.6870 2

Bagging 0.7514 5 0.6898 2 0.6975 4 0.6821 3
Mean 0.7379 0.6731 0.6774 0.6688

5. Further Discussion

According to the results of the empirical analysis, it can be found that the introduction
of the emotional tone of the MD&A does not provide more incremental information for
the identification of financial crises of listed companies. However, it brings a certain
amount of noise, which leads to a slight decrease in the overall mean value of AUC,
ACC, SEN, and SPE. This is in line with some literature findings that management can
manipulate and modify texts to increase the positive level of the emotional tone, which
can be very disruptive to the early warning effect [42–44]. It is clear that texts disclosed
internally by firms are vulnerable to manipulation by management. This paper further
investigates external texts that are difficult for companies to influence, such as financial
news texts. The introduction of the emotional tone indicator of financial news to the
machine learning model results in a better early warning effect than that of MD&A, which
provides a new research idea for financial crisis early warning models from the perspective
of feature engineering. On the early warning effects of thirteen machine learning models,
DBGT, AdaBoost, random forest and Bagging all have good prediction performance on all
three sets of input feature variables, providing an empirical basis for following research
and applications.
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6. Conclusions

Taking Chinese A-share listed companies as the sample and selecting data from 2012
to 2021, this paper uses a web crawler to obtain the MD&A section in annual reports of
listed companies and uses textual analysis technology to quantify this section. Based on
the emotional dictionary, this paper calculates the tone of the MD&A and calculates the
emotional tone of the financial news by using structured data from the database of the
Chinese Research Data Services Platform. The emotional tone of MD&A and the emotional
tone of financial news are internal and external texts for listed companies, respectively.
This paper further combines them with traditional financial indicators for comparing the
early warning effect of financial crises in listed companies, and finally draws the following
four conclusions: (1) The introduction of the emotional tone indicators of MD&A text
has no significant effect on the improvement of the early warning effect financial crisis
in listed companies and even brings some noise, which has a negative influence on the
prediction effect of some models. (2) The introduction of the emotional tone indicators
of financial news text can improve the early warning effect of financial crises of listed
companies. It can be seen that the external text contains incremental information and can
objectively reflect the operation and the future development trend of listed companies.
(3) The emotional tone indicator of financial news text is not easily influenced by listed
companies. However, the emotional tone indicators of MD&A are easily modified and
manipulated by the management of listed companies. Adopting the tone of financial news
text can exclude the interference of some modification information to the research results,
and then improve the accuracy of financial crisis early warning. (4) Under three different
sets of input feature variables, DBGT, AdaBoost, random forest and Bagging models still
maintain stable and accurate sample recognition ability. The above four models can be
used as relatively optimal classifiers for financial crisis early warning for listed companies.

There are still some limitations in this study, which are as follows: (1) There is no
research on the early warning effect of linguistic features of texts other than emotional tone.
(2) The establishment of a special comprehensive emotional dictionary of financial texts
can be a research direction in the future. (3) There is a lack of research on other external
texts, such as commentary texts, which represent the emotions of investors, and they may
have an enhancing effect on the early warning effect of financial crises.

Owing to low credibility and financial falsification, traditional financial indicators may
fail to truly reflect the development of listed companies. This paper focuses on non-financial
indicators such as textual data, to quantify the internal and external texts of companies,
finding that the emotional tone of financial news texts has an enhancing effect on the
early warning effect of models based on traditional financial indicators. This finding will
provide a useful supplement to the methods of crisis prediction relying solely on traditional
financial indicators. It will also bring important theoretical and practical implications for
the financial risk identification of listed companies.
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panies, finding that the emotional tone of financial news texts has an enhancing effect on 
the early warning effect of models based on traditional financial indicators. This finding 
will provide a useful supplement to the methods of crisis prediction relying solely on tra-
ditional financial indicators. It will also bring important theoretical and practical implica-
tions for the financial risk identification of listed companies. 
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Figure A1. ROC curve of machine learning model based on traditional financial indicators. (a) Lo-
gistic regression. (b) Ridge regression. (c) Lasso regression. (d) GBDT. (e) XGBoost. (f) LightGBM. 
(g) CatBoost. (h) AdaBoost. (i) SVM. (j) BPNN. (k) Decision tree. (l) Random forest. (m) Bagging. 
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(h) AdaBoost. (i) SVM. (j) BPNN. (k) Decision tree. (l) Random forest. (m) Bagging.
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Figure A2. ROC curve of machine learning model based on traditional financial indicators and
MD&A emotional tone indicators. (a) Logistic regression. (b) Ridge regression. (c) Lasso regression.
(d) GBDT. (e) XGBoost. (f) LightGBM. (g) CatBoost. (h) AdaBoost. (i) SVM. (j) BPNN. (k) Decision
tree. (l) Random forest. (m) Bagging.
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Figure A3. ROC curve of machine learning model based on traditional financial indicators and
financial news emotional tone indicators. (a) Logistic regression. (b) Ridge regression. (c) Lasso
regression. (d) GBDT. (e) XGBoost. (f) LightGBM. (g) CatBoost. (h) AdaBoost. (i) SVM. (j) BPNN.
(k) Decision tree. (l) Random forest. (m) Bagging.
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