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Abstract: In this work, an improved dynamic convolutional neural network (DCNN) model to
accurately identify the risk of a forest fire was established based on the traditional DCNN model.
First, the DCNN network model was trained in combination with transfer learning, and multiple
pre-trained DCNN models were used to extract features from forest fire images. Second, principal
component analysis (PCA) reconstruction technology was used in the appropriate subspace. The
constructed 15-layer forest fire risk identification DCNN model named “DCN_Fire” could accurately
identify core fire insurance areas. Moreover, the original and enhanced image data sets were used to
evaluate the impact of data enhancement on the model’s accuracy. The traditional DCNN model was
improved and the recognition speed and accuracy were compared and analyzed with the other three
DCNN model algorithms with different architectures. The difficulty of using DCNN to monitor forest
fire risk was solved, and the model’s detection accuracy was further improved. The true positive
rate was 7.41% and the false positive rate was 4.8%. When verifying the impact of different batch
sizes and loss rates on verification accuracy, the loss rate of the DCN_Fire model of 0.5 and the batch
size of 50 provided the optimal value for verification accuracy (0.983). The analysis results showed
that the improved DCNN model had excellent recognition speed and accuracy and could accurately
recognize and classify the risk of a forest fire under natural light conditions, thereby providing a
technical reference for preventing and tackling forest fires.

Keywords: forest fire; deep learning; transfer learning; convolutional neural network

1. Introduction

Forests are an indispensable link in the ecological chain and an important ecosystem in
nature, and damaging them can seriously affect the Earth’s ecological environment. Forest
protection plays an important role in sustainable human development, and preventing
forest fires is of the utmost importance [1].

Research shows that forest fire risk monitoring plays a key role in preventing forest
fires [2,3]. The steps for monitoring them are (1) identifying hot spots, (2) assessing fire risks,
(3) identifying areas vulnerable to forest fires, (4) recognizing manmade infrastructure, and
(5) examining the meteorological conditions. These are considered to be influential param-
eters that play an important role when establishing a model to assess the risk of a forest
fire [4–7]. Generally speaking, the current identification method of forest fire insurance is
traditional and singular. At present, geographic information systems (GIS), artificial intelli-
gence (AI), and machine learning (ML) can be used to predict the risk of a forest fire [8,9].
Stula M et al. [10] proposed a forest fire recognition algorithm based on a convolutional
neural network (CNN) that can extract and recognize image features, thereby providing
excellent recognition accuracy. It was implemented in a forest fire video monitoring system
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that could achieve good recognition results. Ciprián-Sánchez et al. [11] extracted and
combined information from various imaging modes for detecting and extracting features,
and predicting the spread of wildfires via a state-of-the-art (SOTA) model based on deep
learning (DL); the architecture, loss function, and different types of image combinations
of the SOTA model were evaluated to identify the parameters related to improving the
segmentation results and comparing them with traditional fire segmentation technology,
thereby improving the ability to identify the risk of a forest fire. Moayedi H et al. [12] used
a hybrid evolutionary algorithm to build a forest fire risk prediction model; a forest fire
sensitivity map of fire-prone areas in Iran was generated based on combining an adaptive
neuro-fuzzy inference system, a genetic algorithm, particle swarm optimization, and differ-
ential evolution algorithm with reliable accuracy. Vikram R et al. [13] used a support vector
machine (SVM) for a semi-supervised classification model to divide the forest area into
different subareas: high activity (HA), medium activity (MA), and low activity (LA). Due
to energy limitations, a sensor node that only monitored one parameter could predict the
fire risk in different areas with 90% accuracy. Moreover, greedy forwarding technology was
used to continuously and periodically send data packets from HA and MA areas to the base
station, respectively, but prevented them being sent from LA areas. This data forwarding
technology improved the network life and reduced congestion during data transmission
from forest areas to the base station. Achu A L et al. [14] proposed an automatic fire
monitoring system to identify forest fires in their early stages that could predict the size of
the flame areas. A deep CNN was used for forest fire risk image classification to extract
descriptors from images and was then applied to a logistic regression classifier. After using
882 images to form an ordered data set and related image metadata (such as flame, smoke,
fog, cloud, and human elements) during testing, the classification accuracy of 695 daytime
and 187 night-time scene images was 94.1% and 94.8%, respectively, with good accuracy in
estimating the flame area. Pham B T et al. [15] compared image frames via a segmentation
method based on distance measurements in a color channel histogram and a fast frame
comparison and extraction algorithm based on time. The module uses key advances in
video frame technology and processes the frames through a deep CNN that was trained
via normalization prior to segmentation to assist in detecting fire and smoke. The fire risk
recognition accuracy was 90%. Michael Y et al. [16] used two pre-trained DL CNN models
(vgg16 and resnet50) for fire detection and enhanced the depth of network learning by
fine-tuning the network on the basis of a fully connected layer. Although this improved the
detection accuracy, it also increased the network training time. However, the deep CNN
performed well on complex data sets.

At present, research on forest fire risk detection based on ML mainly involves flame
detection and smoke detection [17–21]. The forest fire risk monitoring methods proposed
by most scholars are for specific scenes, with several problems that need to be solved.
How to recognize the color, form, and texture of fire in different chaotic backgrounds is
the key to forest fire risk recognition [22–26]. The purpose of this study was to effectively
extract the complex upper layer features of fire risk images and improve the robustness of
input conversion by constructing an unmanned aerial vehicle (UAV) image-based forest
fire risk prediction model based on a deep learning back-propagation neural network. The
problems to be solved in the process of fire risk identification are feature extraction from
training image data sets and training with a large number of fire risk image data sets [27,28].

In this study, we attempted to solve the above problems as follows. First, the dynamic
CNN (DCNN) network was trained in combination with transfer learning, and multiple
pre-trained DCNNs were used to extract features from forest fire images. The traditional
DCNN model was improved and the recognition speed and accuracy were compared and
analyzed with the other three DCNN model algorithms with different architectures. The
difficulty of using DCNN to monitor forest fire risk was solved and the model’s detection
accuracy was further improved. Therefore, the forest fire risk model based on the improved
DCNN could accurately identify and classify the risk of a forest fire under natural light
conditions. The main research contents of this paper were as follows:
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(1) The DCNN network was trained in combination with migration learning, and multiple
pre-trained DCNN models were used to extract the features of forest fire images.

(2) Principal component analysis (PCA) reconstruction technology was used to enhance
image category differentiation.

(3) A 15-layer DCNN model called “DCN_Fire”, as an improvement on the traditional
DCNN model, was constructed and analyzed.

(4) The recognition speed and accuracy of the improved DCNN model were compared
with three other DCNN models with different architectures.

(5) The DCNN model could accurately recognize the risk of a forest fire risk in natural
light; thus it was suitable as an early warning system for forest fires.

In Section 2, we discuss the extraction and enhancement of pertinent image features
using the DCNN. Section 3 presents the improved DCNN model and its construction
process. Section 4 provides an analysis of the model verification and experimental results.
Finally, conclusions based on the study findings are presented in Section 5.

2. Model Construction and Analysis
2.1. Model Construction

Here, we comprehensively evaluate the self-learning ability of a DL CNN. A DCNN
model can be used to determine whether there is a fire risk from forest images collected by
an UAV by evaluating the influence of different model structural parameters. The proposed
improved DCNN model was used to describe the DL CNN model accurately and in detail.

2.1.1. Overall Architecture

Figure 1 shows the architecture of the improved DCNN model. The model architecture
consisted of 15 layers of DCNNs collectively called “DCN_Fire”. The structural parameters
are described below. The first 12 layers of the DCNN model were composed of eight
convolutions (Conv 1–8) in the convolutional layer and four maximum pooling layers (Pool
1–4). Forest fire features were extracted from a convolutional layer on a lower level and
transferred to a higher level. The maximum pooling layers could extract the changeable part
of the image and reduce the output size of the convolutional layer. The last classification
layer recognized images of fires according to the previously extracted high-level features.
The model structure was suitable for extracting different forest flame features from the
training data set.
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2.1.2. Details of the DCN_Fire Model

Input layer: input data comprised a segmentation database of significant images with
a pixel size of 128 × 128 in lightning memory-mapped database format.

Convolutional layer: eight convolutions (Conv 1–8) were defined in the convolutional
layer. The convolutional kernel size was 3 × 3, the sliding step was one, and Xavier was
used to initially configure the parameter weights. A rectified linear unit (relu) was used
on this layer as the activation function and the output was sent to the next volume or
pooling layer.

Pooling layers: these reduced the data dimensions to avoid over-fitting problems. The
kernel size of this layer was set to 2 × 2 by using the maximum pooling method, and the
step size was two. Each fully connected layer (FC1 and FC2) had 256 neurons and Xavier
mode was used for weight initialization. In the hidden layer, the exit technique was used to
reduce the dependence between neurons, and the activation function in the fully connected
layer was a relu.

Classification layer: the Softmax function is calculated as

So f tmax =
exp(ai)

∑ jexp
(
aj
) (1)

Pixels of size 128× 128 were input into the DCNN, after which the error between the
actual output value and the required value was calculated. The stochastic gradient descent
method was used on the training-depth CNN. After passing the back-propagation error in
the previous layer, the method calculated the derivative on the optimization coefficient and
weight. The learning process of the model was iteratively optimized until the training error
was small enough to be ignored.

2.2. Transfer Learning

Due to the depth of training, neural networks needed labeled data and a large number
of special hardware devices, such as high-powered graphics processors. Training a forest
fire risk identification model takes a long time and using transfer learning can solve this
problem [29–31].

As the latest technology for visual classification, a DCNN pre-trained on large data
sets can be reused for new tasks. A DCNN with learning weights can be directly applied
to various computer vision situations [32,33]. In this study, the pre-trained DCNN model
was used to extract features from forest fire images, which provided effective help for
multi-feature fusion; thus, it provided robust class identification.

In the three training structures (AlexNet, VGG-16, and Inception-v3), the class predic-
tion layer of each DCNN was used as a feature extractor. Each layer provided the output
for 1000 neurons, which were the neglected top layer in the network.

We used a computer with an Intel®CoreTM i7-3770 CPU with Inception-v3 to obtain
bottleneck functions for the published benchmark cifar10 data set [34]. Table 1 summarizes
the various architectures of the models.

Table 1. The architectures of the models.

Structure Name Input Dimensions The Penultimate Floor Feature Size

AlexNet 227 × 227 × 3 FC7 4096
VGG16 224 × 224 × 3 FC2 4096

Inception-V3 any × any × 3 Pool_3 2048

2.3. Feature Extraction and Classification

For the classification and recognition of forest fire risk images, single multimodal
features cannot deal with large changes in the statistical data of images [35–37]. We



Appl. Sci. 2022, 12, 6721 5 of 15

combined classification technology with various features [38] to improve the accuracy of
recognizing forest fire risk from images. These features could be expressed as

Fi =
{

f k
i

}m

k=1
(2)

for i = 1, 2, · · · · · · , D0 and k = 1, 2, · · · · · · , m. Multi-feature fusion is mainly used to
determine a generalized subspace ∏ ∈D0×d for distribution d << D0, d = l, or d < l.
A single feature is normalized according to its energy level as follows:

F′ i = ΩiFi (3)

where

Ωi =

(
1

EFi

)
/

m

∑
i=1

1
EFi

(4)

and Fi is the original feature of f (x) = max(0, x). The value of the series is calculated
by using

FFV =
(

F′1, · · · · · · , F′m
)T (5)

The quantity product of the characteristics is calculated as follows:

FFV = ∏ m
i=1F′ i (6)

The summation formula for the characteristics can be written as

FFV =
m

∑
i=1

F′ i (7)

Calculating the average pooling value can be achieved by using

FFV = mean
(

F′T1 , · · · , F′Tm
)

(8)

The maximum pooling value is calculated by using

FFV = max
(

F′T1 , · · · , F′Tm
)

(9)

The influence of the features is eliminated and the richness of the fusion feature sub-
space is enhanced in the above feature fusion methods [38]. We used reconstruction tech-
nology based on PCA to enhance the distinction between specific categories. The variables
x and y are combined as (x1, y1), (x2, y2), · · · , (xk, yk), where xi ∈ <n,yi ∈ {1, 2, · · · , M} is
the real class label of xi estimated according to its density pi(x).

ŷ = argmaxpi(x),
i = 1, · · · , M

(10)

where pi(x) = ∑ k
j=1yjλ

i
jC
(

x, xj
)
+ bi when x is positive (the greater the value, the higher

the confidence level), where λ is the coefficient term, C represents the penalty function, and
b is the deviation parameter.

We adopted a linear SVM based on scikit-learn in Python. The bottleneck feature of
DCNN is usually linearly separable, and so the features of the fused DCNN model could
be processed well by using a linear SVM.

3. Comparative Analysis of the Algorithm Implementation Performance
3.1. Data Source

We used more than 4000 forest fire risk images as the original data that ranged in size
from 200 × 200 to 4000 × 4000 pixels and were taken in the Guangdong Longshan and
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Jiangmen Sihui forest farms. The input images were normalized to produce a standard data
set. UAV images usually contain cluttered information, and so some important features
can become submerged when their size is directly adjusted.

We could quickly locate the core fire area in a forest fire risk image despite a complex
background by dividing the detection area into a recommended area and a selection area
by using significance detection and a logistic regression classifier. The specific steps were
as follows.

Step 1 The region of interest (ROI) proposal. Bayesian-based saliency detection was
applied to an original image I; the saliency was mapped to the planarization in the
image mask IM; and the original image was masked to areas R1–Rn.

Step 2 The color components, image energy, and entropy (vectors X1–Xn) of each ROI were
determined to decide whether the characteristics vector in the ROI corresponded to
flame or smoke, after which MBR and a fixed size boundary were used to divide
the fire area.

We used the color matrix value as the color feature descriptor and the energy and
entropy of the angular second-order matrix of an image as the texture descriptor.

3.2. Significance Segmentation and Data Enhancement

We used significance detection to segment the flame image to standard sizes and train
the model. The model was used to process images with flames, smoke, or flames and
smoke. Figure 2 shows the processing results.
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Figure 2a shows the original forest fire images while Figure 2b exhibits the results of
significance detection. As shown in Figure 2c, the proposed significance method effectively
located the core flame area in the aerial images and even very small ignition areas. In
addition, Figure 2d shows that the original image was segmented into independent flame
images containing complete flame features using the proposed method. Data enhancement
could effectively solve the over-fitting problem caused by using a small training data set.
Figure 3 shows examples of the test results.
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We tested the performance of the fire risk location and segmentation algorithm with
550 images of flames selected from the original data set. The test results are reported in
Table 2. From the test results, the true positive rate was 7.41% and the false positive rate
was 4.8%. Since the images were small, the characteristics of flames and smoke covered
most areas. At this time, segmentation was not necessary. To enhance the recognition of
fire risk images, the data set was enhanced. The new enhanced image database named
“DB_Fire” contained 3845 images. Table 3 shows the parameters of the original image
database and enhanced image database.

Table 2. The performances of the location and segmentation methods.

Image
Type Total ROI Detected from 240 Aerial Fire Images 492 Total ROI Detected from 310 Normal-View Images 683

Performance
TP FN FP TN TPR FPR TP FN FP TN TPR FPR
329 19 8 136 96.1% 4.8% 463 47 16 157 92.2% 7.41%

TP, true positive; TN, true negative; FP, false positive; FN, false negative; TPR, the true positive rate; FPR, the false
positive rate.

Table 3. The image databases.

Image Type
Original Image Database Enhanced Image Database

UAV Image
Acquisition

Ordinary
Image Total UAV Image

Acquisition
Ordinary

Image Total

No flames 354 762 1116 748 1476 2224
With flames 247 497 744 457 1164 1621

Total 601 1259 1860 1205 2640 3845

3.3. Optimization of the DCN_Fire Parameters

The DCN_Fire model parameters included the convolutional core size, number of
layers, and loss rate. Some empirical values were determined (the input image size was
128 × 128 × 128) after the full-parameter tuning test. Good results were obtained in terms
of verification accuracy for a learning rate of 0.0001, a momentum of 0.9, and 20,000 itera-
tions (Table 4).

Table 4. The influence of batch size and loss rate on the verification accuracy of DCN_Fire.

Batch Size Verification Accuracy Loss Rate Verification Accuracy

50 0.968 0.5 0.983
64 0.971 0.6 0.967
48 0.972 0.4 0.964

128 0.965 0.7 0.952
32 0.961 0.3 0.949
16 0.949 0.2 0.947

4. Model Validation
4.1. Model Performance Verification

To verify the model’s accuracy, we explored several forest fire risk monitoring DCNN
models with various hierarchical structures and calculated the image processing time and
verification accuracy of each one using the original and enhanced image data sets. The
models involved in the comparison included the DCN_Fire model and 13-layer, 15-layer,
and 20-layer DCNN models. Figure 4 shows the comparison of flame image verification
accuracy. Figure 5 shows the comparison of flame image processing times by the models.
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Figure 5. Flame image processing time comparison of the DCN_Fire model and 13-layer, 15-layer,
and 20-layer DCNN models.

Although the 20-layer DCNN model achieved a verification accuracy similar to that of
the DCN_Fire model (0.983), its processing time was 1.67 longer due to the larger number
of layers, increasing the calculation time and cost. Therefore, the DCN_Fire model was
superior in terms of processing time and verification accuracy. Meanwhile, the original
and enhanced image data sets were used to evaluate the impact of data enhancement on
model accuracy. The data revealed that the verification accuracy of the same model using
the enhanced image data set was better than that using the original image data set.

After dividing the image samples into training and verification sets, the DCN_Fire
model and the 13-layer and 15-layer DCNN models were trained and their loss values were
calculated. Figure 6 shows the training and verification loss curves of the four models.

The loss curves is showen in Figure 6, it mark the training loss once every 100 iterations
and the validity loss once every 500 iterations.

The data from Figures 4–6 show that the DCN_Fire model had better recognition
accuracy than the other models with minimal training and verification losses.



Appl. Sci. 2022, 12, 6721 10 of 15

Appl. Sci. 2022, 12, 6721 10 of 16 
 

 

Figure 5. Flame image processing time comparison of the DCN_Fire model and 13-layer, 15-layer, 

and 20-layer DCNN models. 

Although the 20-layer DCNN model achieved a verification accuracy similar to that 

of the DCN_Fire model (0.983), its processing time was 1.67 longer due to the larger 

number of layers, increasing the calculation time and cost. Therefore, the DCN_Fire 

model was superior in terms of processing time and verification accuracy. Meanwhile, 

the original and enhanced image data sets were used to evaluate the impact of data en-

hancement on model accuracy. The data revealed that the verification accuracy of the 

same model using the enhanced image data set was better than that using the original 

image data set. 

After dividing the image samples into training and verification sets, the DCN_Fire 

model and the 13-layer and 15-layer DCNN models were trained and their loss values 

were calculated. Figure 6 shows the training and verification loss curves of the four 

models. 

 
(a) 

Appl. Sci. 2022, 12, 6721 11 of 16 
 

 
(b) 

 
(c) 

Figure 6. Training and validation loss curve of (a) the DCN_Fire model, (b) the 13-layer DCNN 

model, and (c) the 13-layer DCNN model. 

The loss curves is showen in Figure 6, it mark the training loss once every 100 itera-

tions and the validity loss once every 500 iterations. 

The data from Figures 4–6 show that the DCN_Fire model had better recognition 

accuracy than the other models with minimal training and verification losses. 

4.2. Analysis of Fire Recognition by the DCN_Fire Model 

Figure 7 shows the visual characteristics after the input images had passed through 

the Conv 2 and Conv 3 layers. It could be observed that the lower layer captured 

low-level texture, edges, and color features while the higher layer captured sparse high-

er-level features by eliminating irrelevant content. 

Figure 6. Training and validation loss curve of (a) the DCN_Fire model, (b) the 13-layer DCNN
model, and (c) the 13-layer DCNN model.

4.2. Analysis of Fire Recognition by the DCN_Fire Model

Figure 7 shows the visual characteristics after the input images had passed through
the Conv 2 and Conv 3 layers. It could be observed that the lower layer captured low-
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level texture, edges, and color features while the higher layer captured sparse higher-level
features by eliminating irrelevant content.
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Figure 7. The feature mapping process after the Conv 2 and Conv 3 layers in the DCN_Fire model.
(a) The original input image, (b) the Conv 2 feature map, and (c) the Conv 3 feature map.

The DCN_Fire model was used to identify forest fire images and verify the effective-
ness and rationality of the classification of the forest fire risk from aerial images (Figure 8).
Since the smoke features in the smoke (Figure 8c) and mist (Figure 8d) images were highly
similar, DCN_Fire mistakenly classified forest mist images as fire risk images. This was not
surprising as humans can also mistakenly identify mist as smoke.

The test set consists of 1200 random images with and without flames from the database.
From the results in Table 5, it could be seen see that the false negative rate with the DCN_Fire
model (0.13%) was very low.

Table 5. The performance of the DCN_Fire model on the test data set.

TP FN TN FP TPR TNR FNR General Accuracy

592 8 588 12 98.7% 98.0% 0.13% 98.3%

TP, true positive; TN, true negative; FP, false positive; FN, false negative; TPR, the true positive rate; TNR, the true
negative rate; FNR, the false negative rate.

The same training and test data sets were used to verify and compare the recognition
accuracy of the DCN_Fire model and other mainstream ML models (Kim’s CNN, AlexNet,
8-layer CNN + Fisher vector, HOG + SVM, and deep belief net + neural net) for fire risk
recognition. The training results showed that DCN_Fire was more accurate than the other
models and performed well (Figure 9, Table 6).

Table 6. DCN_ Fire compared with the accuracy of other models.

Model Classifier Accuracy

DCN_ Fire Softmax 98.3%
Kim’s CNN model Softmax 93.2%

AlexNet Softmax 97.3%
Eight-layer CNN + Fisher vector SVM 95.1%

HOG + SVM SVM 43.3%
Deep belief net + neural net BPNN 87.7%
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Figure 8. Fire risk image classification using the DCN_Fire model. (a) Images without fire character-
istics; (b) images with flames; (c) images with smoke; and (d) misclassified images with mist.
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5. Conclusions

The detection and recognition of forest fire risk images is of great significance for the
detection and prevention of forest fires. Combined with migration learning, the work in this
paper trained a DCNN network, used multiple pre-trained DCNN models to extract the
features of forest fire images, used PCA reconstruction technology to convert features into
a shared feature subspace, and established the forest fire risk recognition model. According
to the experimental results, the main research conclusions of this paper were as follows:

(1) A DCNN network combined with migration learning was constructed and trained
using multiple pre-trained DCNN models to extract features from forest fire images
and used PCA reconstruction technology to convert features into a shared feature
subspace to establish a forest fire risk recognition model. We used 550 flame images
to test the fire risk location performance and the segmentation algorithm. The true
positive rate was 7.41% and the false positive rate was 4.8%. When verifying the
impact of different batch sizes and loss rates on verification accuracy, the loss rate of
the DCN_Fire model of 0.5 and the batch size of 50 provided the optimal value for
verification accuracy (0.983).

(2) Comparing the test results showed that the performance of the improved DCNN
model was comparable with that of other models. In terms of processing time and
verification accuracy, the DCN_Fire model was considered a better DCNN architecture
in fire risk identification. When calculating the training and verification losses of
several models, those of the DCN_Fire model were minimized.

Although the improved DCNN model achieved good results in the detection of forest
fire risk, the detection accuracy still warrants improvement. In future research, we will
further optimize the network model structure and improve the network performance of
the forest fire risk identification model.
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28. Tomar, J.S.; Kranjčić, N.; Ðurin, B.; Kanga, S.; Singh, S.K. Forest fire hazards vulnerability and risk assessment in Sirmaur district

forest of Himachal Pradesh (India): A geospatial approach. ISPRS Int. J. Geo-Inf. 2021, 10, 447. [CrossRef]
29. Ozenen Kavlak, M.; Cabuk, S.N.; Cetin, M. Development of forest fire risk map using geographical information systems and

remote sensing capabilities: Ören case. Environ. Sci. Pollut. Res. 2021, 28, 33265–33291. [CrossRef]
30. Lin, G.; Zhu, L.; Li, J.; Zou, X.; Tang, Y. Collision-free path planning for a guava-harvesting robot based on recurrent deep

reinforcement learning. Comput. Electron. Agric. 2021, 188, 106350. [CrossRef]
31. Park, M.; Tran, D.Q.; Lee, S.; Park, S. Multilabel Image Classification with Deep Transfer Learning for Decision Support on

Wildfire Response. Remote Sens. 2021, 13, 3985. [CrossRef]
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