Test Suite Prioritization Based on Optimization Approach Using Reinforcement Learning
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Abstract: Regression testing ensures that modified software code changes have not adversely affected existing code modules. The test suite size increases with modification to the software based on the end-user requirements. Regression testing executes the complete test suite after updates in the software. Re-execution of new test cases along with existing test cases is costly. The scientific community has proposed test suite prioritization techniques for selecting and minimizing the test suite to minimize the cost of regression testing. The test suite prioritization goal is to maximize fault detection with minimum test cases. Test suite minimization reduces the test suite size by deleting less critical test cases. In this study, we present a four-fold methodology of test suite prioritization based on reinforcement learning. First, the testers’ and users’ log datasets are prepared using the proposed interaction recording systems for the android application. Second, the proposed reinforcement learning model is used to predict the highest future reward sequence list from the data collected in the first step. Third, the proposed prioritization algorithm signifies the prioritized test suite. Lastly, the fault seeding approach is used to validate the results from software engineering experts. The proposed reinforcement learning-based test suite optimization model is evaluated through five case study applications. The performance evaluation results show that the proposed mechanism performs better than baseline approaches based on random and t-SANT approaches, proving its importance for regression testing.
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1. Introduction

With the adoption of the agile paradigm in most software companies, the interest in continuous integration environments is growing. The benefits of such environments include integrating frequent software changes and making software evolution faster and less expensive. As a result, it will effectively handle tasks such as build processes, test execution, and test result reporting. Software testing has been practiced as early as when the field of software engineering emerged. Software testing was introduced to evaluate the software quality [1]. Testing includes activities that can identify every possible error in software for rectifying them before the software product has been released to end-users. Software testing is one of the expensive phases of the development process [2]. Software testing and debugging cost is over 50 percent of the whole development cost [3,4]. The cost of regression testing depends on the complexity of the application and the size of the test suite [5]. The fundamental challenge of software testing is to improve the order of the test cases for implementation to identify maximum faults in the given test suite [6]. To overcome this challenge, three common solutions are studied in the literature: test suite selection (TSS) [7,8], test suite minimization (TSM) [9,10] and test-suite prioritization.
TSP [1–4,6,11–15]. TSP re-orders the test cases to identify more defects in the top few test cases.

Artificial intelligence (AI) and machine learning techniques have proven their practical suitability in interdisciplinary applications [16–19]. A plethora of tools have been developed to assess the development and deployment of AI models [20,21]. Machine learning techniques are also used for TSP [4,12,15]. In [22], test cases are prioritized based on supervised machine learning. This approach deals with the test case description in natural language and test case history like black box metadata. In addition, the support vector machine for ranking (SVM Rank) algorithm is used for prioritizing the test cases [22].

Reinforcement learning (RL) is an area of AI and machine learning in which the computer agents learn from the environment through interactions [23]. The agent learns the policy of actions to maximize the reward value for its current state [24]. Q-Learning is a model-free RL based on the Markov decision process [24]. In Q-Learning, the agent learns from the Q function while performing an action on some state. The Q function is also known as action-value function [24]. At any state, the agent can take five actions: up, down, left, right, and no action [25]. The agent changes its state by taking action and updating its reward value from the policy [24]. The agent memory is accommodated in the table of Q values, calculated through the action–value function. The agent takes those possible actions through which it can maximize Q values based on policy [24].

There are many approaches used for the test case prioritization, such as data mining approaches [10,13], machine learning approaches [4,12,15,22], clustering approaches [5,26], multiple criteria-based approaches [1], weighted method for test case prioritization [3], and code coverage (CC) based TSP [7,9]. A similar study on the prioritization of test cases is done through data mining techniques called application navigation tree mining and interaction pattern mining [13]. The work is done in different phases; in the first phase, the model creates the tree with the help of user and tester interaction with the system. Then in the next phase, the sequence mining algorithm identifies the frequent interaction of the user and tester with the system. Then in the next phase, the sequence mining algorithm identifies the frequent interaction of the user and tester with the system. The third phase [13] identifies the longest common sub-sequence, which shows the most used workflow of the system. So finally, the researcher prioritizes the test cases based on the longest common sub-sequences using data mining. TSP can be done through different methods, for instance, assigning priority to the test cases based on some criteria and changing the order of the test cases based on the priority value [1]. As a result, test cases have a high priority to detect more faults and prioritize the order of test cases, which can increase the probability of fault detection in the beginning [3]. Furthermore, the automated process of TSP preserves more time and resources [4].

This paper presents a novel TSP technique based on the RL method named Q-learning. The first step of the proposed mechanism is data preparation and storing it in the database system. For this purpose, an interaction recording system is developed to record users’ and testers’ interactions with the application. For example, test cases are written in natural language, and the tester needs to follow these test cases to test the software system. Therefore, the tester’s interaction with the system during system testing is imperative for prioritizing the test cases. Similarly, recording the user interaction with the application after its beta release is needed. For instance, when any user wants to use the application, the user interacts with the view part, which is the graphical user interface (GUI). Each activity and button of the GUI application has a unique name or ID. For example, when a user clicks on a button, its activity name and the ID of the clicked button are added to the list. The list ends when the user logs out from the application, or the application is forcefully terminated. It gives a complete user interaction path from the log-in state to the log-out state. After using applications, many user interaction logs are recorded. Similarly, the testers’ log is recorded when the tester interacts with the applications to execute the test cases. A conceptual model of the proposed test suite prioritization technique is presented in Figure 1.
The RL model is used to train the agent to interact with the environment and maximize reward from state actions. The policy tells the agent which action to take in various circumstances. The policy is based on the finite Markov decision process (FMDP). Markov’s decision process calculates the reward value based on the current and the next state. After learning the environment, the agent follows that sequence of states to maximize its reward from starting state to the final state. The proposed model is evaluated on datasets from the five case study applications. The case studies include the health care case study, intelligent vehicle assistance system (IVAS), real estate case study, mobile shop POS app, and jobs portal case study. For evaluation, the fault seeding [27–30] mechanism is used to measure the fault detection after employing the prioritization algorithm. In summary, the main contributions of this study are as follows:

- A four-fold methodology of test suite prioritization based on reinforcement learning.
- Regression testing tool for android applications based on the real-time interaction of users and testers with the application.
- Automatic test suite prioritization based on Q-Agent.
- Five case study applications, including health care, intelligent vehicle assistance system (IVAS), real estate case study, mobile shop POS, and jobs portal.
- Fault seeding-based approach for the validation of the proposed RL model.

The rest of the paper is organized as follows: Section 2 presents the literature review. The proposed methodology is discussed in Section 3. Section 4 presents the results, proof of concept, and performance evaluation. Finally, the conclusions and future work directions are presented in Section 5.

2. Related Work

This section discusses the literature on the TSP and various related techniques proposed by the scientific community. Robeala Abid and Aamer Nadeem [1] presented multiple criteria-based techniques using the additional strategy for test case prioritization in their research. One is recognized as primary criteria, and the other one is recognized as secondary criteria. Primary criteria prioritize the test cases, and the secondary criteria break the attachment between the test cases when more than one test case gives the same coverage in the first criteria. Rubbing Huang presented a new fixed-strength interaction coverage-based prioritization (FICBP) method [11]. At the time of prioritization, authors frequently use base choice coverage so that it can enhance testing efficiency. The algorithm chooses those test cases covered by the greater one-wise factor level combination. These
include test cases that have not been considered in the base choice coverage. The evaluation is performed in terms of the time complexity of the FICBP algorithm.

The authors in [9] discussed the test-suite reduction and prioritization framework called test optimizer. The test optimizer framework is based on the CC. The test optimizer consists of a test planner and a test manager. The test leader provides inputs to the test planner, and the inputs are allotted optimization time, test suites, and test repository. The test manager generates the test cases using coverage-based test suite reduction and test-suite prioritization techniques by observing the allocated optimization time. The results are then stored in the test repository. The timer and optimizer are the main sub-components of the test manager. Test case prioritization can also be accomplished using the cuckoo search (CS) algorithm [8]. The CS algorithm is based on the nature of cuckoo birds. The CS algorithm prioritizes the test cases on fault statistics, such as the more significant number of fault detection in less time. Artificial bee colony (ABC) is also used in [4] for TSP. Moreover, swarm intelligence (SI) have been adopted to prioritize test cases based on CC. SI or particle swarm optimization (PSO) are algorithms developed based on biologically inspired artificial intelligence models of social insects, such as bees and ants [4].

Helge Spieker [15] used RL for test case prioritization and test case selection. In [15], the researchers introduced a method called RETECS for learning test case prioritization and test case selection in continuous integration (CI) to reduce the round trip time between the developer feedback and code commits on failed test cases. RETECS uses RL to prioritize and select test cases based on the last execution, failure history, and duration. In [5], the researcher presented a test case selection technique for applications connected to databases. Raul H. Rosero and Omar S. Gómez presented unsupervised clustering with unit tests and random values to regulate those test cases associated with modifications and connected to databases [5]. The authors in [14] proposed a novel approach called REPiR for TSP. The REPiR approach combines regression test prioritization (RTP) and information retrieval that primarily deals with the ranking problems. RTP analyzes the test cases written in a programming language, and IR looks into the documents written in natural language.

Jinfu Chen [26] presented an adaptive random sequences clustering technique. This technique uses white box information such as CC and black box information such as input data for testing and the expected output against input values. In [31], the researcher presented ant colony optimization (ACO) for TSP, and that technique is acquired from natural ant behavior. Their technique considers test cases and faults related to software as an input with the objective function. The ants navigate from the initial fault node to the final fault node, and the initial edges node to the final fault node are chosen randomly between ants. They use a heuristic function to authorize the memory information related to paths for fault coverage. The ants’ movement is recorded, and paths are updated until or unless no ant moves on any path. Then they prioritize the test suite based on these paths. The test cases covering all faults in minimum time are given high priority. Mills introduced fault seeding in 1972 [27], in which the effectiveness of the test suite is presented using a comparison of the total seeded faults, and total detected faults. There are different software testing techniques for injecting faults [24,28–30].

Table 1 presents a comparative analysis of the proposed approach with existing TSP techniques. The summary is based on the type of methodology, test suite minimization (TSM), TSP, test suite selection criterion, the contribution of the new software platform, the use of AI-based models, and relative demerits. The test suite selection criterion includes the analysis approach based on fault detection effectiveness (FDE) and CC.
<table>
<thead>
<tr>
<th>S.No</th>
<th>Methodology</th>
<th>TSM</th>
<th>TSP</th>
<th>Test Suite Selection Criterion</th>
<th>Software Platform Developed</th>
<th>AI-Based Model</th>
<th>Optimization</th>
<th>Relative Demerits</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Modification based approach [32]</td>
<td>yes</td>
<td>Yes</td>
<td>Correlation index based on FDE and CC</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Both techniques can give good results</td>
</tr>
<tr>
<td>2</td>
<td>Identify the code lines affected by the modification [33]</td>
<td>No</td>
<td>Yes</td>
<td></td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>Proposed TSP approach can identify errors and test suite is prioritize test suites.</td>
</tr>
<tr>
<td>3</td>
<td>Analysis based on 9 mechanisms [34]</td>
<td>No</td>
<td>Yes</td>
<td>Fault detection percentage</td>
<td>yes</td>
<td>Yes</td>
<td>No</td>
<td>Optimization based TSP performs better.</td>
</tr>
<tr>
<td>4</td>
<td>Coverage data [35]</td>
<td>Yes</td>
<td>No</td>
<td>Analyzing dataflows and tracking executions</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>Regression tests are reduced, but no test suites are prioritized. GA perform well, while greedy approaches are surprisingly effective</td>
</tr>
<tr>
<td>5</td>
<td>Integration of 5 algorithms [36] Methodology based on ReduceU/Session and GA [37]</td>
<td>No</td>
<td>Yes</td>
<td>CC</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Decrease execution time but no increase in fault detection rate.</td>
</tr>
<tr>
<td>6</td>
<td>Finding traces from user session data and selection using GA</td>
<td>No</td>
<td>Yes</td>
<td></td>
<td>No</td>
<td>yes</td>
<td>Yes</td>
<td>Proof of concepts on 3 projects, performance analysis shows an increase in the granularity of fitness function, leading to TSM. Applied to 5 case studies, the fault detection rate was improved.</td>
</tr>
<tr>
<td>7</td>
<td>CC and fitness function [38]</td>
<td>Yes</td>
<td>No</td>
<td>CC and runtime of test cases</td>
<td>No</td>
<td>yes</td>
<td>Yes</td>
<td>Solve the triangle problem and reduces test suite.</td>
</tr>
<tr>
<td>8</td>
<td>Mean percentage of fault detection rate [39]</td>
<td>No</td>
<td>Yes</td>
<td>CC and Runtime path building and optimal path selection.</td>
<td>Yes</td>
<td>yes</td>
<td>Yes</td>
<td>Minimize the cost and maximize the coverage</td>
</tr>
<tr>
<td>9</td>
<td>Partial CC [39]</td>
<td>No</td>
<td>Yes</td>
<td></td>
<td>yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Minimize the cost and maximize the coverage</td>
</tr>
<tr>
<td>10</td>
<td>Multi-objective optimization [40]</td>
<td>No</td>
<td>Yes</td>
<td>Requirement coverage and cost selection based on defects and test coverage</td>
<td>No</td>
<td>yes</td>
<td>Yes</td>
<td>Case studies based on the GSM test database and the proposed defects detection rate in a short time. The proposed expert system is best suited for multi-objective optimization based on test suite reduction.</td>
</tr>
<tr>
<td>11</td>
<td>Fuzzy system[41]</td>
<td>No</td>
<td>Yes</td>
<td></td>
<td>Yes</td>
<td>No</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>Optimization and fuzzy logic-based expert system [42]</td>
<td>Yes</td>
<td>No</td>
<td>Selection based on performance, throughput and CC.</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td></td>
</tr>
</tbody>
</table>
3. Materials and Methods

This section presents the proposed methodology for TSP based on a four-fold methodology. Figure 2 shows the block diagram of the proposed methodology. The proposed four-fold methodology of test suite prioritization is based on reinforcement learning.

Figure 2. Proposed methodology for test suite prioritization based on RL based optimization.

First, the testers’ and users’ log datasets are prepared using the proposed interaction recording systems for the android application. Second, the proposed reinforcement learning model is used to predict the highest future reward sequence list from the data collected in the first step. Third, the proposed prioritization algorithm signifies the prioritized test suite.
Lastly, the fault seeding approach is used to validate the results from software engineering experts. In the proposed interaction recording systems, the testers’ and users’ interactions are recorded when the user or tester interacts with the system. Then, the sequence of activities or states is extracted from those users’ and testers’ logs. Next, the number of states from the testers’ log is computed for the environment construction of the proposed RL model. Next, the agent is trained on the matrix representing the testing environment using the Q-learning algorithm. During learning, the agent updates and maintains its Q-table. The final updated Q-table is obtained when the agent learns the complete environment. In the next step, the algorithm identifies the sequence of states with the highest reward values from starting state to the final state. The prioritization algorithm is then applied based on the sequence with the highest reward values.

For prioritization of the user and tester interactions, the system records the interaction when users and testers use the application. User interactions are recorded when the user interacts with the GUI of the application. An interaction list is generated when the user logs in to the application or performs any other application activity, such as ‘Sign up’ and ‘Forget password’. The list maintains and adds all actions performed by the user in the GUI of the application. At each instance or button click, the activity name and the button ID are stored in the list. The addition to the list ends when the user logs out from the system, or the application is terminated forcefully. The final list is added to the database for persistence. Tester Log is also recorded in the same way when the tester interacts with the system to implement the test cases for testing the system. A tester list is generated by clicking buttons on the application interface while testing the application. By executing all test cases, the logs of every test case according to its type are collected. The user and tester logs are then processed to get the sequence of states visited by users or testers. Next, all possible states are extracted from the tester logs for the construction of the matrix representing the testing environment and computing frequency count and complexity from the list of user logs. Finally, the mean, median, and complexity of the states are calculated from the list, excluding the initial and final states for the reward matrix calculation.

Faults are seeded or injected through software. In the first step, frequent and rare paths are extracted by sequential pattern mining [13,27] method. Sequence mining is a handy data mining technique for understanding the user and tester behavior with the system [13]. After applying sequential pattern mining, the system gets frequent paths and rare paths from the test suite. In the second step, the program is given to the software in which we want to inject the faults for evaluation [30]. The software scans the source code and generates the control flow graph according to the program [28]. The software gets the program’s seed point injection locations and workflow in the third step. Faults are injected in particular locations in the workflow through the fault injector, and then for evaluation, test the program after faults are injected in the program [30]. The fault data assembler assembles the related data for analysis, such as the number of injected faults, detected faults, and undetected faults. The result evaluator obtains the data from the fault data assembler and generates the results according to the data. In Q-learning, the agent learns from its environment. Figure 3 presents the workflow of agent learning in the proposed approach.
Figure 3. Flow of the learning methodology of the proposed for test suite prioritization.

The agent starts from the start state that becomes the current state, and the agent receives a reward from the current state. Then, the agent analyzes valid actions from the valid action array for the current state and the reward values against valid actions from the reward matrix. After analysis, the agent takes action, moves to the next state, and updates its Q-Table. Then, the next state becomes the current state, and the entire process is repeated according to the defined episodes. For instance, in our experimental configuration, the agent repeats the episode 1000 times, and the agent navigates from the initial state to the final state in the matrix representing the testing environment. The more agents explore the environment, the better the $Q$ value achieved.

$$Q(s,a) = r + \gamma \max_{a'} Q(s',a')$$

Equation (1) (known as the Bellman equation) is used to compute the maximum future reward. It is the reward the agent received for entering the current state $s$ plus the maximum future reward for the next state $s'$. The $Q$ value is iteratively approximated based on the Bellman equation. The Q-learning equation is given by

$$Q_{t+1}(s_t,a_t) = Q_t(s_t,a_t) + \alpha (r_t + \gamma \max_a Q_t(s_{t+1},a) - Q_t(s_t,a_t))$$

In Equation (2), $\alpha$ is the learning rate that controls the difference between previous and new Q values. As the agent explores more and more of the environment, and the approximated Q values start to converge to Q. The final updated Q table is obtained from 1000 episodes of training from the start state to the end state. After obtaining the updated Q-Table, the algorithm extracts the sequence of states from the start state to the final state with maximum reward. Finally, the proposed prioritization algorithm prioritizes the test cases based on this extracted sequence. For instance, if two or more test cases have the same similarity index, the length of test cases is another selection parameter. The test case with greater length is given priority among test cases with the same similarity index.

The proposed Q learning algorithm-based TSP mechanism initializes Q-matrix with zeros. The value of $\gamma$ representing the learning rate is set between 0 and 1. The reward matrix is constructed and initialized with the reward value of each state. To make the agent understand its environment well, the agent is trained with more episodes as they say, the more the agent explores the environment, the better the Q value obtained. For each episode, the agent starts from state-0, navigates to the goal state with a random navigation path, and selects one action among all possible actions for the current state (S) with the highest Q value. After performing an action on the state (S), the agent moves to the next state (S'), and the Q-table is updated using Equation (1). The proposed Q-Learning based TCP algorithm is presented in in Algorithm 1.
Algorithm 1 The proposed learning algorithm for test suite selection.

**Input:** Initial Q-Table, Valid Action Array, Reward Matrix, Transition Matrix, Policy, and testing environment matrix .

**Output:** Updated Q-Table.

```python
function GETVALIDACTION(current-state)
    action=random.choice(valid-actions[current-state])
    IF action = (−1):
        getvalidaction(current-state);
    ENDIF
    RETURN action
end function

for all episode i in 1000 episodes:
do
    start-state=0
    current-state=start-state
    while current-state!=goalstate:
do
        action=getvalidaction(current-state)
        next-state=transition-matrix[current-state][action]
        future-rewards=[]
        for all action-next in valid-actions[next-state]:
do
            Add to future-rewards q-matrix[next-state][action-next]
        q-state=reward[current-state][action]+gamma*max(future-rewards)
        q-matrix[current-state][action]=q-state
        current-state=next-state
    end for
end while
end for

OUTPUT q-matrix
```

The sequence extraction algorithm creates a state sequence from the initial to the final state from the final updated Q-table based on the greater $Q$ value. This sequence is called the highest future reward sequence. Algorithm 2 presents the proposed highest future reward sequence extraction algorithm.

Algorithm 2 The Sequence extraction algorithm.

**Input:** Updated Q-Table and testing environment matrix

**Output:** Sequence of states with highest future reward

```python
a ← Length of Updated Q-Table
A ← Array
c ← Actions
n = 0
m = 0
while n ≠ a do
    A[m] = state
    for all Ci + 1 ∈ c do
        start from state n, select action highest reward
        Perform action on the testing environment matrix and move to the next state
        update n variable to the next state
        n = Next State
    end for
    m = m + 1
end while
Output: print A[m]
```
The prioritization algorithm takes tester logs and the highest future reward sequence from the Q-Learning algorithm as the input. The proposed prioritization algorithm is presented in Algorithm 3.

Algorithm 3 The proposed prioritization algorithm.

<table>
<thead>
<tr>
<th>Input:</th>
<th>Highest future reward sequence and test suite T</th>
</tr>
</thead>
<tbody>
<tr>
<td>Output:</td>
<td>prioritized order test-suite</td>
</tr>
</tbody>
</table>

L ← Length of Test suite T  
F ← Highest future reward sequence  
S = Hash table with two values (length, similarity)  
i = 0  
k = 0

for all Ti ∈ L do  
S[similarity] = compute similarity index of Ti  
S[Length] = Length of Ti  
sort S by similarity DESC  
for all k ∈ S do  
if similarity S[k] == similarity of S[k + 1]  
swap item of S with maximum length first  
end for  
end for

Output: Print hash table S

The highest future reward sequence is mapped into the tester log suite, and the cosine similarity of the future reward sequence with each tester log is calculated using Equation (3):

\[
\cos(\Theta) = \frac{A \cdot B}{||A|| \cdot ||B||} = \frac{\sum_{i=1}^{n} A_i B_i}{\sqrt{\sum_{i=1}^{n} A_i^2} \sqrt{\sum_{i=1}^{n} B_i^2}}
\]

(3)

Tester logs with the highest cosine similarity value are prioritized high and vice versa. If test cases have the same cosine similarity index, then the test case’s length is considered as secondary parameter and Test case with greater length value is prioritized high.

4. Results and Discussion

In this section, the results of the proposed methodology are discussed. First, we present a TSP example for the proof of concept of the proposed methodology. Second, we present the case study based assessment of the proposed methodology. Finally, we present the proposed technique’s significance and comparative analysis, concluding remarks on threats to validity.

4.1. TSP Example as Proof of Concept

In this sub-section, the proof of concepts of the proposed model for TSP are presented for a clear understanding of the proposed TSP mechanism using the theorem. In this example, we consider an application that utilizes some users’ and testers’ logs. First, the Q-learning algorithm takes users’ and testers’ logs, testing environment matrix, reward matrix, transition matrix, initial Q-Table, and valid action matrix as the input and calculates the updated Q-Table. Next, another algorithm extracts a sequence of states with the highest reward value from the initial state to the final state. Finally, the prioritization algorithm prioritizes the test cases based on the sequence with the highest reward value. Testers’ logs are recorded while implementing the test cases; the test case log is “S0(C), S3(A), S8(A), S10,” where S0(C) means the tester performs action C on the state S0 which leads to state S3 and then tester performs action A on the state S3 which leads to state S8 and so on. After tester logs collection, the actions from states are separated to obtain a sequence of states for constructing the testing environment matrix. Table 2 presents an example of tester logs based on the states S.
Table 2. Tester logs states sequences.

<table>
<thead>
<tr>
<th>Test Case No.</th>
<th>Sequence</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>S0, S1</td>
</tr>
<tr>
<td>2</td>
<td>S0, S1, S5</td>
</tr>
<tr>
<td>3</td>
<td>S0, S2, S6</td>
</tr>
<tr>
<td>4</td>
<td>S0, S1, S4, S10</td>
</tr>
<tr>
<td>5</td>
<td>S0, S1, S5, S10</td>
</tr>
<tr>
<td>6</td>
<td>S0, S3, S8, S10</td>
</tr>
</tbody>
</table>

After the testers’ logs collection, the user logs are collected. For instance, different user logs are automatically recorded using case study applications. Each entry in the user log consists of state numbers, and action values such as “S0(B), S3(B), S8(A), S10”, where S0 is the state name, B is the action, and ‘,’ separates the events of user logs. Then preprocessing function is applied to the user logs, separating actions from activity names of all the user logs. After preprocessing and data preparation, the sequence of states of user logs is prepared. The user logs state sequences is presented in Table 3.

Table 3. User logs states sequences.

<table>
<thead>
<tr>
<th>Test Case No.</th>
<th>Sequence</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>S0, S1</td>
</tr>
<tr>
<td>2</td>
<td>S0, S1, S5</td>
</tr>
<tr>
<td>3</td>
<td>S0, S2, S7, S10</td>
</tr>
<tr>
<td>4</td>
<td>S0, S3</td>
</tr>
<tr>
<td>5</td>
<td>S0, S1, S4, S10</td>
</tr>
<tr>
<td>6</td>
<td>S0, S3, S9, S10</td>
</tr>
<tr>
<td>7</td>
<td>S0, S2, S7</td>
</tr>
<tr>
<td>8</td>
<td>S0, S1, S5, S10</td>
</tr>
<tr>
<td>9</td>
<td>S0, S3</td>
</tr>
<tr>
<td>10</td>
<td>S0, S3, S8, S10</td>
</tr>
</tbody>
</table>

The agent learning environment can be presented as a grid or matrix. In the testing environment matrix, an agent can perform only a few correct actions; the rest are invalid ones. Valid action array includes left, right, up, down, and no action. In addition, the same action can be invalid in the case of border states, resulting in an agent position outside the testing environment states. From the above users’ and testers’ logs, there are 11 states obtained, ranging from S0 to S10. The algorithm converts them into a testing environment matrix. For 11 states, a $3 \times 4$ matrix is needed, where every cell represents a state.

Table 4 presents an example of the testing environment matrix in which every cell symbolizes a state. The total number of states is 11, but the $3 \times 4$ matrix has 12 states, as shown in the example in the Table 4. Thus the 12th state of the testing environment matrix is considered as a block state. The block state means the agent cannot move to this state.

Table 4. Agent navigation testing environment matrix.

<table>
<thead>
<tr>
<th>S0</th>
<th>S1</th>
<th>S2</th>
<th>S3</th>
</tr>
</thead>
<tbody>
<tr>
<td>S4</td>
<td></td>
<td>S6</td>
<td>S7</td>
</tr>
<tr>
<td>S8</td>
<td></td>
<td>S9</td>
<td>S10</td>
</tr>
</tbody>
</table>

The reward is allocated to every state of the agent navigation testing environment. The agent learns from the testing environment matrix based on these reward values. Agent prefers valid actions which maximize its reward value. The following functions are used to calculate the reward values of each state.

$$f(r) = f(x) * c$$ (4)
In Equations (4) and (5), \(x\) represents the state frequency value, \(r\) denotes the reward value, \(c\) corresponds to the complexity of the state defined by the programmer, \(me\) represents the mean value, and \(md\) denotes the median value. Equation (4) shows that the reward of each state is calculated using \(f(x)\) multiplied by the complexity of the state.

\[
 f(x) = \begin{cases} 
 0 & \text{invalid} \\
 -\lambda & me < x \\
 +1 & me \leq x \leq md \\
 +\lambda & x > md 
\end{cases}
\]  

Equation (5) represents that function \(f(x)\) assigns 0 to invalid actions of the agent and 10 to \(\lambda\) value, and +1 where the frequency is in between the mean value and median value.

The block state is the state in which the agent cannot move. \(S_0\) is the initial state, and \(S_{10}\) is the goal or final state shown in Table 4. To encourage the agent to navigate into the final goal, the reward with a negative number means to avoid the action, and the reward in a positive number encourages to do the action to maximize the reward. For example, the final state ‘\(S_{10}\)’ is given three times the highest positive reward amount to encourage the agent to reach the final state. Block states are given a reward amount of five times more negative than the highest reward to discourage the agent from moving there. Reward values of each action on a state are stored in the reward matrix. The reward matrix contains the reward values of every state; for example, the reward values of state \(S_0\) are 0, 1, 0, 10, −1.

The transition matrix is necessary to make the agent understand the transitions for each state. The value −1 in the matrix means that the transition is impossible, as it is not possible on the first state \(S_0\) for the top action. The values of state \(S_0\) in the transition matrix are {−1, S4, −1, S1, S0}. If the agent performs an action, it move to state S4. The transition matrix is constructed based on the states and actions. It shows by taking action ‘\(a\)’ what would be the agent’s next state ‘\(s\)’. The initial Q-Table is initialized with zeros, and its size is \(M \times N\), where \(M\) is the number of states and \(N\) is the number of actions. The agent takes an initial Q-Table to maintain the history of reward values in the learning process. When the agent takes any action in the testing environment, the reward value is stored in the initial Q-Table. After every episode, the agent updates its initial Q-Table, and the final updated Q-Table is obtained at the end of the learning process. Valid action matrix is for providing the agents with valid actions it can practice on each state during its learning episodes:

- Valid actions are \((\text{Up} = 0), (\text{Down} = 1), (\text{Left} = 2), (\text{Right} = 3)\) and \((\text{NA} = 4)\).
- −1 represents invalid actions that the agent cannot perform and restricts the agent while programming the agent to avoid −1.

In Q-Learning, the valid action matrix is essential because it contains valid actions for every state for the agent navigation over different states in a learning environment. For example, valid actions of State \(S_0\) are {−1, 1, −1, 3, 4}, stating that the agent cannot take up and left actions in State \(S_0\), and the agent can take only down, left, and no action in State \(S_0\). The up and left actions are invalid for the agent on the State \(S_0\), and the rest of the actions are valid.

During the learning process, the agent updates its initial Q-Table according to the reward values against actions. Then, after learning the complete environment, the agent gets an updated Q-Table. In this example, the agent learns the environment in 1000 episodes; after 1000 episodes, the agent’s updated Q-Table is given in Table 5.
Table 5. Updated Q-Table.

<table>
<thead>
<tr>
<th>State/Actions</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>S0</td>
<td>0</td>
<td>74.6889</td>
<td>0</td>
<td>83.6889</td>
<td>65.9511</td>
</tr>
<tr>
<td>S1</td>
<td>0</td>
<td>92.1111</td>
<td>67.9511</td>
<td>76.3111</td>
<td>72.6889</td>
</tr>
<tr>
<td>S2</td>
<td>0</td>
<td>82.8889</td>
<td>74.6889</td>
<td>69.1111</td>
<td>65.3111</td>
</tr>
<tr>
<td>S3</td>
<td>0</td>
<td>73.8889</td>
<td>67.3111</td>
<td>0</td>
<td>58.1111</td>
</tr>
<tr>
<td>S4</td>
<td>67.9511</td>
<td>61.1111</td>
<td>0</td>
<td>92.1111</td>
<td>72.6889</td>
</tr>
<tr>
<td>S5</td>
<td>83.6889</td>
<td>113.889</td>
<td>74.6889</td>
<td>82.8889</td>
<td>90.1111</td>
</tr>
<tr>
<td>S6</td>
<td>76.3111</td>
<td>141.111</td>
<td>92.1111</td>
<td>73.8889</td>
<td>111.889</td>
</tr>
<tr>
<td>S7</td>
<td>60.1111</td>
<td>0</td>
<td>0</td>
<td>91.1111</td>
<td>71.8889</td>
</tr>
<tr>
<td>S8</td>
<td>74.6889</td>
<td>0</td>
<td>0</td>
<td>113.889</td>
<td>90.1111</td>
</tr>
<tr>
<td>S9</td>
<td>92.1111</td>
<td>0</td>
<td>61.1111</td>
<td>141.111</td>
<td>111.889</td>
</tr>
<tr>
<td>S10</td>
<td>82.8889</td>
<td>0</td>
<td>113.889</td>
<td>0</td>
<td>90.1111</td>
</tr>
</tbody>
</table>

For extracting the sequence with highest reward value from updated Q-Table, the reward allocation algorithm considers the testing environment, updated Q-Table and actions. In the testing environment matrix, the initial state is S0. In the updated Q-Table for State S0, the highest reward value is on action 3, so the agent performs action 3, which denotes action to the right. After taking the right action, now the agent is on State S1 based on the sample testing environment matrix in Table 4. The agent keeps track of the previous state and maintain a list. On State S1, the highest reward value is against action 1. When the agent performs the down action from State S1, it reaches State S5, and the agent updates the list to S0, S1, and S5. On State S5, the highest reward value is again on action 1, so the agent performs the down action, reaching State S9, and the list is updated. On State S9, the reward value is maximal on action number 3, which is the right action. When an agent performs the right action from S9, it reaches State S10, the final state of the testing environment matrix. Thus the agent reached the goal state, and the final updated list of state sequences is S0, S1, S5, S9, and S10. The best state navigation sequence of the agent with maximum Q value to reach the goal is S0, S1, S5, S9, and S10.

Prioritization algorithm maps that sequence on the testers’ log, computes cosine similarity on the logs shown in Equation (3) and then rearranges the test cases according to the similarity. The test case with the highest similarity is prioritized as high and vice versa. If the test cases have the same similarity index, then the length of the test case is considered another parameter. The test case with a large length value is prioritized as high. The prioritized test cases are given in Table 6.

Table 6. Prioritize tester logs with similarity.

<table>
<thead>
<tr>
<th>Test Case No.</th>
<th>Sequence</th>
<th>Similarity</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>S0, S1, S5, S10.</td>
<td>1.0</td>
</tr>
<tr>
<td>4</td>
<td>S0, S1, S4, S10.</td>
<td>0.6</td>
</tr>
<tr>
<td>2</td>
<td>S0, S1, S5.</td>
<td>0.6</td>
</tr>
<tr>
<td>6</td>
<td>S0, S3, S8, S10.</td>
<td>0.4</td>
</tr>
<tr>
<td>1</td>
<td>S0, S1.</td>
<td>0.4</td>
</tr>
<tr>
<td>3</td>
<td>S0, S2, S6.</td>
<td>0.2</td>
</tr>
</tbody>
</table>

4.2. Performance Analysis

In this section, the proposed methodology of TSP is validated using five android application case studies. The list of these case studies is presented and described below:

- Health care case study.
- Intelligent vehicle assistance system (IVAS).
- Real estate case study.
- Mobile shop POS app.
- Jobs portal case study.
The evaluation of each application is done in four steps: In the first step, the testers’ and users’ log datasets are prepared for the application. The second step uses the Q-learning model to predict the highest future reward sequence. In the third step, the prioritization algorithm predicts the prioritized test suite. Lastly, the fault seeding approach is used to validate the results from software engineering experts. For this purpose, two datasets are prepared to evaluate each application’s case study. Firstly, the dataset is generated from the test-suite execution sequences. In contrast, the second dataset is generated from the sequence of the interaction of users with the application. The details about all the apps datasets are shown in Table 7.

Table 7. Structure of apps datasets.

<table>
<thead>
<tr>
<th>App</th>
<th>Nos. of Test Cases</th>
<th>Nos. of App Users</th>
<th>Test Sequence' Avg Length</th>
<th>User Sequence Avg Length</th>
</tr>
</thead>
<tbody>
<tr>
<td>Health Care Case Study</td>
<td>123</td>
<td>35</td>
<td>9</td>
<td>13</td>
</tr>
<tr>
<td>IVAS Case Study</td>
<td>155</td>
<td>40</td>
<td>11</td>
<td>15</td>
</tr>
<tr>
<td>Real Estate Case Study</td>
<td>131</td>
<td>30</td>
<td>11</td>
<td>14</td>
</tr>
<tr>
<td>Mobile Shop POS Case Study</td>
<td>87</td>
<td>40</td>
<td>9</td>
<td>15</td>
</tr>
<tr>
<td>Jobs portal Case Study</td>
<td>106</td>
<td>35</td>
<td>8</td>
<td>11</td>
</tr>
</tbody>
</table>

The validation of the proposed prioritization technique is performed using fault seeding-based performance analysis. Fault seeding is a technique for injecting faults into the application. Then it identifies in a given test suite how many top test cases can detect the seeded faults into the program, based on the confidence level. Fault injection can be classified on different assumptions, such as fault type, test environment, test objective, and level of faults, to name a few [30]. In this study, for evaluation of this study, two types of faults were considered, namely computational and domain faults [27]. The fault injection mechanism is based on the literature, as presented in Table 8 [13,27].

Table 8. Error distribution based on literature.

<table>
<thead>
<tr>
<th>Class of Errors</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Computational</td>
<td>13</td>
</tr>
<tr>
<td>Initialization</td>
<td>12</td>
</tr>
<tr>
<td>Interface</td>
<td>23</td>
</tr>
<tr>
<td>Data</td>
<td>22</td>
</tr>
<tr>
<td>Logic/Control</td>
<td>30</td>
</tr>
</tbody>
</table>

Each type of fault is seeded into specified percentage and based on the seeded percentage. After seeding faults in the application, the top 30 percent of test cases are executed to evaluate the prioritized test cases. This shows how many faults are detected because the primary goal of TSP is to reorder the test cases so that maximum faults can be detected in the minimum number of test cases. When the top 30 percent of the health care case study test cases were executed using the random approach, only 41 percent of faults were detected from the total seeded faults. Implementing the top 30 percent of test cases from t-SANT prioritize test suite, so it detects 82 percent of faults from total seeded faults. By executing the top 30 percent of test cases from Q-Learning, prioritize the test suite, and detects 85 percent faults from total seeded faults, and the total seeded faults in the health care case study are 35. The comparative fault detection percentage analysis of the proposed and baseline techniques is presented in Figure 4. Health care case study results are graphically shown in Figure 4a. The proposed approach-based TSP technique comparatively detects more faults in the top few test cases. Similarly, injecting 30 faults in IVAS and executing the top 30 percent test cases to evaluate IVAS for TSP. When executing the top 30 percent of the IVAS case study test cases using the random approach, only 51 percent of faults are
detected from the total seeded faults. On the other hand, the t-SANT detects 77 percent faults from the total seeded faults.

Therefore, the proposed Q-Learning approach outperforms the compared approach by detecting 87 percent of faults from total seeded faults. The IVAS case study results are graphically shown in Figure 4b. Similarly, 40 faults were injected into the real estate application for TSP evaluation. After employing the random approach, 39 percent of faults are detected from total seeded faults. In contrast, the t-SANT approach detects 78 percent
of faults from total seeded faults. Finally, the proposed Q-Learning has improved the fault detection by 120% and 11% against the random and t-SANT approaches, respectively. Real estate case study results are graphically shown in Figure 4c. Thirty-five faults were injected in mobile shop POS, and then execution of the top 30 percent test cases is used for the evaluation. The random approach is able to detect 54% of faults from the total seeded faults. Implementing the t-SANT approach for prioritizing the test suite, the detection rate increased to 81%. The proposed Q-Learning detected 89 percent of faults from the total seeded faults. Mobile shop POS case study results are graphically shown in Figure 4d. In the job portal case study, the injected faults were 25, and the illustration of the faults detection results is presented in Figure 4e. As a result, the random approach has attained 56% faults detection, and the t-SANT approach detected 86% faults. Similarly, the Q-Learning approach detected 91 percent of faults.

4.3. Significance and Comparison

This section discusses the significance, comparison, and threat to the validity of the proposed TSP technique. To compare the case study applications, the same number of faults were injected in all five applications to evaluate the prioritized order of test cases using the faults detection rate. The obtained results show that the average percent of fault detection of the random technique is 48.2 percent, the average percent of fault detects of the t-SANT technique is 82.8 percent, and the average percent of fault detection of the proposed technique is 87.6 percent based on all five applications’ fault detect results. These results assert that the Q-Learning algorithm is a beneficial technique for TSP, and it detects maximum faults in minimum test cases to reduce the testing efforts. The comparison of the proposed approach with other TSP approaches is presented in Figure 5.

![Figure 5. Comparison of the proposed TSP approach with baseline approaches.](image)

The Threats to the Validity

Our method of TSP based on RL is designed for the android-based case study application. It relies on converting sequence patterns extracted from the user and tester logs to a matrix. If the RL model’s testing accuracy is low, the testing environment matrix obtained from the sequences needs improvement. In this case, the prioritized sequence may not capture the characteristics of the specified logs. Hence, it leads to the poor performance of TSP. In the experimentation, we adopt five datasets prepared from android applications to evaluate the performance of the proposed TSP method. The performance of the proposed method may be different for various datasets. However, it is more stable than other TSP techniques used for the comparison. We incorporated several open-source software codes to support the main proposal of this study. The advantages of open-source software are
broad applications and continuous updates. In addition, evaluation results of the proposed TSP approach were thoroughly reviewed by experts in the field. Previous studies have broadly utilized the evaluation metrics involved in our experiments. For instance, the fault detection rate is a prominent metric for assessing the significance of TSP techniques.

Moreover, we compared two widely used baseline methods in the literature for the TSP. Because we have not yet found any prioritization techniques specifically designed for testing android source code. Therefore, we compared the proposed methodology with random and t-SANT prioritization algorithms. The proposed RL-based TSP approach is a step toward a promising research direction to apply deep Q learning (DQN) and other reinforcement learning algorithm with convergence in existing TSP and TSM techniques. As future work, incorporating more complicated software programs can be used for the validation to prove the practicality of the proposed TSP technique. Moreover, the case study applications were chosen based on their availability and open-source code. Our experiments used a relatively small number of fault seedings, and various thresholds can be considered to prove the sustainability of the proposed approach. Although our experiment did not involve large-scale programs with millions of lines of code, we believe that our methodology can be generalized to other complex applications.

5. Conclusions

AI and machine learning methods have proven their practical suitability in interdisciplinary applications. A wealth of tools have been developed to assess the development and deployment of AI models. This study proposes a reinforcement learning-based fourfold methodology for TSP. The proposed method prioritises the test cases automatically by minimising the faults and thus reduces the cost of software testing. First, the RL model is trained based on the datasets prepared from the user and tester interaction system. The RL model is based on Q-agent and utilises a reward function for assigning rewards to every state of the testing environment. The agent optimises the reward function based on fault detection and test suite minimisation. Second, the proposed reinforcement learning model is used to predict the highest future reward sequence list from the data collected in the first step. The proposed sequence extraction algorithm is used to extract the highest reward value sequence from the initial to the final state. Third, the sequence of test cases with maximum reward is input into the prioritisation algorithm to minimise and prioritise the test suite. Lastly, the fault seeding approach is used to validate the results from software engineering experts. As proof of concept, the proposed methodology is validated using five case study applications. As a future work, we will use deep reinforcement learning to automate test suite selection and prioritisation policies.
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