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Abstract: Real-time control and monitoring are some of the main goals of Industry 4.0. To meet these requirements, sensors are needed at every step of the production process. Wireless sensors (WS) are better suited due to their flexibility but are limited in energy. In this work, kinetic energy harvesting using piezoelectric technologies are considered to ensure the energy autonomy of a Wireless Sensor Network (WSN). First, unlike most existing works, this paper focuses on WSN rather than a single WS since the control of the entirety of most industrial processes requires several WSs. The solution proposed here is based on deep learning of the harvestable power signals at each sensor deployed on the monitoring system. Specifically, vibration measurements were performed at 12 locations on an ore crushing mill in a mine. From there, a mechanical–electrical conversion model considering the system’s dynamics was set up to evaluate the power profile each of the WSs can harvest. Considering that the harvestable power has many peaks due to the different operating states of the engine, we first proposed a Predictor of the Harvestable Power from Vibrations (PHPV). Using a large database, compared to a state-of-the-art predictor, the Predictor of the Harvestable Energy from vibrations (PHEV) allows for significantly reducing the Root Mean Square Error (RMSE). More specifically, the lowest reduction achieved for RSME ranged from 9.4 µW (with PHEV) to 5.9 µW (with PHPV). A decrease in RMSE ranging from 18.45 to 4 µW was obtained for another measurement point. Since harvest rates differ from one location to another, a Hierarchical Energy-Balancing Protocol (HEBP) is proposed to maximize the number of WS capable of transmitting information about the system’s state, thus avoiding an interruption of the network coverage. In the HEBP, it is envisaged that some WSs, besides transmitting data, will supply other nodes with an energy deficit to allow them to communicate information about their location. For a minimum packet size of up to 1100 bits, the energy autonomy of all the WSs is ensured, unlike only 66% of the nodes with the previous protocols.
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1. Introduction

In the fourth industrial revolution, machines must communicate autonomously to optimize processes. It emerges from the previous literature that the hallmarks of Industry 4.0 are intelligent automation and the integration of new technologies [1]. To have these characteristics, the basic elements of Industry 4.0 are real-time communication and the possibility of making systems communicate with each other and humans. Industry 4.0, therefore, emphasizes digital technology and ubiquitous connectivity. The devices for establishing communication are sensors, and these can be wired or wireless. Connectivity is achieved by using a network of sensors. Wired sensors require a cable for their power
supply and data transmission. This makes them less flexible in deployment. Wireless sensors (WS) are more flexible, space-saving, have a low cost, are quite robust, and have little impact on the environment [2]. Due to these many advantages (especially flexibility), the WSs adapt better to the requirements of Industry 4.0. Despite this flexibility, one of the main constraints in deploying WSs is the energy limit, due to the limited size of their battery [3]. Thus, although Industry 4.0 envisages that machines can communicate with each other autonomously, the fact remains that this objective can be achieved if WSs are also guaranteed energy autonomy.

1.1. Context and Problem Definition

The above justifies the need for WS to meet Industry 4.0 objectives. However, the issue of energy limitation causes many problems because battery-charging solutions can be expensive (since they very often involve a cessation of production) and can sometimes be impossible when the WS is deployed in places that are difficult to access. To overcome this limitation, a field of research has been expanding in recent years; it is that of ambient energy harvesting [4], which consists of targeting an ambient source (heat, light, vibration, electromagnetic signals, etc.) around the sensor and convert it into appropriate electrical energy. This work is then part of the context of ambient energy harvesting to ensure the energy autonomy of the WS. The vibrations generated by the actuators are the primary energy source considered.

Note that, unlike battery-powered WS, one of the limitations (regardless of the primary power source) in Energy Harvesting WSs (EH-WS) is the fluctuating nature of harvestable power. In solar energy harvesting, this is due to the alternation of day/night and the change of seasons. Radiofrequency waves, for example, are vulnerable to the propagation channel between the emitting and receiving source, which is often dynamic. The primary energy source considered in this paper is vibration. Most vibration signals will exhibit many fluctuations that depend on the operating regimes of the machines that generate these vibrations [5]. It should be noted that regardless of the industrial process, the engine will be either empty or under full load and even overloaded at a given time. This fluctuating (sometimes random) nature of the harvestable power makes it difficult to define the specifications of the autonomous WS. Yet, it is important to transmit information at regular intervals to every controlled location on the monitored system. This will prevent the loss of information due to a data queue.

On the other hand, predictive maintenance is also one of the requirements of Industry 4.0, and to effectively control an industrial process, a significant amount of operational data is required. For example, in the same industrial process, accelerometers can be used to measure vibration levels at the reducers, temperature sensors are useful to measure the heating of conductors due to current passages in an engine, pressure sensors can be used during lubrication processes, etc. These massive amounts of data, usually stored in the cloud [6], are not only used for maintenance operations but also for quality improvement. Thus, several sensors are necessary for the control of the entirety of an industrial process. However, much of the work proposed in recent years is only concerned with a single WS’s energy autonomy. It is often the one located on the engine, which is where the harvestable amounts of energy are important. Ensuring a single sensor’s energy autonomy, as is often the case, would not be enough to guarantee full control of an industrial process. Thus, two issues are addressed in this paper: the fluctuating nature of the harvestable power and that concerning the efficient management of energy at the level of the Wireless Sensor Network (WSN) and not of a single WS as in [7].

1.2. Related Work and Main Contribution

To answer the issue of the randomness of the harvestable power, two lines of research must be combined. This includes research in optimizing the performance of the harvesting circuits [8] and the efficient managing of the available energy [9]. Very little research, however, integrates these two aspects into their designs.
There are four main mechanisms for converting vibration into electrical energy in harvesting circuits. These mechanisms are electrostatic, electromagnetic, piezoelectric, and triboelectric. A comparison of these different transduction mechanisms has been proposed in [10–13]. It emerges from a synthesis of these previous works that piezoelectric materials are the most used due to their high output voltage and the facility of shaping the harvested energy. It should be noted that the transducer’s performance is also determined by its geometry. To harvest the maximum power, the transducer’s resonant frequency must match the surrounding vibrations’ main frequency [14]. There are three main types: cantilever, circular, and cymbal-type transducers [15]. Given the low frequencies in most applications, cantilever beams are the most considered structures because they make it possible to reach low resonance frequencies while maintaining acceptable dimensions [15,16].

The major disadvantage of piezoelectric cantilever-type beams is their narrow bandwidth; however, most vibration spectra are wideband [16]. The optimizations are then mechanical in nature, using multi-beam harvesters to increase the transducer’s bandwidth [17]. For example, in [18], five piezoelectric beams connected in series are used to harvest 66.75 µW for an acceleration of 5 m/s² at 234.5 Hz of frequency. Reconfigurable transducers are also being considered to overcome the fluctuation observed in most vibration spectra. The general principle of the technique is based on adjusting the proof mass of the cantilever beam. In [19], a stepper motor performed the proof mass adjustment. Although the results yielded a 60.56% bandwidth improvement with a conversion efficiency of 84.8%, the engine used to adapt the system consumed some of the harvested energy. In [20], the power harvested on the different axes was analyzed beforehand. The harvesting system’s location was defined according to the level of harvestable energy. Although effective, these solutions were suitable for applications where the amounts of vibrations are important, since the adjustment systems consume a part of the harvested energy. Moreover, improvements on the mechanical level are achieved at the expense of the congestion generated by the circuits’ size.

Electrical solutions are also proposed to amplify the power at the output of the piezoelectric transducer. For example, non-linear processing techniques to amplify the amount of power harvested have been proposed. Non-linear techniques consist of intermittently switching the piezoelectric transducer on a resonant electrical network for a short time [21]. The main method is the synchronized switch harvesting on the inductor [7]. Thanks to this technique, it is possible to amplify the transducer’s output power and output voltage, but this is generally for a fixed excitation frequency [17], which is difficult to maintain in real applications. It has also been shown experimentally in [22] that these optimization techniques are only gainful when the transducer’s open-circuit voltage is greater than 5.84 V; this is at a frequency of 30 Hz. It has nevertheless recently been proposed in [23] a reconfigurable nonlinear method, efficient for open-circuit voltage levels of the transducer between 0.03 V and 4.39 V. Although the simulated results of the proposed circuit demonstrated the efficiency of 66%, it remained that this performance was achieved by using several (up to eight piezoelectric transducers, which once again contributed to increasing the size of the circuits. In addition, the proposed solutions only consider optimizing the capacity of a single WS located at a predetermined location in the network. This does not guarantee that all WSs in the network can be self-sufficient as the expected energy harvest rate depends on the location of the WS. Unlike these previous studies, this paper first proposed to design a *Predictor of the Harvestable Power from Vibrations (PHPV)*.

Regarding power management solutions, although many solutions have been proposed in recent years for battery-powered WSs, the possibilities in terms of EH-WS are still limited. Most energy management techniques proposed in the literature only concern a single harvester node [24,25]. The general method proposed uses ultra-low consumption components and the duty cycle strategy [26]. Since reducing the duty cycle is achieved by increasing the WS’s sleep mode duration, most of the proposed solutions do not regard of the Quality of Service (QoS). For example, in [27], a WS equipped with a piezoelectric vibration harvesting system with a 0.33 pF supercapacitor could transmit data after 12 h.
In [24], for example, a PID (Proportional Integral Derivative) controller for measuring the difference between the energy harvested and the energy stored in the WS battery is designed to adjust the WS specifications at each measurement cycle automatically. In [25], the duty cycle adaptation strategy was used to enslave the performance of the WS to the capacities of a piezoelectric beam fed by the vibration of 0.15 g at 40 Hz. The results obtained in this work show that the WS can transmit data every minute. A few solutions have nonetheless been proposed to efficiently manage energy in ambient energy-harvesting networks [28–30]. Most of these solutions are variants of the Low-Energy Adaptive Clustering Hierarchy (LEACH) protocol initially proposed in [31], intending to balance the energy expenditure of nodes powered by a battery. The initial version of the protocol suggests local data processing and a rotation of the cluster head (CH) at each measurement cycle. The cluster head’s choice is based on each node’s residual energy. Minimization of energy consumption is thus achieved by reducing the transmission range of each WS; this is achieved by local data processing. Since the work in [31], many variants of the LEACH protocol have been proposed, but always for battery-powered WSs. Some of the most important propositions are summarized in [32]. Only recently have some studies considered adapting the LEACH protocol to ambient energy-harvesting networks [28–30,33]. In [28], a CH selection scheme is proposed, and compared to the original LEACH, three types of WS coexisted in each cluster. These were the CH, the WS members, and a scheduling WS whose function is to record the residual energy of each WS. The role of the WS scheduler is to designate the cluster head at the start of the measuring cycle. In [28], the energy harvest rate for the current cycle was not considered; this resulted in a decrease in the QoS of the network, by increasing the delay in data transmission. In [29], authors used the same scheme as that of [28] with only two types of nodes in the cluster (the CH and the WS members). Again, the predictor was not built into the design, and QoS was defined under the basis of the available energy. In addition, the analyzes in [29] were based on solar power. In [33], a new adaptive clustered protocol for ambient energy harvesting WS was proposed. First, a hierarchy was established based on the network’s energy level of the different WSs. The active phases of each WS were adapted according to the availability or not of the ambient energy, as in the case of the duty cycle strategy [26]. The proposed method makes it possible to ensure the perpetual operation of the network under the base of the harvested energy. However, the availability of data from the different WSs is not synchronous, thus making it difficult to make an intervention decision because it is often based on observing several physical quantities simultaneously.

Unlike most previous works, which only deal with the energy autonomy of a single WS, our study proposes a solution for optimizing the performance of a network of several WSs. The main goal was to ensure the energy autonomy of the WSN by giving all the WSs the ability to communicate regardless of their location in the industrial process. For this, a hierarchy of the different WSs of the WSN was established. This classification considers the residual energy and the expected energy harvest rate for each WS. After this classification, WSs with an energy deficit were powered by the WSs with an energy supplement. This allowed using the harvested energy to increase the data transfer rate of the whole WSN. Hence, this paper’s second contribution consists of implementing a Hierarchical Energy-Balancing Protocol (HEBP). A conceptual view of the proposed protocol is presented in Section 4. The combined solutions (PHPV and HEBP) aimed to improve the network’s QoS. The rest of the paper is organized as follows: Section 2 describes the design method and the tools used. In Section 3, we discuss the implementation of the proposed predictor (PHPV). Finally, Section 4 deals with the efficient management of harvestable energy with HEBP.

2. Design Method, Study Case, Objectives and Assumptions

2.1. Design Steps

In this section, the steps for setting up this work’s two contributions are described and summarized in Figure 1, on which the main contributions are framed in blue. Firstly,
measurements of the acceleration signals at the various sensor locations were carried out as in [7]; the measurements were carried out throughout January 2022. The accelerometer used for the measurements was an ACC 103 accelerometer marketed by Omega Engineering. These accelerometers can record vibrations of up to 500 g for frequencies up to 10 kHz [34]. The vibration data were taken every minute, and then spectral analyzes were carried out in the MATLAB environment. According to [35], this analysis will define the piezoelectric transducer’s resonant frequency. A mechanical–electric conversion model considering the system’s dynamics was then set up to analyze the harvestable power levels by the various sensors deployed in the industrial process. The PHPV was set up to minimize the root mean square error. Comparing the performance of PHPV with previous linear predictors completed this first step of the design method.

For the implementation of the HEBP, an energy cost per data bit was established, and a comparison between the available energy (predicted by the PHPV) and the expenditure was carried out to define the quantity of data that can be transmitted at the end of the measuring cycle.

2.2. Network Model for HEBP Design

Once the ability to predict the amount of energy harvestable by each WS deployed on the system was effective, a minimum required QoS was defined. The network was partitioned into three WS groups, as shown in Figure 2 below. First, the highest harvest rate WS was designated as the CH node. In addition to collect data at its location, acts as a gateway between the other WSs and the BS. In a second step, energy assistance was envisaged between the other WSs of the network. As shown in Figure 2, there is energy assistance between the different WSs of the network. Based on the energy predicted by the PHPV, it was evaluated as to whether the WS has an energy greater than the required QoS; in this case, the WS is said to be self-sufficient. For a WS with less energy than the
required QoS, the WS was classified as needy and received energy from the self-sufficient WSs. Once the WS energy level balance is achieved, each WS transfers the collected data directly to the CH node. The CH node is the node whose residual energy added to the predicted energy harvest rate is the highest energy level in the network. The energy cost of the CH is then associated with the data reception, data aggregation, and data transmission to the Base Station (BS). The combined solutions (PHPV and HEPB) thus maximize the size of the data transmitted by each needy WS while improving the network’s QoS through the number of WSs that can send information about the system’s state.

![Diagram of energy assistance model between different WSs](image)

**Figure 2.** Energy assistance model between the different WS.

### 2.3. Study Case

In this paper, the network consisted of 12 nodes evenly distributed over the process to be controlled. The case study considered is part of the ore-crushing process at Agnico Eagle’s Laronde mine. In this process, the ores must pass through two crushers. Two cyclones re-surround the minerals that have not been broken. For process monitoring, it is necessary to have many sensors, such as for speed, temperature, vibration (for shock analysis), pressure (for lubrication operations), etc. Our study was limited to the grinding diagram, shown in Figure 3.

![Diagram of study case and location of accelerometers on SAG drive](image)

**Figure 3.** Study case and location of accelerometers on the SAG drive diagram.

This diagram shows a motor, Shaft 1, a speed reducer, Shaft 2, and a crusher from left to right. The figure also shows the measurement points where the accelerometers were placed. A description of these different measurement points and the terminology of...
the different sizes that were considered throughout this paper is provided in Table A1 in Appendix A. Figure 4 shows a photograph of the accelerometer installed on the reducer.

![Accelerometer location on the gearbox](image)

**Figure 4.** Accelerometers location on the gearbox.

2.4. **Specific Objectives and Assumptions**

Two objectives were pursued in setting up the PHPV; these are the minimization of the relative error and the minimization of the Root Mean Square Error (RMSE). Two objectives were also targeted for the HEBP; the first was to maximize the number of active WSs. The second objective was to increase the quantity of data transferred by each needy WS. To achieve these results, the following reasonable assumptions are considered throughout this work.

- Each WS in the network is equipped with a vibratory energy harvesting system and a wireless energy transfer/reception system [36].
- Data storage memory is assumed to be sufficient [7].
- The shaping of the energy harvested from the vibrations is not processed; it will be assumed that the WSs are equipped with maximum power point tracking [37].
- Linear behavior of piezoelectric transducers is assumed given the low vibration levels [38].
- The time division multiple access is considered to avoid interference when accessing the common radio channel [39].
- The gain of the channel between a needy WS and a self-sufficient WS is assumed to be unity.
- For the transfer of energy between the WS, time switching is considered; that is, the needy WS receives power for a fraction of time \( \tau T \) and transfers data during the other fraction of time \( (1 - \tau) T \). \( T \) being the duration of a measurement cycle [40].
- QoS is characterized by the number of active WSs and the amount of data transferred to the BS.

3. **Predictor of the Harvestable Power from Vibrations (PHPV) Design**

3.1. **Frequency Analysis and Mechanical-Electrical Conversion of the Vibration Signals**

- To obtain the level of power for each WS deployed on the industrial process that can be harvested, we carried out a frequency analysis of the acceleration signals at the various locations of the accelerometers. The results are shown in Figure 5, and the used terminology is provided in Appendix A. The vibration peaks reached, as well as the corresponding frequencies, are indicated in the legend on each of the figures.
• Linear behavior of piezoelectric transducers is assumed given the low vibration levels \cite{38}.
• The time division multiple access is considered to avoid interference when accessing the common radio channel \cite{39}.
• The gain of the channel between a needy WS and a self-sufficient WS is assumed to be unity.
• For the transfer of energy between the WS, time switching is considered; that is, the needy WS receives power for a fraction of time $\tau T$ and transfers data during the other fraction of time $(1 - \tau)T$; $T$ being the duration of a measurement cycle \cite{40}.
• QoS is characterized by the number of active WSs and the amount of data transferred to the BS.

### 3. Predictor of the Harvestable Power from Vibrations (PHPV)

#### 3.1. Frequency Analysis and Mechanical-Electrical Conversion

To obtain the level of power for each WS deployed on the industrial process that can be harvested, we carried out a frequency analysis of the acceleration signals at the various locations of the accelerometers. The results are shown in Figure 5, and the used terminology is provided in Appendix A. The vibration peaks reached, as well as the corresponding frequencies, are indicated in the legend on each of the figures.

![Figure 5](image-url)

**Figure 5.** Frequency response of measured vibrations. (a) Vibrations on the crusher pinion (external and inside) and on the crusher gearbox (outlet and inlet). (b) Vibrations on the internal engine vibration, on the gearbox at the output side, on the gearbox output shaft and radial shaft 1. (c) Vibrations on the radial shaft 2, radial shaft 3, on the ventilation side of the engine, and engine fan.

The following observations emerge from Figure 5:

- The maximum acceleration values occurred at approximately the same frequency when the measurement concerned the same element (motor, gearbox, or crusher). For example, the maximum values occurred around 21 Hz for the measures concerning the crusher pinion, as shown in Figure 5a.
- The measurement campaign made it possible to identify four points with a low harvest rate: this is the level of vibrations at the outside the crusher pinion (black curve in Figure 5a); vibrations at the inside the crusher pinion (blue curve in Figure 5a), vibration at the outlet of the crusher gearbox (red curve Figure 5a) and vibration at the inlet of the crusher gearbox (green curve in Figure 5b).
- We also obtained three points with a high harvest rate which are the vibrations inside the engine (gray curve in Figure 5b), the vibrations at the level of the reducer on the output side (magenta curve in Figure 5b), and finally the vibrations at the level of the external ventilation of the engine (purple curve in Figure 5c).
- The acceleration peaks occurred at very low frequencies for measuring points with a high harvest rate. Although these low-frequency values contributed to obtaining high power levels, the fact remains that the appropriate transducers will also be bulky (this issue is not dealt with here).
Overall, acceleration peaks occurred at low frequencies (less than 27 Hz) for all the measurement points. Thus cantilever-type piezoelectric transducers [15], which make it possible to reach low resonance frequencies while maintaining acceptable dimensions, would be appropriate for actual implementation.

Considering the measured vibration data, the mechanical–electrical conversion model is shown in Figure 6. This model is the same as what was considered in [7]. The measured vibration signal was first converted into a force signal using a Simulink-PS converter block. The generated force was determined using Newton’s second law as follows:

\[ F_i(t) = m_i \cdot A_i(t) \]  

(1)

where \( F_i(t) \) is the force applied at time \( t \) on the piezoelectric composite for location \( i \), \( A_i(t) \) represents the acceleration data measured at the different locations in the industrial process. Finally, \( m_i \) is the effective mass of the composite to achieve the desired resonance frequency. By specifying the resonance frequency in the parameterization of the piezoelectric composite, it calculates the value of the effective mass to achieve this frequency [41]. The piezoelectric composite was modeled by the Piezo Stack block from Simscape’s Mechatronic Actuators library. The Piezo Stack block considers the system’s dynamics through the damping factor \( \xi \) and the resonance frequency. Damping was considered by specifying the value of the mechanical quality factor \( Q_m \) in the dynamic forces tab [41]. The damping factor added to the R and C mechanical ports of the block is defined as follows:

\[ \xi = \frac{\sqrt{mk}}{Q_m} \]  

(2)

where \( m \) represents the effective mass of the transducer, which is calculated by the block using the resonant frequency value as mentioned above, and \( k \) is the short-circuit device stiffness.

![Figure 6. Mechanical–electrical conversion model of vibrations into electrical energy.](image-url)

The values of the model’s parameters of Figure 6 considered in this work are provided in Table 1. Most of the parameters used for the simulation come from the Midé Technology quick pack actuators datasheet [42]. The resonance frequencies’ values were set to the different values captioned in Figure 5, depending on the measuring point. Note that the values of the model parameters can considerably influence the amount of harvestable power, but this is not relevant for the problem of the fluctuating nature of this power. For this reason, this issue is not addressed in this work. Using the parameter values in Table 1 and
the above model, the fluctuations in the harvestable power at the different measurement points are shown in Figure 7. The following findings emerge from these results:

- Numerous power peaks can be observed at each of the measurement points. These may be due to the different operating speeds of the engine, which generates the vibrations. Note that the engine can be empty (during loading), at full load (after loading) and sometimes overloaded or underloaded in the event of failure or wear of one or more teeth in the crusher.

- There is also (as expected) a hierarchy regarding the amount of energy harvested by the different nodes. For example, low harvest rate points exhibit power peaks of up to 5 $\mu$W, while for high harvest rate points, up to 49 mW are achieved, as is the case for vibrations at the output side reducer (magenta curve in Figure 7b). It would then be interesting to better exploit these different power peaks to predict them with good precision. This is the objective of Section 3.3, but before that, it is recalled in Section 3.2 for a brief state-of-the-art on energy prediction.

**Table 1. Values of the model parameters for estimating the harvestable power.**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value and Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stack area</td>
<td>2.353 in$^2$</td>
</tr>
<tr>
<td>Stack length</td>
<td>1.81 in</td>
</tr>
<tr>
<td>Test voltage</td>
<td>20 V</td>
</tr>
<tr>
<td>No-load displacement at test voltage</td>
<td>0.04 mm</td>
</tr>
<tr>
<td>Blocking force at test voltage</td>
<td>500 N</td>
</tr>
<tr>
<td>Capacitance</td>
<td>125 nF</td>
</tr>
<tr>
<td>Resonant frequency at constant field</td>
<td>Values labeled in Figure 5</td>
</tr>
<tr>
<td>Mechanical quality factor</td>
<td>80</td>
</tr>
<tr>
<td>Load resistance</td>
<td>2.5 k$\Omega$</td>
</tr>
</tbody>
</table>

### 3.2. Brief State of the Art on Linear Power Prediction

Many studies have been proposed in recent years to predict the amount of power harvestable from ambient energy sources [7,43–46]. Most of the proposed methods relate to solar energy, given the ease of access to the database of meteorological stations in different regions. The proposed methods are centered on the EWMA predictor [47]. The EWMA method defines a data sampling period [45]. More specifically, in [45], it considered data of the sun over seven days, and the observations were made every 30 min, corresponding to 48 time slots per day. The prediction method is based on the fact that on a typical day, the harvestable energy is similar to that harvested during the same time the previous day. Thus, the prediction of the harvestable power at the time $t$ of day $d$, $\hat{p}_d(d,t)$ is defined in [45] as follows:

$$\hat{p}_d(d,t) = \alpha \hat{p}_d(t-1) + (1-\alpha)p_{d-1}(t)$$

(3)

where $\hat{p}_d(t-1)$ is the estimated power for the previous period, and $p_{d-1}(t)$ is the power harvested during the same period in the previous day; $\alpha$ is a weighting factor. For different values of $\alpha$, the prediction error is evaluated, and the optimal weight is obtained as being that which minimizes this error. In [45], an optimal weight of 0.5 was obtained corresponding to an error in the output current of a solar panel of 2.3 mA. As we can see, in this method, the evaluation of the power is based on an estimate of the power in the previous time slot, which contributes to an increased prediction error. However, an advantage of the method, as proposed in [45], lies in the fact that it does not require a high storage space.

To improve the performance of the predictor, as defined in [45], the power at time $t$ of day $d$, $\hat{p}_d(d,t)$ was estimated in [7,43,44] as follows:

$$\hat{p}_d(d,t) = \alpha p_d(t-1) + (1-\alpha)p_{d-1}(t)$$

(4)

with $p_d(t-1)$, which represents the real power harvested during the previous time slot for the current day; the other terms are the same used in Equation (3). In Equation (4), the
estimated power is determined using actual power data only, contrary to the algorithm proposed initially in Equation (3). This modification then contributes to minimizing the prediction error. While comparing the performance achieved with this algorithm defined by Equation (4) with that of other predictors described below, a prediction error of 33.26% was achieved for solar data recorded over 10 days in [43]. In [45], a prediction error of 28% was reached for solar data recorded over a year. Finally, using the vibration data recorded on the same process considered here, a relative error of 25.25% was achieved in [7].

\[ \hat{p}_d(d,t) = \alpha \cdot p_d(d,t - 1) + (1 - \alpha) \cdot GAP_k \cdot M_D(d,t) \]  

where \( \alpha \) is the weight of the filter defined in the same way as in [45]; \( M_D(d,t) \) is the average of the power over the last \( D \) days at slot \( t \); finally, the factor \( GAP_k \) measures the deviation between current solar conditions and previous days. The proposed method yields an average relative error of only 10%. However, it requires many calculations, which can cause delays in decision-making. In addition, to store the data obtained during the previous time

Figure 7. Fluctuations in the harvestable power at the different measuring points. (a) Harvestable powers on the Crusher Pinion and Crusher Gearbox (outlet). (b) Harvestable power on the Crusher Gearbox (Inlet), Internal Engine and Gearbox at the Output Side. (c) Harvestable power on the Gearbox Output SHaft, Radial Shaft 1 and Radial Shaft 2. (d) Harvestable powers on the Radial Shaft 3, Ventilation Side of the Engine and Engine Fan.

To improve the performance of the predictor defined by Equation (4), the model in [43] was proposed and known as the Weather-Conditioned Moving Average (WCMA). The model considers solar data from previous days and estimates solar power \( \hat{p}_d(d,t) \) according to the algorithm below:

\[ \hat{p}_d(d,t) = \alpha \cdot p_d(d,t - 1) + (1 - \alpha) \cdot GAP_k \cdot M_D(d,t) \]  

where \( \alpha \) is the weight of the filter defined in the same way as in [45]; \( M_D(d,t) \) is the average of the power over the last \( D \) days at slot \( t \); finally, the factor \( GAP_k \) measures the deviation between current solar conditions and previous days. The proposed method yields an average relative error of only 10%. However, it requires many calculations, which can cause delays in decision-making. In addition, to store the data obtained during the previous time
slots, the processor calculates the power gap each time; this can induce delays (depending on the processor’s speed).

In [44], a new solar energy predictor designated by Solar Energy Predictor for Communicating Sensor (SEPCS) is proposed. The day is divided into 24 slots of time, and the power harvested during the time slot \( t \) is defined as:

\[
\hat{p}(t) = \sum_{i=1}^{N_H} \alpha_i \cdot p(t-i) + \sum_{j=1}^{N_J} \beta_j \cdot p(t-24j)
\]

where \( N_H \) is the number of hours in a day, \( p(t-i) \) is the harvested solar power in the earlier \( N_H \) period intervals, \( N_J \) is the number of days considered in the database, and \( p(t-24j) \) is the power harvested in the same time slot of the previous \( N_J \) days. \( \alpha_i \) and \( \beta_j \) are the weights of filters with values between 0 and 1. This method uses a more extensive database than the EWMA algorithm; however, it is appropriate for slowly varying processes because the duration of a time slot was fixed at 30 min.

Recently, it has been proposed in [7] a Predictor of the Harvestable Energy from vibrations (PHEV). The method uses a more extensive database to reduce the RMSE from 28.63 to 19.52 mW when compared to the EWMA algorithm. The predicted power is expressed as follows:

\[
\hat{p}_d(t,i,j) = \sum_{i=1}^{N_D} \alpha_i \cdot p_{d-i}(t) + \sum_{j=1}^{T} \left[ \sum_{i=1}^{N_D} \beta_{ij} \cdot p_{d-i}(t+j) + \sum_{i=0}^{N_D} \gamma_{ij} \cdot p_{d-i}(t-j) \right]
\]

where \( N_D \) represents the number of previous days, and \( T \) is the assumed periodicity observed in vibration signals due to repetitive tasks in the process. \( p_{d-i}(t) \) is the harvested power in the previous days at the same moment \( t \), \( p_{d-i}(t-j) \) and \( p_{d-i}(t+j) \) are, respectively, the powers harvested during previous days in earlier and successive periods. \( \alpha_i \), \( \beta_{ij} \), and \( \gamma_{ij} \) are weights of the filters. The database in this equation is huge, and this would require a lot of storage space. Taking multiple data into account when calculating power could also lead to a delay in decision-making. In addition, in this method, periodicity is considered in the vibration signals due to the habits of the process, which operates 24 h a day. However, it should be noted that this periodicity, assumed to be constant in the algorithm, could not remain so in an actual industrial application, because the wear of the equipment would influence the energy consumption profile of the engine, which would impact the characteristics of the acceleration signals [48]. These three observations taken together could then contribute to increasing the prediction errors.

In [46], a prediction based on machine learning of piezoelectric energy harvesting from wake gallop was proposed; the method does not deal with a real case but analyzes the vibration response of piezoelectric energy recuperators to wake gallop in different configurations. Once again, the actual implementation would be complex, given the wear and tear of the equipment.

3.3. Proposed Predictor

Since the industrial process operates seven days a week and 24 h a day, the data stored in the database was initially divided into days. Each time slot corresponds to one minute, as shown in Figure 8, where it is also highlighted the history of the data used to predict the harvestable power.

The predictor proposed in this work takes advantage of the results obtained in previous predictors. Since it has been shown in previous works that the EWMA method fails at the appearance of power peaks [7,44], to improve the precision in the estimation of the power, the gap between the estimated and actual power during the previous time slots was taken into consideration.
Using the algorithm defined by Equation (8), the optimal weight $\alpha_{\text{opt}}, \beta_{\text{opt}},$ and $\gamma_{\text{opt}}$ were determined to minimize RMSE. To conclude this part, Table 2 summarizes the performance of the three predictors.

$$
\hat{p}_d (t, d) = \sum_{j=1}^{N_D} a_j p_{d-j}(t) + \sum_{j=0}^{N_D} \sum_{u=1}^{T} \beta_{j} p_{d-j}(t-1) + \sum_{u=1}^{T} \gamma_{u} (p_d(t-u) - \hat{p}_d(t-u))
$$

(8)

where $\hat{p}_d (t, d)$ represents the estimated power at time $t$ of day $d$. $N_D$ is the number of previous days taken into account in the estimate, and $a_j, \beta_j,$ and $\gamma_{u}$ are, respectively, the weights of the filters allowing consideration of the powers measured in the last days at the same time, that of the previous days at the earlier time slots and finally, and the gap between the powers measured and estimated during the previous time slots. Optimum weights were determined to minimize RMSE. $T$ represents the number of slots, making it possible to optimize the prediction.

Using the algorithm defined by Equation (8), the optimal weight $[\alpha_{\text{opt}}, \beta_{\text{opt}}, \gamma_{\text{opt}}]$ for each estimate was determined then the error was calculated to find the optimal value of $T$. The evolution of the RMSE for the vibration on the gearbox at the output side, according to $T$ and $N_D$, is represented in Figure 9. The figure shows that the RMSE decreases with the number of days considered in the database. For all the curves, the optimal value of $T$ is around 25; this value of $T$ was used for the rest of the analyses.

![Figure 8. Database to PHPV design.](image)

![Figure 9. RMSE according to the number of the previous times slots $T$.](image)
In the following, the performance achieved with the PHPV is compared with previous predictors, such as the EWMA defined by the algorithm in Equation (4) and the PHEV determined by the algorithm in Equation (7). The performance criteria considered in this paper are the maximum absolute error \( E_{\text{max}} \), and the RMSE \( (RMSE_i) \), respectively defined as below:

\[
\begin{align*}
E_{\text{max}} &= \max(\text{abs}(p_i - \hat{p}_i)) \\
RMSE_i &= \sqrt{\mathbb{E}(p_i - \hat{p}_i)^2}
\end{align*}
\]

where \( \mathbb{E} \) is the expectation and \( p_i \) denotes the real power and \( \hat{p}_i \), the predicted power.

The PHPV predictor’s performance compared to those achieved with the EWMA and PHEV predictor is represented in Figure 10. For the twelve measurement points, the improvements obtained with the PHPV predictor compared to the PHEV predictor, about the relative error and the RMSE are reported in Table 2. For each measurement point shown in Figure 10, the representation is made around the most pronounced peaks, and the main observations are as follows:

- Compared to the EWMA (curve in black dotted line), we observed shifts in the appearance of the power peaks with the real power represented in solid black lines. This can give rise to an overestimation of the performance of a WS at a given instant and an underestimation of its performance at the next time slot.

- The signals predicted by the PHEV algorithm (in red) are more in phase with the real power in most cases. This can be explained by the fact that the algorithm, as defined in Equation (7), considers the time slots after the current time slots. However, there are considerable differences between the actual and predicted power. This discrepancy can be explained by the fact that the periodicity in the signals is shifted because of wear in the equipment.

<table>
<thead>
<tr>
<th>Measuring Points</th>
<th>Absolute Error</th>
<th>RMSE</th>
<th>Improvement</th>
</tr>
</thead>
<tbody>
<tr>
<td>( V_{\text{EPB}} )</td>
<td>9.7 ( \mu \text{W} )</td>
<td>0.6 ( \mu \text{W} )</td>
<td>72.41%</td>
</tr>
<tr>
<td>( V_{\text{IPB}} )</td>
<td>34.4 ( \mu \text{W} )</td>
<td>7.4 ( \mu \text{W} )</td>
<td>71%</td>
</tr>
<tr>
<td>( V_{\text{OCG}} )</td>
<td>9.8 ( \mu \text{W} )</td>
<td>1.7 ( \mu \text{W} )</td>
<td>69%</td>
</tr>
<tr>
<td>( V_{\text{ICG}} )</td>
<td>440 ( \mu \text{W} )</td>
<td>7.8 ( \mu \text{W} )</td>
<td>37.2%</td>
</tr>
<tr>
<td>( V_{\text{IE}} )</td>
<td>6.7 ( \mu \text{W} )</td>
<td>1.3 ( \mu \text{W} )</td>
<td>77.6%</td>
</tr>
<tr>
<td>( V_{\text{GOS}} )</td>
<td>26.7 ( \mu \text{W} )</td>
<td>3 ( \mu \text{W} )</td>
<td>77.6%</td>
</tr>
<tr>
<td>( V_{\text{GOSH}} )</td>
<td>7.9 ( \mu \text{W} )</td>
<td>2.4 ( \mu \text{W} )</td>
<td>78.24%</td>
</tr>
<tr>
<td>( V_{\text{RS1}} )</td>
<td>55 ( \mu \text{W} )</td>
<td>1.54 ( \mu \text{W} )</td>
<td>77.4%</td>
</tr>
<tr>
<td>( V_{\text{SR2}} )</td>
<td>81.3 ( \mu \text{W} )</td>
<td>26.5 ( \mu \text{W} )</td>
<td>78.32%</td>
</tr>
<tr>
<td>( V_{\text{SR3}} )</td>
<td>6.8 ( \mu \text{W} )</td>
<td>1.54 ( \mu \text{W} )</td>
<td>67.3%</td>
</tr>
<tr>
<td>( V_{\text{VSE}} )</td>
<td>2.3 ( \mu \text{W} )</td>
<td>0.3 ( \mu \text{W} )</td>
<td>72.58%</td>
</tr>
<tr>
<td>( V_{\text{EF}} )</td>
<td>4.9 ( \mu \text{W} )</td>
<td>1.7 ( \mu \text{W} )</td>
<td>74.65%</td>
</tr>
</tbody>
</table>

For all the measurement points, we first observed that the power predicted with the PHPV (blue curve) is more in phase with the real power. In addition, it is noted that considering the power difference during the time slots makes it possible to reduce the absolute error. To conclude this part, Table 2 summarizes the performance of the three predictors.

In Table 2, the RMSE is minimal with the PHPV when compared to the values reached with the EWMA and PHEV algorithms. Improvements range from 37.2% for vibrations taken at the inlet of the crusher gearbox to 78.32% for vibration signals measured from radial shaft 2. With this ability to calculate the quantity of harvestable power at each controlled location with the slightest error, a protocol is proposed in the following section to optimize the performance of the wireless sensor network.
Figure 10. PHPV performance compared to EWMA and PHEV. (a) Power on External and Inside Crusher Pinion. (b) Power at the Outlet and Inlet of the Crusher Gearbox. (c) Power at Internal Engine and Gearbox at the Output Side. (d) Power on the Gearbox at the gearbox output Shaft and on the Radial Shaft 1. (e) Power on the Radial Shaft 2 and 3. (f) Power at the Ventilation Side of the Engine and Engine fan.

The results of the previous section suggested that some nodes had higher harvesting capacities than others; this can be observed in any industrial process. From this, it is evident that the WSs with a high harvest rate will have the capacity to transmit sufficient data, and the other nodes will not, for a fixed duration of the measurement cycle. However, in the control of an industrial process by several WSs, it is essential for a possible intervention that the data at the different measurement points are accessible simultaneously, hence the need to balance the energy level of the various nodes of the network. This is the objective of the proposed management method, which consists of implementing the HEBP in the network. The proposed protocol aimed to improve the WSN’s QoS.

4.1. Quality of Service in WSN

QoS is one of the significant aspects of any application, and WS is therefore not spared. For WS, QoS reflects the sensor’s ability to guarantee the performance required by the application [49]. QoS can be assessed through many aspects such as delay in data transmission, throughput, reliability, data accuracy, and network lifespan. By summarizing these different aspects, QoS can be assessed through the quantity and/or quality of data that can be transmitted. This work considers the capacity of the sensor nodes about the quantity of data that can be transferred to the BS. The other objective of the proposed protocol is to maximize the number of nodes that can transmit data at a given time.

Recall that in battery-powered wireless networks, QoS improvement is often achieved through energy efficiency optimization [50]. Energy-efficient management solutions aim to reduce the energy dissipation of the WS. In the case of ambient energy harvesting WSs, effective management consists of ensuring an Energy-Neutral Operation (ENO) at each WS [51]. The ENO condition is assured for node $i$ when the harvested energy $E_{H_i}$ remains greater than its energy expenditure $E_{WS_i}$. In most cases, this state is achieved by leaving the WS in standby mode for as long as possible, contributing to the deteriorating Quality of Service (QoS).

4.2. Performance Evaluation of Each WS Based on Its Harvesting Capacity

By setting a measurement cycle time of $\tau_i$; corresponding to the frequency at which each WS must transmit information about the state of the system, the harvestable energy during a measurement cycle for node $i$ is evaluated as follows:

$$E_{H_i} = \int_{t_i}^{t_i+\tau} \left( p_{PHPV}(u) - E_{a_{\max}} \right) du \quad (10)$$

where $t_i$ is the start time of the measurement cycle, $p_{PHPV}(u)$ is the power predicted by the PHPV during the measurement cycle. As defined in Equation (9), $E_{a_{\max}}$ corresponds to the maximum absolute error reached; the values depending on the measurement points are reported in Table 2. An energy cost per bit $E_{WS}$ was established, so the maximum quantity of bits that can be transmitted by node $i$, in a measurement cycle is the solution to the following optimization problem (designated by P1) [7]:

$$\min_b \left( E_{H_i} - b \cdot E_{WS} \right) \quad (11)$$

Subject to:

$$\begin{cases} E_{H_i} - b \cdot E_{WS} \geq 0 \\ b \geq 0 \end{cases} \quad (12)$$
This optimization problem maximizes the amount of data, \( b \) (an integer) that each node in a measurement cycle can transmit. Using the energy harvested by node \( i \), the energy level of the node is updated at the beginning of the following cycle as follows:

\[
E_{H_i} \leftarrow E_{H_i} - b^* \cdot E_{WS} + \int_{t}^{t+	au} (p_{real}(u) - p_{PHPV}(u)) \, du
\]  

(13)

where \( p_{real}(u) \) is the actual power harvested during the earlier cycle, \( b^* \) is the solution of the optimization problem \( P1 \) defined by Equations (11) and (12), with the other parameters being defined as previously.

The protocol thus presented aimed to maximize the amount of the data transferred by the WS based on the energy expected to be collected; it was referred to in [7] as the Maximization Data Size Protocol (MDSP). However, the study only focused on a single node (the one with the highest harvest rate), thus not guaranteeing the energy autonomy of the WSN. A more generic flowchart than that proposed in [7] of the MDSP is shown in Figure 11. For an energy cost \( E_{WS} \) per data bit, the maximum and minimum size of data transferable per measurement cycle was defined, and the residual energy of each node was updated before the start of the next cycle. \( N \tau \) in the flowchart represents the total number of measurement cycles; \( b_{\text{min}} \) is the minimum size of the data associated with a minimum required QoS.

![MDSP flowchart](image-url)

Figure 11. MDSP flowchart.
In this work, the energy cost associated with $b$ data bits $E_{WS}(b,d)$ is the sum of the energy dissipation for data acquisition $E_{acqui}(b)$, for data reception $E_{rx}(b)$, for their processing $E_{pro}(b)$, and finally for their transmission to the BS, $E_{tx}(b,d)$ [52].

\[
E_{acqui}(b) = b \cdot V_{sup} \cdot I_{sens} \cdot T_{sens} + \frac{b \cdot V_{sup}}{8} (I_{read} \cdot T_{read} + I_{write} \cdot T_{write})
\]

\[
E_{rx}(b) = b \cdot E_{elec}
\]

\[
E_{pro}(b, N_{cyc}) = b \cdot \left( N_{cyc} \cdot C_{avg} \cdot V_{sup}^2 + V_{sup} \frac{N_{cyc}}{f} \left( I_0 e^{\frac{V_{sup}}{V_{t}}} \right) \right)
\]

\[
E_{tx}(b,d) = \left( \frac{4 n_{LoRa}}{\pi} \right)^2 \left( 14.25 + \text{ceil} \left( \frac{\max(b + 16 - 4 \cdot SF, 0)}{4 \cdot SF} \right) \right) \frac{V_{-sup}^2}{8} \cdot \frac{N_{cyc}}{f} \cdot V_{t}
\]

\[
E_{WS}(b,d) = E_{acqui}(b) + E_{pro}(b) + E_{tx}(b,d)
\]

The descriptions and the values of the different estimation parameters used in these equations are provided in Table 3. These values were extracted from the datasheets of the real components and have been used in several previous research works [7,31,52,55].

**Table 3. Description and parameter values for assessing the energy cost of the WS [31,52,55,56].**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V_{sup}$</td>
<td>Supply Voltage to sensor</td>
<td>2.7 V</td>
</tr>
<tr>
<td>$I_{sens}$</td>
<td>Current sensing activity</td>
<td>25 mA</td>
</tr>
<tr>
<td>$T_{sens}$</td>
<td>Time duration: sensor node sensing</td>
<td>0.5 ms</td>
</tr>
<tr>
<td>$I_{read}$</td>
<td>Current: flash reading 1 byte data</td>
<td>6.2 mA</td>
</tr>
<tr>
<td>$T_{read}$</td>
<td>Time duration: flash reading</td>
<td>565 µs</td>
</tr>
<tr>
<td>$I_{write}$</td>
<td>Current: flash writing 1 byte data</td>
<td>18.4 mA</td>
</tr>
<tr>
<td>$T_{write}$</td>
<td>Time duration: flash writing</td>
<td>12.9 mS</td>
</tr>
<tr>
<td>$E_{elec}$</td>
<td>Energy dissipation electronics</td>
<td>50 nJ/bit</td>
</tr>
<tr>
<td>$N_{cyc}$</td>
<td>Number of clock cycles per task</td>
<td>$0.97 \times 10^6$</td>
</tr>
<tr>
<td>$C_{avg}$</td>
<td>Avg. capacitance switch per cycle</td>
<td>22 pF</td>
</tr>
<tr>
<td>$I_0$</td>
<td>Leakage Current</td>
<td>1.196 mA</td>
</tr>
<tr>
<td>$n_P$</td>
<td>Constant: depending on the processor</td>
<td>21.26</td>
</tr>
<tr>
<td>$f$</td>
<td>Sensor frequency</td>
<td>191.42 MHz</td>
</tr>
<tr>
<td>$V_t$</td>
<td>Thermal voltage</td>
<td>0.2 V</td>
</tr>
<tr>
<td>$f_{LoRa}$</td>
<td>LoRa transmitter/receiver frequency</td>
<td>2.4 GHz</td>
</tr>
<tr>
<td>$S_R$</td>
<td>LoRa SX1280 transceiver sensitivity</td>
<td>−99 dBm</td>
</tr>
<tr>
<td>$SF$</td>
<td>Spreading factor</td>
<td>5</td>
</tr>
<tr>
<td>$BW$</td>
<td>Bandwidth</td>
<td>1625 kHz</td>
</tr>
<tr>
<td>$d$</td>
<td>Distance from WS to Base station</td>
<td>500 m</td>
</tr>
</tbody>
</table>

Assuming as in [7] that each WS transmits its data directly to the BS, the energy cost associated with the transmission of $b$ bit of data is then defined as follows:

\[
E_{WS}(b,d) = E_{acqui}(b) + E_{pro}(b) + E_{tx}(b,d)
\]

where $E_{acqui}(b)$, $E_{pro}(b)$ and $E_{tx}(b,d)$, are defined as in the set of Equation (14). A comparison of the achieved performance as a function of the required QoS is shown in Figure 12. In these figures, $B_i$ represents the quantity of data transmitted by node $i$. Table A1 of Appendix A also provides the terminology for the different positions. The minimum QoS is defined as the size $b_{min}$ of the transmissible data.
• Figure 12a shows the evolution of each node’s quantity of transmitted data during 31 days when the data size is set to 512 bits. It was observed that some WSs cannot transmit information on the state of the system because of the QoS requirement. This would make decision-making difficult, particularly for predictive maintenance operations in which the interventions consider the simultaneous observation of several data about the controlled system.

• Figure 12b shows the total amount of data transmitted by each WS during the month. It can be observed that the hierarchy observed in the harvest rate is respected. The node with the highest harvest rate transmits up to 10 kbits of data during the month.

• For Figure 12c,d, the QoS was set to 4096 bits of data, and it is observed that only 8 WS out of the 12 deployed are capable of transmitting data on the state of the system. It was also obtained that the total amount of transmitted data by each WS was greater than the case in Figure 12a,b, for which the data size was set at 512 bits. For example, the WS with a higher harvest rate transmits up to 80 kbits during the month instead of 10 kbits transferred when the data size is set at 512 bits.

• For Figure 12e,f, a variable data size between 128 and 4096 bits was assumed. It was observed that overall, the total quantity of data transmitted by each of the WSs had increased. However, the WS with the highest harvest rate is not the one that sends the most long-term data. This is explained by the fact that it exhausts its energy reserve at the start of the cycle while the other WSs accumulate enough energy to then be able to transmit large quantities of data.

Overall, the results of Figure 12 show that it would be difficult to completely control the industrial process studied here using WS powered by energy harvested from vibrations. Even by minimizing the data size, some nodes will not be able to transmit enough information given their harvesting capacity. This makes it challenging to implement a vibratory energy harvester WSN without an external energy supply to some WSs. We overcame this limitation in the following subsection by proposing the Hierarchical Energy-Balancing Protocol (HEBP).

4.3. Optimizing WSN Performance with HEBP

4.3.1. Conceptual View

The results of the previous subsection highlighted the heterogeneous nature of an ambient energy harvester WSN. Considering that the harvest rates of the different WS are not equal, we envisaged in the protocol proposed here to define a hierarchy of the various WSs of the network at the beginning of each measurement cycle. The WS ranking was established based on each node’s energy level at the start of the cycle. At the start of the nth measurement cycle, the energy level $E_{in}$ of a node $i$ was evaluated as follows:

$$E_{in} = E_{H_{in}} + E_{R_{in-1}}$$

(16)

where $E_{H_{in}}$ is the energy predicted by the PHPV evaluated by Equation (10) and $E_{R_{in-1}}$ is the residual energy at the end of the previous cycle, and this is evaluated with Equation (13).

The energy cost associated with the minimum required QoS ($b_{min}$) is designated by $E_{min}$. Three categories of WS are defined based on the energy levels defined above. The node with the highest energy level is the CH, WSs with an energy level below $E_{min}$ are classified as the needy nodes, while WSs with an energy greater than $E_{min}$ are self-sufficient nodes. A hierarchy was then established between these other two categories of WSs:

• For the needy WSs, the classification is made from the least needy to the neediest.
• Self-sufficient WSs are classified from most self-sufficient to least self-sufficient.

Once this hierarchy was established, it was then carried out to balance the energy of the different WSs. In the protocol, the self-sufficient WS with the highest energy will start delivering its extra energy to the needy node with the lowest energy deficit and so on. This will maximize the number of WSs that can transmit during a measurement cycle. Once this balancing is achieved, all nodes will send data, avoiding long queues in data memory for
needy WSs. The protocol proposed to ensure this minimum QoS to the network is called the Hierarchical Energy Balancing Protocol (HEBP). The operating algorithm boils down to the different steps shown on the block diagram in Figure 13.

![Figure 12](image_url)

**Figure 12.** Performances DSMP. (a) Cumulated transmitted data for $b_{\text{min}} = 512$ bits. (b) Quantity of data transmitted by each node during the month for $b_{\text{min}} = 512$ bits. (c) Cumulated transmitted data for $b_{\text{min}} = 4096$ bits. (d) Quantity of data transmitted by each node during the month for $b_{\text{min}} = 4096$ bits. (e) Cumulated transmitted data for $512 \leq b_{\text{min}} \leq 4096$ bits. (f) Quantity of data transmitted by each node during the month for $128 \leq b_{\text{min}} \leq 4096$ bits.
Define the hierarchy of the different WS from the least to the neediest and from the most self-sufficient to the least self-sufficient.

Begin energy distribution by balancing the energy levels of the least deficit nodes.

Transmit data

Classify the WSs.
- CH: if the energy level is the highest
- Self-sufficient WS if $E_i \geq E_{\text{min}}$
- Needy WS if $E_i < E_{\text{min}}$

Compute the energy level of each node using Equation (13).

Figure 13. HEBP design stage.

Unlike the MDSP, whose performance was evaluated in the previous subsection, each node transmits its data to the cluster head, thus reducing the energy dissipation associated with long-range transmission to the BS. The free space model was used to fill the energy gap of a needy WS as in [57]. Thus, the energy $E_i$ transmitted by the self-sufficient WS to a needy WS was defined as follows, assuming unity antenna gains:

$$E_i = E_r \left( \frac{4\pi f_{\text{LoRa}} d_1}{c} \right)^2$$

(17)

where $c = 3 \times 10^8$ m/s is the speed of light, $f_{\text{LoRa}}$ is the frequency of the LoRa transmitter, and $d_1$ is a distance between the self-sufficient WS and the needy WS fixed at 10 m, corresponding to the average dimensions of the semi-autogenous mill [58]. $E_r$ is the energy received by the needy WS; it was evaluated as the energy gap between the energy level $E_i$ of the WS and the energy $E_{\text{min}}$ required to satisfy the minimum QoS. It was then calculated as follows:

$$E_r = E_{\text{min}} - E_i$$

(18)

4.3.2. HEBP Performance

The performance of HEBP compared to that of DSMP, the previously considered protocol for WS powered by an energy harvesting process, is shown in Figure 14.

- In Figure 14a, we observed for a data size set of 512 bits that each WS transmits up to 23 Mbits of data, unlike the at-most 10 kbits of data as shown in Figure 12b.
- In Figure 14b, the data size is set to 1024 bits, and it was observed that the maximum data size had doubled; each WS transmitted up to more than 45 Mbits of data.
- Figure 14c compares the performances achieved in the case of DSMP and HEBP; this was for a variable data size between 512 and 4096 bits. It was first observed that all the WSs of the network transmit information, unlike the result obtained with the DSMP, where only 5 of the 12 WSs could communicate.
- Figure 14d shows the effective range of HEBP; for this, the number of active WSs for each protocol is compared as a function of the data size. It shows that with HEBP, the 12 WSs deployed on the system transmit data when the data size is less than 1100 bits.

Figure 14d shows the effective range of HEBP; for this, the number of active WSs for each protocol is compared as a function of the data size. It shows that with HEBP, the 12 WSs deployed on the system transmit data when the data size is less than 1100 bits.
the WSs of the network transmit information, unlike the result obtained with the DSMP, where only 5 of the 12 WSs could communicate.

\[ \text{Figure 14} \]

\( a \) shows the effective range of HEBP; for this, the number of active WSs for each protocol is compared as a function of the data size. It shows that with HEBP, the 12 WSs deployed on the system transmit data when the data size is less than 1100 bits.

\[ \text{Figure 14.} \text{ Comparison of HEPB performance with DSMP. (a) } b = 512 \text{ bits. (b) } b = 1024 \text{ bits. (c) } b \in [128 \text{ bits, } 4096 \text{ bits}]. \text{ (d) HEBP efficiency range.} \]

5. Conclusions and Prospects

In this paper, a new method to ensure the energy autonomy of a WSN has been proposed. It was a question of first setting up the PHPV to predict the amount of energy harvestable by each WS. The predictor’s performance was compared with that of the previous predictor, the PHEV and the EWMA, which are widely used. The industrial process, of the drive diagram of a mill at the Laronde mine has been described (types and location of the various sensors). Vibration data was recorded for 31 days at 12 different locations on the process, with a sample taken every minute. To minimize prediction errors while saving data storage space, PHPV exploited the correlation between the predicted power and that measured at the preceding period during the day and at the same period of the earlier day. Compared to the PHEV predictor, PHPV improved the RMSE from 37.2 to 78.32%.

Based on the possibility of estimating the energy level of each WSs deployed in the process, a solution was implemented to better manage the entire wireless sensor network’s energy. The objective of the method was to maximize the number of WSs that can communicate in a measurement cycle by promoting energy assistance between
the different WS. A minimum QoS was set, and a hierarchy was established between the different WSs. The HEBP was then set up to balance the energy level of the various WSs in the network to allow each of the WSs to communicate information during each measurement cycle. This new protocol allowed up to 100% of the WSs deployed on the system to communicate, compared to only 66% with previous protocols. Overall, the proposed method makes it possible to ensure the energy autonomy of a WSN and not of a single WS, as is the case in most studies. Note, however, that the performance achieved here may be affected during practical implementation by factors such as the dynamic nature of the channel between a needy WS and a self-sufficient WS as well as by losses in the energy-harvested shaping circuit.
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Appendix A

Table A1. Nomenclature of different sensors and measurements.

<table>
<thead>
<tr>
<th>Name of Sensors</th>
<th>Corresponding Acceleration</th>
<th>Corresponding Harvested Power/Harvested Energy/Transmitted Data</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( V_{EPB} )</td>
<td>( A_{EPB} )</td>
<td>( P_{IEC} / E_{ECP} / B_{ECP} )</td>
<td>External Crusher Pinion vibration</td>
</tr>
<tr>
<td>( V_{IPB} )</td>
<td>( A_{IPB} )</td>
<td>( P_{IEC} / E_{ICP} / B_{ICP} )</td>
<td>Inside Crusher Pinion vibration</td>
</tr>
<tr>
<td>( V_{OOG} )</td>
<td>( A_{OOG} )</td>
<td>( P_{OOG} / E_{OOG} / B_{OOG} )</td>
<td>Vibration at the Outlet of the Crusher Gearbox.</td>
</tr>
<tr>
<td>( V_{IGG} )</td>
<td>( A_{IGG} )</td>
<td>( P_{IGC} / E_{ICG} / B_{ICG} )</td>
<td>Vibration at the Inlet of the Crusher Gearbox</td>
</tr>
<tr>
<td>( V_{IE} )</td>
<td>( A_{IE} )</td>
<td>( P_{IE} / E_{IE} / B_{IE} )</td>
<td>Internal Engine vibration</td>
</tr>
<tr>
<td>( V_{GOS} )</td>
<td>( A_{GOS} )</td>
<td>( P_{GOS} / E_{GOS} / B_{GOS} )</td>
<td>Vibration on the Gearbox at the Output Side</td>
</tr>
<tr>
<td>( V_{GOSH} )</td>
<td>( A_{GOSH} )</td>
<td>( P_{GOSH} / E_{GOSH} / B_{GOSH} )</td>
<td>Vibration on the Gearbox Output Shaft</td>
</tr>
<tr>
<td>( V_{RS1} )</td>
<td>( A_{RS1} )</td>
<td>( P_{RS1} / E_{RS1} / B_{RS1} )</td>
<td>Vibration at Radial Shaft 1</td>
</tr>
<tr>
<td>( V_{RS2} )</td>
<td>( A_{RS2} )</td>
<td>( P_{RS2} / E_{RS2} / B_{RS2} )</td>
<td>Vibration at Radial Shaft 2</td>
</tr>
<tr>
<td>( V_{RS3} )</td>
<td>( A_{RS3} )</td>
<td>( P_{RS3} / E_{RS3} / B_{RS3} )</td>
<td>Vibration at Radial Shaft 3</td>
</tr>
<tr>
<td>( V_{VSE} )</td>
<td>( A_{VSE} )</td>
<td>( P_{VSE} / E_{VSE} / B_{VSE} )</td>
<td>Vibration on the Ventilation Side of the Engine</td>
</tr>
<tr>
<td>( V_{EF} )</td>
<td>( A_{EF} )</td>
<td>( P_{EF} / E_{EF} / B_{EF} )</td>
<td>Engine Fan vibration</td>
</tr>
</tbody>
</table>
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