Abstract: The data-driven intelligent fault diagnosis method of rolling bearings has strict requirements regarding the number and balance of fault samples. However, in practical engineering application scenarios, mechanical equipment is usually in a normal state, and small and imbalanced (S & I) fault samples are common, which seriously reduces the accuracy and stability of the fault diagnosis model. To solve this problem, an auxiliary classifier generative adversarial network with spectral normalization (ACGAN-SN) is proposed in this paper. First, a generation module based on a deconvolution layer is built to generate false data from Gaussian noise. Second, to enhance the training stability of the model, the data label information is used to make label constraints on the generated fake data under the basic GAN framework. Spectral normalization constraints are imposed on the output of each layer of the neural network of the discriminator to realize the Lipschitz continuity condition so as to avoid vanishing or exploding gradients. Finally, based on the generated data and the original S & I dataset, seven kinds of bearing fault datasets are made, and the prediction results of the Bi-directional Long Short-Term Memory (BiLSTM) model is verified. The results show that the data generated by ACGAN-SN can significantly promote the performance of the fault diagnosis model under the S & I fault samples.
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1. Introduction

As a key component of rotating machinery, rolling bearings can fix objects and carry loads [1–3]. Once a fault occurs on the bearing, it will cause the quality of the produced products to decline, and the entire mechanical equipment will be shut down or even paralyzed, which will bring immeasurable consequences and economic losses [4]. Therefore, fault diagnosis of rolling bearings is the focus and difficulty of current research [5–7].

Because the vibration signal is rich in a large number of impulse shocks, which indirectly reflect the bearing fault appearance, scholars have developed many intelligent fault diagnosis methods based on the vibration signals [8,9]. Among them, as a successful data-driven method, deep learning, can automatically extract fault features from vibration signals and realize fault model recognition. Compared with traditional data processing feature extraction and pattern recognition methods, the deep learning method greatly reduces the requirements for professional knowledge, and can also deal with fault diagnosis tasks under big data. For example, Zhang et al. [10] utilized the feature extraction ability of a convolutional neural network to realize the variable working condition fault diagnosis
of rolling bearings. The authors of [11] proposed a performance evaluation method for bearing performance degradation based on a long short-term memory network (LSTM), which accurately predicted the remaining bearing life. Li et al. [12] extracted non-Euclidean spatial features of vibration signals based on a graph convolutional neural network, which expanded the research ideas of fault diagnosis.

Although the abovementioned intelligent diagnosis methods have achieved great success, these methods have a strong dependence on fault data. That is, a large amount of data and labels are necessary to train the model, which is beneficial for fitting nonlinear fault classification functions. Unfortunately, this contradicts the actual situation in industrial scenarios: mechanical equipment is generally in normal working conditions, there are sufficient normal data for research, and rolling bearing failure data are very sparse. In the field of fault diagnosis, S & I data [7] refer to the number ratio between normal data and fault data not equal to 1, and the data volume of the fault samples is very small. S & I data reduce the performance of deep learning models and have attracted the attention of many scholars [13,14].

At present, the analysis methods of S & I data problems can be divided into two categories: algorithm-based and data-based methods. From an algorithmic point of view, researchers are committed to improving the model structure and classification loss function to reduce the interference of S & I data on classification performance. For example, He et al. [15] proposed a nonlinear support tensor machine containing a dynamic penalty factor (DC-NSTM), which optimizes the support vector machine classifier by using the dynamic penalty factor and is applied to the fault diagnosis of unbalanced data of rotating machinery. Wu et al. analyzed the fault diagnosis of weighted loss [16] and focal loss [17] under the imbalanced data of a high-speed train, and the experimental results show that the weighted loss is helpful for the improvement of the diagnosis performance.

From the data point of view, the imbalance of the sample data is reduced by augmenting or enhancing the original data to enhance the classification performance of the model, which is represented by the synthetic minority oversampling technique (SMOTE) [18]. SMOTE performs random interpolation sampling in the minority sample data to generate data within the minority sample data distribution. The data distribution generated by this method is not the same as the test data distribution and cannot fit the real data distribution. Yi et al. [19] proposed a minority clustering SMOTE algorithm for the problem of unbalanced data synthesis in order to achieve oversampling of the minority data, and the algorithm has been validated in wind turbine blade failures. In addition, He et al. [20] proposed the adaptive synthetic technique (ADASYS), which improves the learning of the data distribution by enforcing larger synthetic weights on the minority class samples. Although the above methods can synthesize valid data, these methods are based on self-replication or the interpolation of samples, and do not take into account the distribution and label information of the test data.

The Generative Adversarial Network [21] is also a data synthesis algorithm in terms of the data level. Its core idea is an adversarial game: Gaussian noise is input into the generator to generate fake data, and the discriminator is used to identify real data and fake data. When the discriminator reaches a Nash equilibrium, the generated data distribution is considered to be consistent with the true distribution. Different from the methods described above, GAN has no requirement regarding the minimum number of samples and can be used flexibly to generate images and enhance resolution [22]. However, it is difficult for the basic GAN structure to reach the Nash equilibrium. To this end, Radford et.al [23] proposed a deep convolutional generative adversarial network (DCGAN), which greatly improves the model training stability. Additionally, the Wasserstein and Gradient Penalized-based GAN model (WGAN-GP) developed by Arjovsky et al. [24] can address the vanishing gradient problem while improving the training performance. Odena et al. [25] proposed ACGAN using label information, which can synthesize multilabel data at the same time, solving the defect that the unlabeled GAN model can only synthesize single data. These
models greatly improve the possibility of GAN application in engineering and provide new ideas for rolling bearing fault data synthesis and fault diagnosis tasks under S & I data.

In recent years, there have been many valuable works on GAN-based fault data synthesis. Bui et al. [26] studied the automatic enhancement technology of mechanical data based on vibration signals and GANs and realized high-precision fault diagnosis. Shao et al. [13] utilized the basic structure of ACGAN and convolutional layers to train the generator, augmented with few-shot fault data. Li et al. [27] combined the Wasserstein distance and gradient penalty to improve ACGAN and proposed ACWGAN-GP, which was verified in the bearing dataset. The data synthesis and fault diagnosis of an induction motor under unbalanced data are realized by using the DCGAN structure [28]. Although the current GAN-based bearing fault data synthesis research has made good progress, under S & I data, there are still problems of unstable model training and gradient disappearance or explosion. More importantly, the data synthesis methods mentioned above have not been studied under extremely limited sample data, and the amount of data for each fault type in most studies are no less than five. This paper explores the problem of fault diagnosis in the case of unbalanced data calculation and insufficient data volume, assuming that there are enough normal data, and there is only one labeled datum under each fault type. The spectral normalization technique [29] can impose constraints on the parameters of the model to achieve the Lipschitz continuum condition, thereby enhancing the training stability of the model.

Therefore, this paper proposes a novel bearing fault method based on an auxiliary classifier generative adversarial network with spectral normalization (ACGAN-SN) under S & I data. This method can realize the synthesis of data under extremely unbalanced samples to use the synthesized data to train the model and realize fault diagnosis. The main contributions of this paper are summarized as follows:

- We propose a new GAN model, named ACGAN-SN, by introducing the SN skill. This model improves the training stability of the GAN model and can generate high-quality data of corresponding labels arbitrarily, which provides a new idea for fault diagnosis under S & I data.
- In the fault diagnosis stage, seven fault datasets were made based on the original S & I data and synthetic data, and a bidirectional LSTM model was proposed to fit the nonlinear fault classification function to realize the classification of the fault data.
- To fully test the performance of the proposed method, we adopted seven classification models and four data synthesis methods for comparative research, and selected three data synthesis quality indicators to quantitatively describe the data synthesis ability of ACGAN-SN.

The rest of the paper is organized as follows: Section 2 describes the fault diagnosis methods used in this paper, including the ACGAN and ACGAN-SN model structures, as well as the model training and testing process. Section 3 presents the fault diagnosis results based on ACGAN-SN data synthesis and BiLSTM classification and the performance comparison study of the proposed method. Section 4 summarizes the full work.

2. Problem Formulation

The intelligent fault diagnosis model is based on data analysis. A large amount of data are helpful to improve the diagnostic accuracy of the model. However, intelligent fault diagnosis in engineering scenarios is a typical small and unbalanced data problem [7]. At this time, the model is prone to overfitting or underfitting, which leads to a significant reduction in the accuracy of fault diagnosis. Therefore, how to realize intelligent fault diagnosis under S & I data is an urgent problem to be solved. The fault diagnosis problem to be solved in this paper is defined as follows: In the training phase, the data in the normal state are sufficient, while the data in the faulty state are extremely limited, and the samples of the normal data and the faulty data are unbalanced. The dataset in the testing phase is well balanced. In the experiments in Section 4, the number of data samples for each fault state in the training set is only 1.
3. Methods

In this section, we introduce the basic structure of the ACGAN model. Then, the framework of the proposed fault diagnosis method is explained, including the data preprocessing module, data synthesis module, fault diagnosis module, and model training and testing procedures.

3.1. Auxiliary Classifier Generative Adversarial Networks

Based on the idea of an adversarial game, Goodfellow et al. [21] pioneered the GAN model. The model consists of a generator ($G$) and a discriminator ($D$), where the input of the generator is the noise vector $z$ and the output is the synthetic fake data $X_{\text{Synthetic}} = G(z)$. The input of the discriminator is real data $X_{\text{Real}}$ and synthetic data, and the output is true and false labels. As shown in Figure 1a, the training of the GAN model is divided into two stages. **Train the generator:** The parameters of the discriminator are fixed, and the synthetic data output by the generator is output by the discriminator to obtain the true and false discrimination loss. **Train the discriminator:** The generator parameters are fixed, and the synthetic data and real data are passed into the discriminator output to obtain the true and false discrimination loss. The two joint losses above are passed through the backpropagation algorithm, and the overall loss function is as follows:

$$L(D, G) = E_{s \sim P_{\text{data}}} [\log D(s)] + E_{z \sim P_{z}} [\log(1 - D(G(z)))]$$  \hfill (1)

where, $s$ is the discriminator input vector $s \sim P_{\text{data}}$, $P_{\text{data}}$ represent the real data distribution. $z$ is the generator input vector $z \sim P_{z}$, and $P_{z}$ represent the noisy data distribution. $E(\bullet)$ is the mathematical expectation. The optimization process of the model can also be simplified to the maximum and minimum function problem, and the formula is:

$$\text{Goal} = \arg\min_{G} \max_{D} L(G, D)$$  \hfill (2)

The meaning of Formula (2) can be understood as follows. The optimization goal of the GAN model is that model $D$, corresponding to the maximum loss function $L(G, D)$, and model $G$, corresponding to the minimum loss, are the trained GAN model.

ACGAN is an improvement of GAN, which utilizes the introduction of label information to add an auxiliary classifier to the discriminator, thereby improving the training stability of the model and generating higher quality data samples, as shown in Figure 1b. Another advantage of ACGAN is that it only needs one trained model to synthesize the data of any label, reducing the time to repeatedly train the model for different label data. Specifically, the generator of ACGAN can be expressed as $X_{\text{Synthetic}} = G(z, y)$, where $y$ is a label vector, and the discriminator can not only judge the authenticity of the data but also the category of the data. During the training process, both the discriminator and the generator have two-part loss functions, where $L_{T-F}$ is the true and false loss functions and $L_{\text{class}}$ is the label loss function.

$$L_{T-F} = E_{s \sim P_{\text{data}}} [\log D(s)] + E_{z \sim P_{z}} [\log(1 - D(G(z)))]$$  \hfill (3)

$$L_{\text{class}} = E_{s \sim P_{\text{data}}} [\log P(Y = y|S_{\text{Real}})] + E_{z \sim P_{z}} [\log P(Y = y|S_{\text{Synthetic}})]$$  \hfill (4)

The training process of the model is similar to that of GAN. First, the parameters of the discriminator are fixed, the generator is trained, and the loss function is $L_{T-F} - L_{\text{class}}$. Second, the generator parameters are fixed, the discriminator is trained, and the loss function is $L_{T-F} + L_{\text{class}}$. 
3.2. Overall Framework

In this section, we present the overall framework of the proposed method, including the following three modules: the FFT-based data preprocessing module, ACGAN-SN-based data generation module, and the BiLSTM-based fault diagnosis module.

3.2.1. Data Preprocessing Module

The original time-domain vibration signal is easily disturbed by background noise, which affects the feature extraction work. The spectral lines in the spectrum are often used as an important basis for fault feature extraction [8]. For this reason, we use FFT to preprocess the original data and convert the time domain signal into a frequency domain signal to provide reliable data for the subsequent data generation module and fault diagnosis module. First, the discrete Fourier transform formula of the signal

\[ x_k = \sum_{n=0}^{N-1} x_n e^{-j2\pi kn/N} \]  

(5)

where \( x_k \) is the result of DFT. To reduce the calculation time of Formula (5), Formula (5) can be converted to Formulas (6) and (7):

\[ x_k = \sum_{m=0}^{N/2-1} x_{2m} e^{-j2\pi (2m)/N} + \sum_{m=0}^{N/2-1} x_{2m+1} e^{-j2\pi (2m+1)/N} \]  

(6)

\[ x_k = \sum_{m=0}^{N/2-1} x_{2m} e^{-j2\pi k(N/2)/N} + \sum_{m=0}^{N/2-1} x_{2m+1} e^{-j2\pi (m+1)/N} \]  

(7)

\( e^{j2\pi/N} \) is a primitive \( N \)-th root of 1 [26]. Formula (6) is the FFT result corresponding to the odd point, and Formula (7) is the FFT result corresponding to the even point. Therefore, the computational complexity is not reduced, which consists of \( 2 \times \lceil (N/2) \times N \rceil \), for a total of \( N^2 \). By executing Equations (5)–(7) on the original signal, the frequency domain signal of the original signal can be obtained.

3.2.2. Data Generation Module

The feature generation module is the ACGAN-SN model proposed in this paper, which is an improvement on the ACGAN model in Section 3.1. Considering the feature extraction capability of the CNN model, in the generator and discriminator of ACGAN, convolution and deconvolution are used to form the discriminator and generator. The
input of the discriminator is \(32 \times 32\) data after the reshape of the 1024-point frequency domain data, and then four convolution layers are used to extract 256-dimensional features, for which each feature size is \(2 \times 2\). The output results are reshaped into one-dimensional feature data and then input into two fully connected layers—one fully connected output size is 1, which is used for true and false discrimination. Another fully connected layer with an output size of 10 is used for label prediction.

The structure of the generator is symmetrical with the discriminator as a whole. First, the 100-dimensional noise vector is multiplied by the one-dimensional label vector to obtain the 100-dimensional input vector. Then, after full connection and reshape transformation, a \(256 \times 2 \times 2\) three-dimensional matrix is obtained. Four deconvolution operations are performed on the matrix to obtain a three-dimensional matrix of \(1 \times 32 \times 32\). Finally, the reshape operation is used to obtain a one-dimensional vector of \(1 \times 1024\), which is the generated data. The specific parameters of the generator and discriminator are shown in Table 1.
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To make the model stable for training, the gradient penalty term [30] is often added to the GAN discriminator. However, the gradient penalty cannot constrain the data in the whole structural space, which leads to the space between the synthetic data and the real data being shifted, the GAN model cannot be trained stably, and the computational speed of the gradient penalty is also a defect. SN is a parameter regularization technique, and the literature [29] has proven that SN can make the discriminator satisfy the Lipschitz constraints, thereby improving the training stability of the model and greatly reducing the computation time compared with the gradient penalty. Assuming that \(\theta\) is the weight parameter matrix of the model, SN can be expressed by Formula (8):

\[
\theta^l = \frac{\theta}{\|\theta\|_2} = \frac{\theta}{\max(\theta^T \theta)_s}
\]

where \(\|\theta\|_2\) is the spectral norm of \(\theta\). \(\max(\theta^T \theta)_s\) is the largest eigenvalue of \(\theta^T \theta\). \(\theta^l\) is the weight parameter of the \(l\)-th network. Based on SN technology, this paper imposes regularization constraints on each layer of the neural network of the discriminator to realize the stable training process of the model, as shown in Figure 2. Once the model is trained, the generator can be used to synthesize a large amount of fake data. To evaluate the quality of the data, we used three quantitative indicators to analyze the data similarity. They are Pearson Correlation Coefficient (PCC), Cosine Similarity (CS), and Wasserstein distance. Through this similarity measure, the model training process is regulated to obtain the best model parameters.
3.2.3. Fault Diagnosis Module

Based on the synthetic data in Section 3.2.2., we used mixed data (including real data and synthetic data) to train BiLSTM, and then validated the trained model in the test set.

LSTM is a special kind of recurrent neural network (RNN) that is proposed to solve the problem of the long-range dependence of RNNs. For a given one-dimensional sequence \( x = (x_1, x_2, \cdots, x_n) \), the RNN model can be built using Formulas (9) and (10).

\[
\begin{align*}
    h_t & = f(W_{xh}x_t + W_{hh}h_{t-1} + b_h) \\ 
    y_t & = W_{hy}h_t + b_y
\end{align*}
\]

where \( h_t \) is the hidden layer sequence. \( y_t \) represents the output layer sequence at time \( t \). \( W_{xh} \) is the weight matrix between the input layer and the hidden layer. \( b_h \) is the bias of the hidden layer. \( f \) represents the activation function.

To solve the problem that RNN cannot handle long sequences, LSTM has improved RNN. The model structure diagram is shown in Figure 3. Its calculation method is as follows:

\[
\begin{align*}
    i_t & = \sigma(W_{xi}x_t + W_{hi}h_{t-1} + W_{ci}c_{t-1} + b_i) \\ 
    f_t & = \sigma(W_{xf}x_t + W_{hf}h_{t-1} + W_{cf}c_{t-1} + b_f) \\ 
    c_t & = f_t c_{t-1} + i_t \tanh(W_{xc}x_t + W_{hc}h_{t-1} + b_c) \\ 
    o_t & = \sigma(W_{xo}x_t + W_{ho}h_{t-1} + W_{co}c_t + b_o) \\ 
    h_t & = o_t \tau(c_t)
\end{align*}
\]

where, \( i_t, f_t, c_t, o_t \) represent the input gate, forget gate, candidate memory cell, and output gate, respectively. \( \sigma, \tau \) are the sigmoid and hyperbolic tangent activation functions, respectively.
On the basis of LSTM, BiLSTM realizes the context-based judgment of the model by stacking two layers of LSTM so that the model has the ability to understand the overall data [31].

To make the one-dimensional data meet the input size of BiLSTM, two embedding layers and a one-dimensional flip layer are used to transform the signal dimension and then input it into the BiLSTM model. The input feature dimension of the model is 32, and the feature dimension of the hidden layer is 64. The number of recurrent neural network layers is 2, and the bidirectional LSTM is stacked, which is easy to implement in PyTorch. Then, two fully connected layers are used to output the model prediction results to classify the data. The structural parameter settings of the fault diagnosis module are shown in Table 2.

Table 2. The structure of the fault diagnosis module.

<table>
<thead>
<tr>
<th>Layer</th>
<th>Parameters Setting</th>
<th>Output Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Embedding1</td>
<td>Conv1d: 16 × 3, 1, ReLU, BN, MaxPool1d: (2,2)</td>
<td>1 × 1024</td>
</tr>
<tr>
<td>Embedding2</td>
<td>Conv1d: 32 × 3, 1, ReLU, BN, AdaptiveMaxPool1d: 25, AdaptiveMaxPool1d: (2,2)</td>
<td>16 × 512</td>
</tr>
<tr>
<td>Transpose</td>
<td>Data replacement between 1 and 2 dimensional</td>
<td>25 × 32</td>
</tr>
<tr>
<td>BiLSTM</td>
<td>32 × 64 × 2, Tanh</td>
<td>25 × 128</td>
</tr>
<tr>
<td>Reshape</td>
<td>25 × 128–1 × 3200</td>
<td>1 × 3200</td>
</tr>
<tr>
<td>FC1</td>
<td>3200 × 256</td>
<td>1 × 256</td>
</tr>
<tr>
<td>FC2</td>
<td>256 × 10, Softmax</td>
<td>1 × 10</td>
</tr>
</tbody>
</table>

3.2.4. Training and Testing Procedure of the Proposed Fault Diagnosis Framework

Based on the data preprocessing, data generation, and fault diagnosis modules built above, the training and testing process of the proposed overall framework is shown in Figure 4. It consists of the following steps:

- The raw vibration signal data are acquired and divided into an S & I dataset for training and a balanced dataset for testing.
- FFT is performed on the two datasets to obtain the preprocessed frequency domain signal.
- The ACGAN-SN model described in Section 3.2.2. is built to initialize the model weight parameters and hyperparameters, and to train the ACGAN-SN until the Nash equilibrium conditions are met. The trained model is used to synthesize the data that require labels.
- Real data and synthetic data are mixed to form a variety of datasets with different imbalance ratios for the training of the fault diagnosis models.
The BiLSTM-based fault diagnosis model described in Section 3.2.3 is built, the BiLSTM model is trained with different datasets, the fault state of the test set with the trained model is predicted and compared with the other methods to evaluate the performance of the proposed fault diagnosis method.

Figure 4. The flow chart of training and testing for the proposed framework.

4. Results

In this section, we design related experiments to validate the proposed method. First, the bearing dataset used in the experiment is introduced. Second, we use the proposed ACGAN-SN model to synthesize the bearing data with different fault states and adopt the PCC, CS, and Wasserstein distance to measure the quality of the synthetic data. Then, synthetic data are gradually added to the S & I dataset to form a failure dataset with seven imbalance ratios, and a bidirectional LSTM model is used to classify the data. Finally, we comparatively analyze the superiority of the proposed method in terms of data synthesis and classifier dimensions.
4.1. Dataset Introduction

We chose the rolling bearing fault dataset publicly available from the Electrical Engineering Laboratory of Case Western Reserve University. It is composed of a motor, torque sensor/decoder, power test meter, and electronic controller. The tested bearing is the drive end bearing, the model is SKF6205. The original vibration signal is collected by collecting the acceleration sensor installed at the driving end. The sampling frequency is 12 kHz, the load is 2 hp, and the sampling time is 10 s. The parameters of the rolling bearing are shown in Table 3. There are four bearing health states and three fault diameters in the dataset. The health states include normal, roller failure, inner ring failure, and outer ring failure. The damage diameters are 0.007, 0.014, and 0.021 inches. The data are labeled as 10 state data: Normal, Ball1, Ball2, Ball3, Inner1, Inner2, Inner3, Outer1, Outer2, and Outer3. Considering the FFT transformation, 2048 is selected as the sample sampling length, and the sample set is made in an overlapping manner. In the training set, the normal data of the majority class contain 100 samples, and each fault data of the minority class has 10 samples. In the test set, there are 100 samples of each type of data. Figure 5 is the time domain waveform diagram of 10 types of fault data, and Table 4 shows a detailed description of the dataset.

Table 3. The parameters of the rolling bearing.

<table>
<thead>
<tr>
<th>Bearing Type</th>
<th>Pitch Diameter</th>
<th>Ball Diameter</th>
<th>Number of Balls</th>
<th>Speed</th>
<th>Load</th>
</tr>
</thead>
<tbody>
<tr>
<td>6205-2RS JEM SKF</td>
<td>39.04 mm</td>
<td>7.94 mm</td>
<td>9</td>
<td>1750 rpm</td>
<td>2 hp</td>
</tr>
</tbody>
</table>

![Figure 5. Time domain waveforms of the 10 kinds of samples in the bearing dataset.](image-url)
Table 4. The details of the bearing dataset.

<table>
<thead>
<tr>
<th>Sample Class</th>
<th>Damage Diameter (Inches)</th>
<th>Sample Length</th>
<th>Training Set</th>
<th>Testing Set</th>
<th>Label</th>
</tr>
</thead>
<tbody>
<tr>
<td>Majority</td>
<td>Normal</td>
<td>2048</td>
<td>100</td>
<td>100</td>
<td>0</td>
</tr>
<tr>
<td>Ball1</td>
<td>B0.007</td>
<td>2048</td>
<td>10</td>
<td>100</td>
<td>1</td>
</tr>
<tr>
<td>Ball2</td>
<td>B0.014</td>
<td>2048</td>
<td>10</td>
<td>100</td>
<td>2</td>
</tr>
<tr>
<td>Ball3</td>
<td>B0.021</td>
<td>2048</td>
<td>10</td>
<td>100</td>
<td>3</td>
</tr>
<tr>
<td>Inner1</td>
<td>I0.007</td>
<td>2048</td>
<td>10</td>
<td>100</td>
<td>4</td>
</tr>
<tr>
<td>Inner2</td>
<td>I0.014</td>
<td>2048</td>
<td>10</td>
<td>100</td>
<td>5</td>
</tr>
<tr>
<td>Inner3</td>
<td>I0.021</td>
<td>2048</td>
<td>10</td>
<td>100</td>
<td>6</td>
</tr>
<tr>
<td>Outer1</td>
<td>O0.007</td>
<td>2048</td>
<td>10</td>
<td>100</td>
<td>7</td>
</tr>
<tr>
<td>Outer2</td>
<td>O0.014</td>
<td>2048</td>
<td>10</td>
<td>100</td>
<td>8</td>
</tr>
<tr>
<td>Outer3</td>
<td>O0.021</td>
<td>2048</td>
<td>10</td>
<td>100</td>
<td>9</td>
</tr>
</tbody>
</table>

4.2. Sample Generation and Evaluation

In this section, we use the training set in Table 4 to train the ACGAN-SN model. During the training process, the hyperparameters are set as follows: 3000 epochs, learning rate of 0.0002, size 10 batch size, the optimizer is Adam, and the coefficients used for computing the running averages of the gradient and its square are 0.5 and 0.999, respectively.

First, the original time-domain signal is converted into a frequency-domain signal through FFT, the signal length is reduced from 2048 to 1024 points and then reshaped into a 32 × 32 grayscale matrix, and 32 × 32 is used as the input of the discriminator and the output size of the generator. Then, the set parameters and data are used to train the ACGAN-SN. Figure 6 shows the transformation curve of the loss function of the discriminator and the generator during the training process, and Figure 7 shows the transformation curve of the classification accuracy of the discriminator and the generator. From the loss results in Figure 6, it can be seen that the discriminator and generator begin to show a decreasing trend of loss after 250 epochs and maintain a steady state between 1000 and 3000 epochs. On the whole, the model reaches the Nash equilibrium at approximately 1000 epochs, which represents the equilibrium state of the generator and discriminator confrontation game at this time. We believe that the generator at 3000 epochs achieves the level of falsehood, that is, it already has the ability to synthesize high-quality fault sample data. It can be seen from the accuracy transformation diagram in Figure 7 that the classification accuracy of the discriminator and generator during the training process fluctuates and rises, which corresponds to the trend in Figure 6. It is proven that the data synthesized by the generator at this time have similar characteristics to the original data, so that the classifier can distinguish the labels corresponding to the synthetic data and the real data.

Figure 6. The discrimination loss and generation loss curve of the ACGAN-SN model.
The Wasserstein distance is often used to measure the similarity between two distributions, so this paper uses this metric to indirectly observe the training process of the model. The Wasserstein distance transformation diagram is shown in Figure 8. We can see that the Wasserstein distance from 1000 epochs gradually tends to 0. The 10 types of fault data synthesized at this time are compared with the real data, as shown in Figure 9, where the blue curve is the synthetic data and the orange curve is the real data. We can see that the synthetic data are very similar to the real data. In particular, some frequency spectrum lines representing fault features correspond to the real values, which indicates that the synthetic data have some fault frequencies and their multipliers and plays a key role in whether the signal is classified correctly or not. Therefore, we have good reason to believe that after 3000 epochs of training, the model training effect is ideal, and the data synthesized by the generator can provide data support for downstream classification tasks.
To quantitatively characterize the quality of the synthetic data, we introduce three similarity indicators as the basis for discrimination, including PCC, CS, and Wasserstein distance. PCC is the correlation between two sets of data, CS represents the cosine value of the angle between the two samples, and the Wasserstein distance represents the similarity between the two data distributions. A PCC greater than 0.5 represents a high similarity, and the larger the value of CS, the higher the similarity. The PCC and CS can take values in the range 0–1. Table 5 summarizes the corresponding values of the similarity index between synthetic data and real data. The minimum value of PCC is 0.7494, corresponding to the data of label 2, and the maximum value of 0.9530 corresponds to the data of label 7. A CS minimum value of 0.8142 corresponds to label 2, and a maximum value of 0.9609 corresponds to label 7. These two indicators are better than those in the literature [27]. As the Wasserstein distance is the distance between distributions, in this paper, the distribution distance is equivalent to the distance between two samples, and the value of the Wasserstein distance is 0.0530. Based on the above analysis, we can draw the following conclusions: the trained ACGAN-SN model can synthesize data that are highly similar to the real data.

**Table 5.** The similarity indicators between the real data and the synthetic data.

<table>
<thead>
<tr>
<th>Sample-class</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>PCC</strong></td>
<td>0.8225</td>
<td>0.8702</td>
<td>0.7494</td>
<td>0.8388</td>
<td>0.9314</td>
<td>0.8125</td>
<td>0.9506</td>
<td>0.9530</td>
<td>0.7957</td>
<td>0.8990</td>
</tr>
<tr>
<td><strong>CS</strong></td>
<td>0.8378</td>
<td>0.8962</td>
<td>0.8142</td>
<td>0.8700</td>
<td>0.9481</td>
<td>0.8721</td>
<td>0.9584</td>
<td>0.9609</td>
<td>0.8463</td>
<td>0.9232</td>
</tr>
<tr>
<td><strong>Wasserstein distance</strong></td>
<td>0.0530</td>
<td>0.0530</td>
<td>0.0530</td>
<td>0.0530</td>
<td>0.0530</td>
<td>0.0530</td>
<td>0.0530</td>
<td>0.0530</td>
<td>0.0530</td>
<td>0.0530</td>
</tr>
</tbody>
</table>

**Figure 9.** Comparison of the frequency spectrum of the real and synthetic samples data of the bearing dataset.
4.3. Imbalanced Fault Diagnosis

In this section, we make seven training sets and one testing set based on the datasets in Table 1. A total of 100 normal data and only one sample of each fault class are selected. As an extremely limited sample set, named training dataset 1, is used to simulate real S & I failure data scenarios. On this basis, the generator model trained is used to synthesize the sample data and gradually adds to dataset 1 so that the majority class and minority class ratios are 100:1, 25:1, 20:1, 10:1, 2:1, and 1:1, and training sets 2–7 are obtained. The specific details of each dataset are shown in Table 6.

To test the analytical performance of the proposed method on the S & I dataset, different classification models are used for testing. Datasets 1–7 are used for training and then classifying the testing set. There are a total of seven different classification models, including: Multilayer perceptron MLP with [1024, 128, 64] hidden layer neurons; convolutional neural network structure with output channels [16, 32, 64, 128], for which the specific parameters can be found in [32]; LeNet; ResNet; and AlexNet. For the BiLSTM model in the proposed method, the parameter settings can be found in Section 3.

We use three indicators to measure the performance of the model, namely accuracy, F1-score (F1), and the average area under the receiver operating characteristic curve (AUC). The fault diagnosis results of the six trained classification models in the testing dataset are shown in Figure 10. We found that when dataset 1 composed of real data was used for testing, all of the models were affected by unbalanced samples and could not achieve the best diagnosis progress. This is because the number of samples in the dataset was too sparse. The number of samples is only 1, which is not conducive to the model learning the real data distribution law. The synthetic data are added to dataset 1, i.e., datasets 2–7, resulting in a balanced dataset 7. During this process, the diagnostic accuracy of MLP, CNN, ResNet, and LSTM is greatly improved. AlexNet’s diagnostic accuracy jumps from 10% to 99.50% from dataset 4, while LeNet only reaches 94.5% and 99.3%, respectively in balanced dataset 7. The following inferences can be drawn:

- LeNet and AlexNet have the worst performance in processing S & I data. The possible reason for this is that they cannot fit the data distribution of the test set from the S & I data. A diagnostic accuracy of 10% corresponds to the prediction results of the normal data, which indicates that the imbalanced data do indeed affect the prediction results of the model.
- The diagnosis accuracy of the MLP, CNN, ResNet, and LSTM models has been greatly improved since dataset 2, which shows that the synthetic fault data promote the training process of the model, and the synthetic data are very similar to the real data.
- We found that BiLSTM achieved an accuracy of 97.6% in dataset 2, and the diagnostic accuracy in dataset 2—dataset 7 was higher than that of the comparison method, which shows that BiLSTM has a strong classification performance for the bearing frequency domain data. Although the effect of CNN and ResNet is also very good, the calculation time of ResNet is too long. Considering the time cost and diagnosis accuracy, BiLSTM is used in this paper to perform fault diagnosis tasks on S & I data.

Table 6. Component of the bearing datasets for diagnosis.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Dataset1</th>
<th>Dataset2</th>
<th>Dataset3</th>
<th>Dataset4</th>
<th>Dataset5</th>
<th>Dataset6</th>
<th>Dataset7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Testing sample number of each class</td>
<td>Real</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Training sample number of majority class</td>
<td>Real</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Training sample number of minority class</td>
<td>Real</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Imbalance ratio (majority/minority)</td>
<td>100:1</td>
<td>50:1</td>
<td>25:1</td>
<td>20:1</td>
<td>10:1</td>
<td>2:1</td>
<td>1:1</td>
</tr>
</tbody>
</table>
To demonstrate the performance of ACGAN-SN in data synthesis, four contrasting methods are used in this paper to demonstrate the superiority of the proposed method, including ACWGAN [33], ACGAN [13], Ro-Sampling [34], and SMOTE [35]. The data synthesis methods all use the original data in Table 4 as the input, and the classification model adopts the MLP and the BiLSTM model proposed in this paper; that is, there are a total of 10 combined algorithms. We used the above 10 algorithms to perform classification tasks on datasets 1–7, for which the MLP-based diagnosis results are shown in Figure 11a and the LSTM-based diagnosis results are shown in Figure 11b. We found that compared with the original unbalanced dataset 1, different data synthesis methods have a certain improvement in diagnostic performance in different classification models, but the diagnostic effects of ACWGAN and ACGAN are unstable. RO-Sampling, SMOTE, and ACGAN-SN have a positive effect on the diagnostic accuracy of the classification model. Notably, the proposed ACGAN-SN is of great help for improving the diagnostic performance of the MLP and LSTM classification models. Compared with the comparative data synthesis algorithms, the combined algorithm based on ACGAN-SN and BiLSTM has the best diagnostic accuracy and is the most stable. This shows that the data synthesized by ACGAN-SN have the highest similarity with the original data.

Figure 10. Diagnosis results with different classification models after using ACGAN-SN.

To observe the internal operation process of the fault diagnosis model more intuitively, we used t-distributed stochastic neighbor embedding (t-SNE) to visualize the feature distribution. Figure 12a–e show the t-SNE diagrams of ACGAN-SN, ACWGAN, ACGAN, RO-Sampling, and SMOTE models with an imbalance ratio of 25:1, respectively. As can be
seen from Figure 12, the proposed ACGAN-SN method separates the different fault data well, while the other four methods did not have a good clustering effect on the fault data, which once again proves the advantages of the proposed method.

Figure 12. The t-SNE results of (a) ACGAN-SN, (b) ACWGAN, (c) ACGAN, (d) RandomOS, and (e) SMOTE.

5. Conclusions

In practical engineering, in order to solve the problem that S & I data reduce the accuracy of fault diagnosis and interfere with the stability of model training, this paper presents an ACGAN-SN data synthesis model. The method uses synthetic high-quality fault data to solve the fault diagnosis problem under S & I data. Through the analysis of the experimental results, the following conclusions can be drawn:

- By introducing kernel norm regularization into the ACGAN model, the training stability of the model can be effectively improved, and gradient disappearance and model collapse can be avoided.
- Compared with traditional SMOTE and RO-Sampling data synthesis algorithms, ACGAN-SN can synthesize high-quality fault sample data. The similarity between the synthetic data and real data can reach 95.84%.
- The data synthesized by ACGAN-SN effectively improve the fault diagnosis accuracy under S & I data.
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