Review

Sound Field Modeling Method and Key Imaging Technology of an Ultrasonic Phased Array: A Review

Qian Xu \textsuperscript{1,\*} and Haitao Wang \textsuperscript{1,2,\*}

\textsuperscript{1} College of Automation Engineering, Nanjing University of Aeronautics and Astronautics, Nanjing 210016, China
\textsuperscript{2} Key Laboratory of Non-Destructive 'Testing and Monitoring' Technology for High-Speed Transport Facilities of the Ministry of Industry and Information Technology, Nanjing University of Aeronautics and Astronautics, Nanjing 210016, China
\* Correspondence: xuqian_ndt@nuaa.edu.cn (Q.X.); htwang2002@126.com (H.W.)

Abstract: An ultrasonic phased array consists of multiple ultrasonic probes arranged in a certain regular order, and the delay time of the excitation signal sent to each array element is controlled electronically. The testing system model based on ultrasonic propagation theory is established to obtain a controllable and focused sound field, which has theoretical and engineering guiding significance for the calculation and analysis of ultrasonic array sound fields. Perfecting array theory and exploring array imaging methods can obtain rich acoustic information, provide more intuitive and reliable research results, and further the development of ultrasonic phased-array systems. This paper reviews the progress of research on the application of ultrasound arrays for non-destructive testing (NDT) and brings together the most relevant published work on the application of simulation methods and popular imaging techniques for ultrasonic arrays. It mainly reviews the modeling approaches, including the angular spectrum method (ASM), multi-Gaussian beam method (MGB), ray tracing method, finite element method (FEM), finite difference method (FDM), and distributed point source method (DPSM), which have been used to assess the performance and inspection modality of a given array. In addition, the array of imaging approaches, including the total focusing method (TFM), compression sensing imaging (CSI), and acoustic nonlinearity imaging (ANI), are discussed. This paper is expected to provide strong technical support in related areas such as ultrasonic array testing theory and imaging methods.
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1. Introduction

The maturity of array testing theory promotes its application in nondestructive testing. Ultrasonic arrays have two key advantages over standard monolithic sensors. First, a specific array can perform a range of different detections from a single location, making it more flexible than a single-cell sensor. Secondly, the array ultrasound technique allows images to be generated at each test location. This allows rapid visualization of the internal structure of the specimen. These advantages have led to the rapid adoption of arrays in the engineering industry. At present, the research on ultrasonic arrays mainly focuses on transducer development, detection, and imaging methods. A large amount of research has been published in these areas using an array of ultrasound inspection techniques.

Modeling plays a crucial role in the use of arrays for Non-Destructive Evaluation (NDE) due to the wide range of array geometries and inspection methods possible. Drinkwater et al. [1] reviewed the modeling approaches which have been adopted to assess the performance of a given array and inspection modality. Both modeling techniques are based on directly emulating the physical operation of an array. However, the development and application of several modeling methods in the non-destructive assessment of ultrasound arrays are
not well reviewed. Based on various detection and imaging modes of ultrasonic arrays, ultrasonic arrays need to study the propagation of sound field in the medium and the response of defects and explore the localization and quantification methods of defects for detection. The modeling methods include analytical approaches, numerical approaches, and semi-analytical approaches. Commonly used analytical calculation approaches include the angular spectrum method (ASM), multi-Gaussian beam method (MGB), and ray tracing method. Numerical approaches include the finite element method (FEM) and finite difference method (FDM). Semi-analytic methods include the distributed point source method (DPSM). Section 2 of this paper gives an overview of the basic theories of the different modeling methods and the application of these methods in ultrasonic arrays by reviewing a wide range of published research.

With the development of materials science, the requirements for inspection technology in engineering practice are constantly increasing. The needs for detection of microcracks/micro-defects, detection of complex shaped parts, detection of distal ends of large structures, detection of composite structures, detection of bonding quality, and non-destructive evaluation of the mechanical properties of materials are constantly emerging. Traditional linear ultrasound observation of time domain signals, limited by wavelength and other factors, is not sensitive to micro-defects, micro-cracks, and interface defects such as bonding and delamination. Non-linear ultrasound inspection technology mainly observes the non-linear acoustic response of materials and overcomes the shortcomings of traditional ultrasound by analyzing signal changes in frequency and is an effective complement to traditional linear ultrasound inspection means. Felice et al. [2] reviewed techniques for sizing defects using ultrasonic body waves, including amplitude, time, imaging, and inversion techniques, and the advantages and limitations of various techniques are compared from the perspective of principle and method, but the development and application of nonlinear effects in array ultrasound are not introduced enough.

The development and application of several detection techniques in ultrasonic arrays are reviewed in Section 3, including the total focusing method (TFM), compression sensing imaging (CSI), and acoustic nonlinearity imaging (ANI). Section 1 outlines the basic theory, correction algorithm, and acceleration algorithm of TFM as well as reviewing the industry application of the technology. Section 2 describes the theory of CSI and overviews ultrasonic array research work on the three key issues of CSI: sparse representation, observation sampling, and image reconstruction. Section 3 mainly introduces the harmonic imaging and modulation imaging methods of nonlinear ultrasonic arrays. An extensive list of references is then given; from a large amount of research work, we sort out the hotspots and difficulties of these technologies. This paper aims to provide a reference for further improving the quality of ultrasound array imaging, enriching the content and presentation of ultrasound imaging, and achieving structural health monitoring and defect life assessment research.

2. Modelling Method

The establishment of an ultrasonic array mathematical model not only helps us to understand the propagation process of acoustic waves and the interaction between acoustic waves and defects, but also guides us to design excellent ultrasonic sensors, obtain the best detection effect, and extract accurate and rich acoustic characteristic information [3].

2.1. Angular Spectrum Method

ASM was introduced from the field of optics to the field of acoustics in the 1970s [4]. It is a standard method to extrapolate the ultrasonic field from the point measurement data set of the pressure field in a single plane. First, the propagation and attenuation of numerous plane waves emitted by the probe in the medium are calculated. Then, the propagation of the sound field is simulated by dividing all the superimposed plane waves by a certain weight function. Similar to the Rayleigh integral, ASM is the spatial frequency-domain representation of Huygens’ Principle [5]. It has been widely used in sensor modeling and analysis, and more and more attention is paid to it. ASM can also be
used to deal with complex situations, such as the distribution of sound fields in anisotropic media, and the transmission and reflection of sound beams across curved interfaces. The principle of the traditional angular spectrum method is shown in Figure 1.

![Figure 1. Traditional angular spectrum method.](image)

A measurement technique for analyzing the velocity distribution on ultrasonic surfaces was proposed in 1989, which was based on the angular spectrum method of wave [6]. In 2008, Belgroune et al. [7] developed a model for studying transient ultrasonic waves radiated by a transducer in a liquid and transmitted through a planar interface to a solid. This extends the transient situation of the ASM developed for the monochrome situation. In 2012, the ASM was extended to non-uniform tissues. The hybrid angular spectrum (HAS) method was proposed by Vyas et al. [8,9]. The approach proposes an inhomogeneous medium modeled using voxels, and its principle is shown in Figure 2. Each voxel has a unique sound velocity, absorption coefficient, and density. To find the pressure diagram at a distance from the input pressure diagram $Z$, the calculation of each layer alternates between the spatial domain and the frequency domain. In the spatial domain, the result of multiplying the pressure field at the entrance of the layer by the transfer function is subjected to a Fourier transform and then multiplied by the linear propagation term representing the average phase shift of the interlayer distance. The initial pressure field is transformed by FFT into a wave spectrum $A_{1}(a, \beta)$ into plane 1, which is then transformed by FFT after multiplying by a linear propagation term representing the distance between the layers into a spatial domain pressure field, where it becomes the pressure field at the entrance to plane 2. We can model complex and irregular inhomogeneous tissue geometries and quickly and accurately calculate the complex pressure distribution in a non-uniform three-dimensional model through controlling the size and number of voxels. Then, in 2017, Ilyina et al. [10] calculated the pressure field of the cylindrical bending transducer array and compared the numerical results with those obtained through Field II. Meanwhile, they verified the accuracy of the method proposed by Vyas et al. When using the ASM to calculate the field radiated by a sound source of limited size, how to avoid or eliminate the aliasing phenomenon in the frequency domain and the distortion caused by the phase shift will be the focus of research.
2.2. Multi-Gaussian Beam Method

In general, many spherical or plane waves need to be superimposed in the calculation of the probe emission acoustic field. However, the sound field of plane probe and focus probe can be simulated by using a small number of Gaussian beam superposition. The boundary condition of multiple single Gaussian acoustic beams superimposed to simulate the acoustic field of the ultrasonic probe is called Multivariate Gaussian Sound Beam (MGB). This model was derived from the Helmholtz wave equation by Wen [11] in 1988 and demonstrated that the acoustic beam radiated into the water by a circular piston probe could be accurately simulated by superimposing only ten Gaussian beams. Due to its high computational efficiency and good simulation of ultrasonic waves, MGB has been widely applied in the modeling process of ultrasonic arrays. When there is no delay and deflection, the total radiation sound field of N array elements can be obtained by the following Equation (1) [12]:

\[
p_n(x, \omega) = \frac{-i\omega p_1 v_0(\omega)}{2\pi} \int \frac{\exp(ikr)}{r} ds
\]

where \(\omega\) is the angular frequency, \(p_1\) is the density of the medium, \(v_0(\omega)\) is the normal velocity of the particles on the probe surface, and \(r\) is the distance between any point on the probe surface and the position \(x\) of the medium. The extended multivariate Gaussian sound beam model can calculate the radiated sound field \(p_n(x, \omega)\) of the \(n\) array unit through the superposition of 2-D Gaussian sound beams. The expression can be written as:

\[
p_n(x, \omega) = v_0(\omega) \left[ \sum_{m=1}^{10} A_m \xi_1(x, z_\omega) \right] \left[ \sum_{m=1}^{10} A_m \xi_1(y, z_\omega) \right]
\]

where \(A_m\) are 10 complex constants. Following Huygens’ principle, the total sound field of an ultrasonic transducer array with \(N\) elements can be calculated by superimposing each array element. The sound pressure of a linear phased-array transducer can be written as:

\[
p(x, \omega) = \sum_{n=0}^{N-1} p_n(x, \omega) \exp(j\omega t_n)
\]

MGB can not only be used to simulate the emission sound field of the piston and rectangular ultrasonic array transducer, but also be used to simulate the propagation...
of a sound field in a heterogeneous anisotropic medium and irregular interface and the waveform conversion in the propagation process. In 2003, Ding et al. [13] proposed to calculate the radiated sound field of a rectangular sensor by the superposition of 2-D Gaussian sound beams. This model is called the extended multi-Gaussian beam method (EMGB). However, when EMGB technology is applied to ultrasonic arrays, since it needs to rely on paraxial approximation, modeling errors will occur when the steering angle is greater than about 20 degrees. In 2007, Huang et al. proposed a new multi-Gaussian beam model, called the linear phase multi-Gaussian beam model (LMGB), and proved that it could eliminate these steering angle restrictions. In the 2010s, Han et al. [14] calculated the radiated sound field distribution of an ultrasonic arrays probe with a wedge shape by using the extended multi-Gaussian beam model and measured the ultrasonic arrays probe with an incident angle greater than 10° (refractive angle greater than 20°). The results are modified to enlarge the deflection range of the sound field calculation and the application range of the Gaussian superposition method. In 2019, Anand et al. [15] compared the simulation results of beam propagation through austenitic steel using ordinary multi-Gaussian beam (OMGB) and LMGB models at different steering angles and found that, especially in anisotropic media, the LMGB method was superior to the OMGB method when the steering angle of the beam was greater than 20°. Subsequently, MGB was extended to 3-D ultrasonic sound field simulation [16] and applied to the sound field calculation of complex structural materials and components [17].

2.3. Ray-Tracing Method

The propagation path of sound lines in the workpiece is related to the design of testing technology and the verification of testing ability in the detection process of ultrasonic arrays. The ray-tracing method calculates the propagation path and amplitude attenuation of sound lines in the medium to obtain the propagation state of sound lines in the medium [18]. This method is often used to simulate sound propagation in heterogeneous anisotropic media. The process can be divided into three steps: (1) Solving the equation of elastic wave motion in an anisotropic medium, obtaining the direction of energy velocity and particle displacement. (2) Walking a distance along the direction of energy velocity, the heterogeneous medium is divided into homogeneous regions and the appropriate boundary conditions are given. (3) Calculating the reflected and refracted sound lines on the boundary, and using the boundary conditions to calculate the amplitude of the reflected and refracted sound lines.

The method moved from theory to research applications in 1985 when Ogilvy [19] first proposed a ray-tracing formulation applied to anisotropic nonhomogeneous media in the field. Subsequently, Schmitz et al. applied Ogilvy’s Raytrace to the 3-D situation. In the 1990s, Harker et al. [20] verified Raytrace’s results by comparing them with the simulation results of the finite difference method. The above studies are based on the basic ray tracing pattern shown in Figure 3a [21]. The marching strategy can also be applied to achieve P2P ray-tracing of Figure 3b when combined with the binary searching algorithm Therefore, P2M ray tracing based on the Dijkstra algorithm is introduced, as shown in Figure 3c. In 2012, Kolkoori et al. [22] presented an adapted 2-D ray-tracing model for evaluating ultrasonic wave fields quantitatively in inhomogeneous anisotropic materials. In 2015, Nowers et al. [23] proposed the fast ray-tracing algorithm to calculate the ultrasonic path through the anisotropic distribution of the predetermined weld seam calculation of the scattering response for a given defect using an effective FEM. In 2018, combining the minimizing and the ray-tracing strategies of marching, an efficient ray-tracing algorithm for ultrasonic array imaging was proposed; the proposed algorithm could realize good imaging performance for defect locating [21].
Several of the above analytical methods can only be used for the simplest geometrical figures. The numerical method can solve the problem of finding a transducer transmitting signal from any shape defect of any shape part. The numerical method is a global discrete approximation method that can solve various complex FEM and FDM problems. Both of these numerical techniques are potential candidates for this task.

2.4. Finite Element Method

FEM was proposed in the 1950s. It is an effective approximate calculation method and is widely used in the field of engineering calculation. FEM analysis divides the object into a finite number of cells. The cells are regarded as under a formation of rigid bodies connected through a finite number of nodes. The force between the elements is transferred through the nodes, and then each unit matrix is established based on the energy principle. After inputting boundary conditions such as loads and constraints, the computer is used to calculate and analyze the object characteristics [24]. At present, the FEM analysis software is ANSYS software [25, 26]. The finite element analysis of ultrasonic arrays sound field using ANSYS software is generally divided into the following four steps, as shown in Figure 4.

![Figure 3. Pathfinding mode. (a) Basic mode; (b) P2P mode; (c) P2M mode.](image)

**Figure 3.** Pathfinding mode. (a) Basic mode; (b) P2P mode; (c) P2M mode.

**Figure 4.** The file chart of ANSYS finite element sound field simulation.
In 1994, Lerch et al. [27] used FEM to carry out an accurate computer simulation of complex ultrasonic transducers, but how to generate planar ultrasonic wave sources with arbitrary incident angles on a given defect is a difficult problem for FEM. Hayashi et al. [28] and Fyleris et al. [29] used semi-analytical FEM to solve the problem of ultrasonic beam focusing when an object with a complex geometric shape propagates. In 2015, Wang et al. [30] used FEM combined with the directivity of metal materials to analyze the focused sound field distribution of an OPFC ultrasonic phased array transducer and found that OPFC material had a broad prospect for the development of ultrasonic array transducers. In 2019, Kim et al. [31] used the commercial finite element software PZ Flex to conduct FEM research in three dimensions and developed two kinds of high-frequency ultrasonic array transducers for specific applications. In the 2020s, Chen et al. [32] studied the ultrasonic time of TOFD ultrasonic array technology. FEM used for 2-D geometric material defect detection, established a finite element model through the finite element software ANSYS, compared the error rate between simulation and experiment, and found the feasibility of finite element detection. Because this method needs a large amount of meshing, it requires the high performance of a computer. Currently, FEM is mostly used to simulate 2D thin workpiece detection.

2.5. Finite Difference Method

FDM is a numerical method used to simulate elastic wave propagation [33,34]. In FDM ultrasonic modeling, the propagation medium is divided into staggered grids and probe excitation is applied to the nodes of the corresponding grids in the form of a displacement or stress load. Then, the differential expression is written by the wave equation, and the transient propagation diagram of the sound field at the required time can be calculated. The difference equation can be regarded as the finite approximation of the original equation in terms of a Taylor series expansion. According to the interception method of the Taylor series continuous approximation, the difference scheme can be divided into three kinds:

1. The Lax-Friedrichs format, explicit, taking three discrete points in space, stable at \( |a\Delta t/\Delta x| \leq 1 \).

\[
p_k^{n+1} - \frac{p_k^{n+1} + p_k^{n-1}}{2} + \frac{a}{\Delta x} \frac{p_k^{n+1} - p_k^{n-1}}{2} = 0 \tag{4}
\]

2. The Leap-Frog format, explicit, taking three discrete points in time, stable at \( |a\Delta t/\Delta x| \leq 1 \).

\[
p_k^{n+1} - p_k^{n-1} \frac{2\Delta t}{2\Delta x} + \frac{a}{\Delta x} \frac{p_k^{n+1} - p_k^{n-1}}{2} = 0 \tag{5}
\]

3. The Crank-Nicholson format, implicit, taking three points in space and three points in time.

\[
p_k^{n+1} - p_k^{n-1} \frac{\Delta t}{\Delta t} + \frac{a}{2\Delta x} \left( \frac{p_k^{n+1} - p_k^{n-1}}{2} + \frac{p_k^{n+1} - p_k^{n-1}}{2} \right) = 0 \tag{6}
\]

where \( a \) is the coefficient of the original equation; \( \Delta t \) is the time step; \( \Delta x \) is the space step size; and \( P \) is the target value. The finite difference method is commonly used to model the propagation of elastic waves and has three forms of expression: forward, backward, and central differences, which need to be chosen wisely to reduce computational errors. It uses a standard quadrilateral grid, so it is very effective in dealing with regular boundaries, but not as effective as the finite element method for irregular boundaries.

In the 1980s, Liszka et al. [35] presented a modification of the FDM that enables elimination of single or poorly conditioned stars which made local condensation of the grid and the boundary conditions easy to discretize in the case of an arbitrary shape of the domain. In 1996, Balasubramanyam et al. [36] used the finite difference method to simulate
the S0 and A1 Lamb wave modes in a flat metal sheet. The time domain information of the field displacement perpendicular to the group of sheet points is obtained and compared with the Lamb mode dispersion wave. In 2001, Yamawaki et al. [37] used an improved nodal calculation method following fundamental consideration of the elastic wave equations. This improvement is expected to solve the calculation of internal nodes and unified treatment of solid boundaries and applies to composite materials and anisotropic materials. In the literature [38], simulation of the ultrasonic array wave propagation in a 10-mm thick mild-steel pipe specimen has been demonstrated using the FDM method. The simulation results were compared with the experiments of phased array ultrasonic wave interaction with the defects. After 40 years of development, FDM technology has achieved fruitful results in temperature field, flow field simulation, and defect prediction microstructure simulation. A large amount of FDM-based casting process numerical simulation software has emerged, including Magmasoft, AnyCasting, AFSolid, Solidia, NOVCAST, FT-Star, InteCast, CAST soft, etc. [39].

2.6. The Distributed Point Source Method

The analytical method is fast but can only be used for simple cases. The numerical method is widely used but is computationally intensive. To improve the computational speed while ensuring computational accuracy, the semi-analytic method has been proposed. The semi-analytic method is a numerical method that uses a partially analytic solution or analytic function in the calculation process. At present, the semi-analytical method has become the mainstream method for ultrasonic testing simulation and calculation. DPSM is often used to calculate the sound field emitted by the probe using the semi-analytical method. The discrete point source method is usually used to discretize the probe surface into point sources when calculating the sound field emitted by the probe, such as in Rayleigh integration and DPSM [40]. This method uses distributed point sources located slightly below the surface of the transducer to simulate the ultrasonic field. The sound intensity of each point source is obtained by matrix inversion, which requires that the number of target points on the surface of the transducer is equal to the number of point sources. For a rigid baffle-type transducer in a homogeneous medium (as shown in Figure 5), the solution of the linear lossless wave equation can be expressed as a Rayleigh integral [41,42]:

\[ p(\vec{x}, \omega_0) = \frac{-j\omega_0 p_0 V_0}{2\pi} \int \frac{e^{jkR}}{R} ds \]  

(7)

where \( p(\vec{x}, \omega_0) \) is the pressure at the field point; \( \omega_0 \) is the angular frequency; \( p_0 \) is the density of the medium; \( V_0 \) is the amplitude of the particle velocity that is normal to the transducer surface and distributed uniformly over the entire transducer aperture as \( V_z = V_0 e^{-j\omega_0 t} \); \( t \) is the time; \( k = \omega_0 / c \) is the wave number and the velocity of sound in a medium is denoted by \( c \); and \( R \) is the distance between the field point and surface element \( ds \).

The transducer is located on the \((x, y, 0)\) plane; \( ds \) is the surface element of the transducer; \((x, y, z)\) is the coordinate of the field point \( \vec{x} \); \( R \) is the distance between the surface element and field point; and the shaded area is the rigid baffle. The purpose is to use \( M \) distributed point sources (as shown in Figure 6) to replace the energy device itself to model the ultrasonic field. These point sources are placed on a plane parallel to the surface of the transducer and are slightly offset from the plane \( r_s \). The order of the point source is marked as \( 1 - M \), the point source and the target point are indexed by \( m \) and \( n \), respectively, and the distance between the point source \( m \) and the target point \( n \) is \( r_{mn} \).
Figure 5. The geometry of the transducer and the field point.

The transducer is located on the \((x, y, 0)\) plane; \(ds\) is the surface element of the transducer; \((x, y, z)\) is the coordinate of the field point \(x \rightarrow \); \(R\) is the distance between the surface element and field point; and the shaded area is the rigid baffle. The purpose is to use \(M\) distributed point sources (as shown in Figure 6) to replace the energy device itself to model the ultrasonic field. These point sources are placed on a plane parallel to the surface of the transducer and are slightly offset from the plane \(rs\). The order of the point source is marked as \(1 \rightarrow M\), the point source and the target point are indexed by \(m\) and \(n\), respectively, and the distance between the point source \(m\) and the target point \(n\) is \(r_{nm}\).

Figure 6. Positioning of distributed point sources, sensor surfaces, and target points.

From this we can simplify the integral summation in Equation (7) and obtain the following equation:

\[
p_m(x, \omega_0) = A_m e^{jkr_m} \frac{r_m}{r_m}
\]

where \(m\) is the index of a point source; \(r_m\) is the distance between point source \(m\) and field point \(x\); and \(p_m(x, \omega_0)\) is the pressure that is contributed by a point source \(m\). \(A_m = -j \omega_0 p_{00} r_0 ds / 2\pi\) is defined as the acoustic intensity of the point source \(m\).

Wooh found in 1998 that the effect of element size on steering characteristics was small and the simple solution obtained by the discrete point source method was very close to that of the phased array. This gives an idea of using the discrete point source method in the ultrasonic arrays [42]. In 2005, Ahmad et al. [43] of the University of Arizona used the DPSM to model the ultrasonic field generated by ultrasonic array transducers and studied the interaction of two-phased array transducers placed in a homogeneous fluid. In 2011, Cheng et al. [44] further extended the DPSM and proposed to solve the least-squares minimization problem by calculating the sound intensity of point sources.
without using the traditional matrix iterative method. In the same year, Rahani et al. [45] proposed the Gaussian distributed point source method (G-DPSM) and the elemental source method (ESM), which further optimized the DPSM. Thereafter, the DPSM has been applied in complex problem solving of scalar wave scattering from rough surfaces [46] and in the analysis of ultrasonic fields generated by multiple finite-size ultrasonic transducers in multilayer fluid systems [47].

3. Imaging Technology

Ultrasonic phased-array imaging technology has obvious advantages, and with its application in industrial inspection, traditional fixed-point focus imaging [48,49], as well as dynamic focus imaging [50,51] have shown shortcomings in imaging quality. Therefore, improving the quality of ultrasound imaging and promoting the rapid development of ultrasound imaging in the direction of quantitative detection has been the focus of research. The theory and application of TFM, CSI, and ANI technology are described, which has received much attention from scholars in recent years.

3.1. Total Focusing Method

In 2005, Holmes and others [52] from the University of Bristol in the UK proposed TFM, which caused a sensation in the field of ultrasound imaging research. Under the evaluation coefficient criteria of the array performance indicator (API), the TFM exhibits excellent resolution compared with conventional ultrasonic arrays imaging, which is called the “golden rule” algorithm in ultrasonic arrays technology by some researchers. The data basis for TFM is full matrix capture (FMC). FMC is the most active and efficient of all data acquisition methods because it records the complete set of signals associated with all transmitting and receiving wafers in the array. The FMC process needs to excite each wafer one by one and record the signals received by all the wafers each time. This is shown in Figure 7.

Figure 7. The schematic of the full matrix capture.

Figure 8 is a schematic diagram of FMC reconstruction imaging. After obtaining the full matrix data, a region of interest (ROI) is set in the workpiece and the ROI contains many pixels, i.e., the signal focus. The image amplitude at the point is obtained by delay matching and superposing the echo signal for each transmitting and receiving array element pair. By
traversing each focal point in the ROI, a 2-D reconstructed image is obtained. Taking the point \((x, z)\) as an example, the amplitude \(I(x, z)\) at this point should be expressed as:

\[
I(x, z) = \sum_{i=1}^{N} \sum_{j=1}^{N} e_{x_i,j}[t_{i,j}(x, z)]
\]  

(9)

where \(e_{x_i,j}[t_{i,j}(x, z)]\) is the amplitude of the ultrasonic signal transmitted by the \(i\) element and received by the \(j\) element superimposed to the position \((x, z)\) and \(t_{i,j}(x, z)\) is the delay time required for the sound wave to be emitted from the array element \(i\) to the focal point \((x, z)\) and to return from that point to array element \(j\). \(t_{i,j}(x, z)\) can be expressed as

\[
t_{i,j}(x, z) = \frac{\sqrt{(x - x_i)^2 + z^2 + \sqrt{(x - x_j)^2 + z^2}}}{c}
\]  

(10)

\[
\text{Figure 8. The schematic of the total focusing method.}
\]

In the formula, \(i_x\) and \(j_x\) are the abscissas of the transmitting array element and the receiving array element, respectively, and \(c\) is the longitudinal wave velocity of the ultrasonic propagating in the test block.

Considering the amplitude attenuation and deflection of the acoustic beam during propagation, Wilcox et al. [53] proposed two modified TFMs in 2007. The first algorithm for obtaining information about reflector orientation and the second algorithm for distinguishing between point-like reflectors that reflect uniformly in all directions and specular reflectors that have distinct orientations. Since then, Moreau et al. proposed a far-field approximate common-source method (CSM) based on sparse arrays [54,55]. The TFM algorithm has become the golden rule for post-processing algorithms [56–58]. How to effectively sparse optimize and perform weight assignment of ultrasound arrays to achieve better imaging and smaller data volume, as well as how to accelerate full-focus processing and computing, is the focus of current research by scholars in various countries. Hunter et al. [59] introduced the wavenumber algorithm from ultrasonic array radar to improve the computational efficiency of TFM from the frequency domain perspective. However, the wavenumber algorithm has stricter mathematical limitations than TFM, the implementation process is complex, and the selected frequency domain interpolation function can greatly affect the imaging quality. A sparse array FMC based on a particle swarm algorithm was proposed, which can significantly reduce the amount of imaging data while ensuring imaging quality [60]. In the literature [61], an imaging correction model was developed based on an array element directivity function based on a triangular
matrix data acquisition and indexing technique for imaging acceleration algorithm to reduce the imaging time per frame to within 135 ms. Sutcliffe et al. [62] reported that the synthetic aperture total focusing method (SATFM) can achieve higher resolution, but the imaging detection efficiency and real-time performance were not satisfactory. Later, the synthetic aperture method of Virtual Source Aperture (VSA) was proposed. The VSA not only increases the processing speed exponentially, but also maintains good lateral resolution and signal-to-noise ratio by comparing the processing speed parameters of the FMC/TFM, the SATFM [63,64], and the VSA method [65]. The artificial defects of complex welding materials were detected and evaluated successfully using TFM [66–68], and the influence of thickness and material attenuation on volumetric inspection was researched using conventional and advanced TFM-based ultrasonic arrays [69].

Currently, The Eddyfi M2M Gekko ultrasonic flaw detector is a field-proven flaw detector that offers conventional UT, standards.PAUT, TOFD, and real-time TFM. [70]. With the improvement of industrial inspection requirements, 2-D imaging has been fully developed into 3-D imaging; the 3-D method has gradually become the current research hot spot of ultrasonic arrays [71]. Lane et al. [72] used matrix transducers to conduct 1 TFM imaging of the internal defects of structural parts, which can realize 3-D imaging of internal defects without moving the transducer. Given the high price of the 2-D transducer, some researchers [73,74] also use a 1-D linear array transducer to achieve 3-D TFM. TFM is at a critical stage of development; with the further increase in computer speed and acceleration algorithms, the advantages of the FMC data algorithm need to be fully exploited to construct detection and evaluation systems with fast and efficient simulation tools, high IO throughput acquisition units and a large-scale database of theoretical scattering coefficient matrices.

3.2. Compressed Sensing of Array Imaging

The widespread use of ultrasonic array 2-D transducers and the in-depth study of FMC-TFM increase the cost of data capture time and storage space. There is an urgent need to achieve less sampling and real-time detection of data while ensuring the accuracy and validity of the original information [75]. Compressed sensing (CS) is a method for recovering compressed signals from far fewer samples than required by the Nyquist sampling model. The theory was first proposed in 2004 by Candès et al. [76–79], who demonstrated in principle that subsampling can be performed when the signal is sparse and that the original signal can be efficiently reconstructed to reduce the amount of data to be acquired and stored. This method has become a major direction of research in ultrasound array imaging. Figure 9 shows the principal diagram of ultrasonic imaging based on CS. Taking the center of the array as the origin of the component coordinate system, assuming $N_x N_y$ is the total number of array elements, $p(r, t)$ is the radiated sound field distribution of each array element $E - \sqrt{a^2 + b^2}$, $a = \sum_{i=1}^{N} f(\theta_i) \cos(kr_i)$, and $b = \sum_{i=1}^{N} f(\theta_i) \sin(kr_i)$.

$$u(r_0, t) = \sum_{i=1}^{N} A(r, t) \cdot \sigma(r_i)$$

$$A(r, t) = \sum_{i=1}^{N} p(r_i, t) = \sum_{i=1}^{N} e^{i(\omega t - kr_i)} f(\theta_i) = \sqrt{a^2 + b^2} \cdot e^{i(\omega t + \psi)} = E \cdot e^{i(\omega t + \psi)}$$
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where fully exploited to construct detection and evaluation systems with fast and efficient sim-

strating in principle that subsampling can be performed when the signal is sparse and that

relying on compressed sensing first transforms the signal to be recovered into a certain sparse domain, the

image reconstruction problem is converted to the following optimization problem:

Figure 9. Schematic diagram of ultrasonic arrays imaging based on compressed sensing.

\[
\mathcal{A}(\mathbf{s}) = \mathbf{y}
\]

1.\(f(\theta)\) is the directivity function, \(\theta\) is the angle between the observation point and the Z-

axis, \(r_i\) is the distance from the \(i\)th array element to the observation, \(\sigma(r)\) is the transmission

coefficient at the midpoint \(p\) of the target object, \(\psi\) is the initial phase, and \(A(\mathbf{r}, \mathbf{t})\) is the

sound field distribution at a point. \(u(\mathbf{r}, \mathbf{t})\) is the distribution of the sound field received

by the probe from the target object. For the case of the same received element, the echo

function is discretized and sampled at different time nodes to obtain the scattered sound field from the target object:

\[
\begin{pmatrix}
  u(r_0, t_1) \\
  u(r_0, t_2) \\
  u(r_0, t_3)
\end{pmatrix}
= \begin{bmatrix}
  A(r_1, t_1) & A(r_2, t_1) & \cdots & A(r_{N_x N_y}, t_1) \\
  A(r_1, t_2) & A(r_2, t_2) & \cdots & A(r_{N_x N_y}, t_2) \\
  \vdots & \vdots & \ddots & \vdots \\
  A(r_1, t_M) & A(r_2, t_M) & \cdots & A(r_{N_x N_y}, t_M)
\end{bmatrix}
\begin{bmatrix}
  \sigma(r_1) \\
  \sigma(r_2) \\
  \vdots \\
  \sigma(r_{N_x N_y})
\end{bmatrix}
\]

(12)

Constructing the observation matrix \(A(\mathbf{r}, \mathbf{t})\) of Equation (12) as a non-singular matrix, the value \(\sigma(r_1), \sigma(r_2) \cdots \sigma(r_{N_x N_y})\) after \(M\) modulations is obtained, that is, the image information. When \(M < N_x N_y\) Equation (12) can be simplified to:

\[
\mathbf{U} = \mathbf{A} \cdot \mathbf{\sigma}
\]

(13)

where \(U\) represents the discretized received signal; \(\sigma\) represents the target scene information; and \(A\) is the measurement matrix. Considering the effect of noise \(\epsilon\) in the reception process, the ultrasound imaging model based on compression perception becomes:

\[
\min \|\mathbf{\sigma}\|_0 \text{ s.t. } \|\mathbf{A} \cdot \mathbf{\sigma} - \mathbf{U}\|^2_2 \leq \epsilon
\]

(14)

CS theory consists of three main elements: the sparse representation of the signal, the compressive measurement process, and the signal reconstruction. Since compressive sensing first transforms the signal to be recovered into a certain sparse domain, the sparse coefficients of the signal in the sparse domain directly determine the reconstruction effect. Currently, designing a high-performance sparse dictionary to guarantee reconstructed images at low compression rates is an attractive research direction. These are major directions to study the method of ultrasonic signal reconstruction based on a sparse dictionary and to analyze the influence of the type of sparse transformation basis on the reconstruction error. Lv et al. [82] used the Fourier basis as the sparse transform basis to reduce the number of receive channels and the amount of data required for imaging using the sparse dictionary technique. Secondly, the design of the measurement matrix is the
key to the successful implementation of CS theory. A method is proposed to obtain the optimal measurement matrix type for phased array ultrasonic beam compression reconstruction by optimizing the incoherence and column independence of the measurement matrix. The acquisition process of a compressed sensing ultrasonic array signal is shown in Figure 10 [83]. Azimipanah et al. [84] performed incoherent compressive sensing (IncCS) and multiple-measurement-vector (MMV)-based compressive sensing reconstruction of the frequency domain data of aluminum block side borehole images acquired by ultrasonic arrays, respectively. The design of reconstruction algorithms is the core of CS theory. The current reconstruction algorithms can be divided into three categories: convex optimization methods, greedy algorithms, and combinatorial algorithms. Bai et al. [85–87] proposed a greedy-algorithm-based CS for ultrasonic array signals. In the literature [88], an experimental system is developed for eight-array sparse sampling based on ultrasonic array techniques and CS. Pyle et al. [89] found that both compressed sensing and wavelet threshold approaches hold promise for achieving large amounts of compression. Although wavelet transformation can improve the signal-to-noise ratio and reconstruction accuracy, CS can be better. To reduce the amount of calculation in the compression process. Wu et al. [90] proposed a CS-based method for reconstructing ultrasonic array FMC data. This method can realize the reconstruction of ultrasonic full-matrix data under a 75% compression rate. The root–means–square error between the reconstructed data and the actual full matrix data is about 6%.

![Figure 10](image_url). Compressed sensing (CS) of the ultrasonic arrays signals acquisition.

3.3. Nonlinear Ultrasonic Array Imaging

Acoustic nonlinearity imaging has been a hot topic of research since the 1960s [91]. Currently, imaging often uses linear macroscopic defect signals, which are insensitive to defects such as macro-defects and microcracks in materials or structures. In recent years, researchers have performed ultrasonic arrays based on the nonlinear effects of ultrasound to overcome the shortcomings of linear ultrasonic array techniques. The nonlinear acoustic
imaging signals originate from two categories: classical acoustic nonlinearity and contact acoustic nonlinearity [92]. Classical acoustic nonlinearities are concerned with elastic wave distortion due to nonlinearities in the grain structure of materials, while contact acoustic nonlinearity focuses on the study of anomalous acoustic responses caused by the interaction of microscopic or macroscopic defects in the medium with ultrasound waves [93–95]. Among them, contact acoustic nonlinearity has promising applications in material characterization and non-destructive testing [96]. Contact acoustic nonlinearity imaging is divided into harmonic imaging and frequency-modulated imaging.

### 3.3.1. Harmonic Imaging

The concept of harmonic imaging was first proposed by Averkiou et al. in 1997 [97]. When a continuous pulse train is used to excite large-amplitude ultrasonic waves, it can cause forced vibrations at discontinuities inside the material. As the sound waves propagate in the discontinuous area, the area “closes” or “opens” with the sound wave cycle, intensifying the time-domain waveform distortion, and the frequency domain is manifested as the appearance of harmonics. Relevant studies have shown that harmonic imaging technology can effectively reduce the width of the lateral and axial main lobe of the imaging system and reduce the side lobe level, thereby significantly improving the spatial resolution and contrast resolution of the system, and can reduce the artifacts caused by side lobes [98,99].

A 1-D plane longitudinal wave propagating along the a-axis can be expressed as a nonlinear wave [100]:

\[
u(x, t) = u_1(x, t) + u_2(x, t) + u_3(x, t) + \ldots,
\]

where: \(u_1(x, t), u_2(x, t), u_3(x, t)\) denotes fundamental, second harmonic, and third harmonics, respectively. Letting the solution of the fundamental wave be \(b\), then:

\[
u_2(x, t) = \frac{c_2}{8}k^2 A_1^2 \alpha x \cos(2kx - 2\omega t),
\]

\[
u_3(x, t) = \frac{1}{24}k^3\gamma A_1^3 \left(\frac{c_3}{c_1} - \frac{c_1}{c_3}\right) \beta x \sin(3kx - 3\omega t) + \frac{3}{8}k^4 A_1^3 \gamma x^2 \cos(3kx - 3\omega t),
\]

where \(c_1\) is the second-order elastic constant; \(c_2\) and \(c_3\) are the higher-order elastic constants; \(A_1\) is the fundamental wave amplitude; and \(\alpha, \beta, \gamma\) are the contact nonlinearity factors to represent the effect of contact nonlinearity effects of defects within the solid on nonlinear higher harmonics.

There are three main methods of harmonic separation in harmonic imaging technology: RF filtering techniques, pulse inversion techniques, and pulse amplitude modulation techniques [101].

The RF filtering method uses a filter to remove the fundamental components and only retain the harmonic components. When the frequency band of the emitted fundamental signal is controlled narrowly, the resulting second harmonic and fundamental components are separated into their frequency bands. Since ultrasonic array imaging is a broadband system, the nonlinearity of the detection system or the spectral leakage of the emitted signal will be mixed with the harmonic components, making it difficult to effectively separate the nonlinear signal from the overlapping interference. Ohara et al. [102] first proposed subharmonic ultrasonic arrays for crack evaluation (SPACE). His team developed a SPACE imaging device, as shown in Figure 11. To produce images, propagation times along the paths such as A-B-C-D in Figure 11 were calculated and subtracted before the summation of signals received from each element of the array sensor. The device was capable of acquiring sub-harmonic signals, which were used for sub-harmonic phased-array nonlinear imaging of closed cracks. However, a single-array SPACE could image only the vicinity of a transmission focal point (TFP) when the TFP was fixed. Sugawara et al. [103] developed a confocal SPACE that defines multiple TFPS for imaging closed cracks over a wide area. Park et al. [104] proposed a multi-signal classification method (MUSIC) based on subharmonic ultrasonic phased-array nonlinear imaging. A numerical simulation was used to compare the proposed method with a conventional one, and MUSIC give a narrower...
beam width. Experiments also demonstrate that MUSIC can improve the resolution of sub-harmonic imaging.

**Figure 11.** Experimental configuration of a closed-crack imaging method using subharmonic waves. (A is the center position of the LiNbO$_3$ single crystal, B is a passing point on the surface from A to the focal point C, which changes during scanning, and D is the position of an element of the array sensor. A–D is used to calculate propagation time in the specimen and wedge, and a digital bandpass filter is used to extract the fundamental (f) and subharmonic (f/2) components).

Pulsed inversion techniques are an effective method to solve the decrease in system spatial resolution and contrast resolution due to the problems of ultrasonic array broadband systems. It was originally mainly used for acoustic second harmonic imaging in the medical field, which can effectively extract the second harmonic time-domain signal, enhance the amplitude of the second harmonic, and suppress the odd harmonic components mainly generated by the experimental system [105]. Pulsed inversion nonlinear ultrasonic array imaging successively emits positive and negative pulses to obtain the respective A-sweep signals and the signals are sent to the buffer without post-processing after passing through the band-pass filter. At this time, the buffered positive pulse beam is summed with the negative pulse beam to achieve the inverted pulse signal processing. The subsequent signal processing process is identical to that of filter-based nonlinear imaging detection. Peng et al. [106] of Peking University used the non-linear ultrasonic phased array NDT system (Figure 12) to compare and test the detection effects of conventional linear ultrasonic imaging, filtering based nonlinear ultrasonic imaging and pulse inversion nonlinear ultrasonic imaging for tungsten filament phantom. The ultrasound images of the tungsten filament phantom obtained by the three imaging methods are shown in Figure 13. It can be found that the horizontal and axial spatial resolution of pulse inversion nonlinear ultrasonic imaging (PI-NLI) is significantly improved compared with the other two methods.
Figure 12. The principal block diagram of the nonlinear ultrasonic arrays NDT system.

Figure 13. Ultrasonic images of a tungsten filament phantom using conventional ultrasonics/filtering-based nonlinear imaging/pulsed inversion nonlinear imaging methods.

The amplitude modulation technique is to transmit two pulses with different amplitudes and the same phase successively; for example, the latter can be set to be 1/4 of the amplitude of the former one, and then the echo signal generated by the second transmission is multiplied by four and subtracted from the echo generated by the first transmission. Since the amplitude of the second emission is much smaller than the first one, the nonlinear effect is smaller and the harmonic components are not obvious. The fundamental component is canceled and the harmonic component is preserved. Researchers have carried out a large number of nonlinear ultrasonic phased-array imaging detections based on the pulse amplitude modulation method. In [107] a nonlinear ultrasonic imaging method is proposed. This method analyzes the relationship between diffused sound energy, parallel focusing and sequential focusing, and the nonlinear effect under two different phase modes. The results show that the difference of the acoustic energy of two-phase modes within the excitation bandwidth (fundamental wave) can be used as the characteristic parameter for
nonlinear imaging. Based on the nonlinear imaging method using ultrasound arrays in different phase modes, Jiao et al. [108] studied the influence of the time delay and time window for diffuse field sound energy and nonlinear imaging, and the best parameters for nonlinear imaging were obtained when the time delay was 0.67 ms and the time window width ranged from (0.02 ms–0.16 ms). A schematic diagram of nonlinear ultrasonic imaging is shown in Figure 14. The typical result of nonlinear imaging under the best parameters is shown in Figure 15. The authors exploited the energy difference between the different excitation modes for nonlinear ultrasound array imaging. This is shown in Figure 15. Figure 15a shows the distribution of acoustic kinetic energy (Es) of the parallel focusing sound field, and Figure 15b shows the distribution of acoustic kinetic energy (Ep) of the sequential focusing sound field. Neither Figure 15a nor Figure 15b can reflect the existence of microcracks, but the nonlinear imaging obtained from the difference Figure 15c can realize the detection of microcracks.

![Nonlinear imaging schematic](image)

**Figure 14.** Schematic diagram of nonlinear ultrasonic imaging.

![Typical results of nonlinear imaging](image)

**Figure 15.** Typical results of nonlinear imaging: (a) acoustic energy Es of sequential focusing; (b) acoustic energy Ep of parallel focusing; (c) sound energy difference between Es and Ep γ (dB).

Haupert et al. [109] proposed an amplitude modulation ultrasonic technique for imaging nonlinear scatterers, such as cracks, buried in a medium. The method consists
of a sequence of three acquisitions for each line of the image. The excitation modes are full-array excitation, odd-numbered array excitation, and even-numbered array excitation. The signals obtained by three excitations are band-pass filtered and signal time-shifted. Then, the full array acquisition signal is used to subtract the sum of the even and odd array acquisition signals to finally obtain the nonlinear signal and perform imaging. Research works show that the AM method reduces temporal resolution (i.e., frame rate) by a factor of three compared to conventional imaging. A schematic of the amplitude modulation technique as shown in Figure 16. Subsequently, the Japanese Ohara et al. [110] investigated the imaging capability of fixed-voltage fundamental wave amplitude difference (fixed-voltage FAD); as a result of applying fixed-voltage FAD with the mechanical scan to the thick and thin specimens, the difference in the crack open/closed distribution was successfully visualized. The results are in good agreement with fracture mechanics. This suggests the usefulness of fixed-voltage FAD not only for NDT for aging infrastructures but also for the progress in fracture mechanics as a new tool.

![Figure 16](image-url)

**Figure 16.** Schematic of the amplitude modulation technique, which consists of a sequence of three acquisitions at the very same focal points with alternative activation of full, odd, or even elements. Signal processing consists of band-pass filtering and time-shifting signals before summation and then subtraction.

3.3.2. Acoustic Modulation Imaging

The acoustic modulation imaging technique uses low frequency (LF) and high frequency (HF) to modulate each other at the crack to generate a para-flop nonlinear signal for performing nonlinear imaging techniques. The schematic of the acoustic modulation is shown in Figure 17. Excite the high-frequency signal and the low-frequency signal into the test piece separately, and the echo signal in the sample without cracks satisfies the linear superposition of the two. On the contrary, the echo signal in the sample with cracks will produce sidelobe signals, which is the modulation signal [111].
Figure 17. Schematic diagram of sound modulation.

The modulated signal can be expressed in the following form:

$$x_a(t) = A(t) \sin(2\pi f_c t + \varphi_c)$$  \hspace{1cm} (17)

$A(t)$ can be expressed by the following equation:

$$A(t) = A[1 + m_a(t)]$$  \hspace{1cm} (18)

where $m_a(t)$ is the modulation function equation and $A$ is the amplitude parameter. The amplitude modulation intensity or depth can be defined by the amplitude modulation index as follows:

$$M_a = \frac{m_{\text{max}}}{A}$$  \hspace{1cm} (19)

where $m_{\text{max}}$ is the peak value of the signal $m_a(t)$. The modulated signal $X_a(t)$ can be expressed as follows:

$$x_a(t) = A \cos(2\pi f_c t) + \frac{M_A}{2} \cos[2\pi(f_c - f_a)t + \varphi] + \frac{M_A}{2} \cos[2\pi(f_c + f_a)t + \varphi]$$  \hspace{1cm} (20)

where $f_c$ is the main frequency, $f_c - f_a$ is the low-side frequency, and $f_c + f_a$ is the high-side frequency.

In [112,113], it was demonstrated that, for nonlinear acoustic detection of cracks, the modulating effect of the crack-induced vibrations on ultrasonic waves can be used. Kim et al. [114] used low-frequency vibration-modulated pulsed surface waves to detect locally closed fatigue cracks in a specimen and studied the effect of crack size changes on the modulated nonlinear parameters. It was found that the modulated response significantly depended on the ratio of the length of the fatigue crack to the size of the plastic yield zone. Thereafter, an acoustic modulation model was developed [115–117], which can explain the main features observed, to roughly predict the frequency band level obtained by the experiment and select the most suitable acoustic modulation intensity to obtain the best nonlinear modulation signal according to the crack size and the opening and closing states. Ohara et al. [118,119] developed a novel imaging method, subharmonic ultrasonic arrays for crack evaluation (SPACE) based on subharmonic waves and an ultrasonic arrays algorithm, to measure closed-crack depth in the thickness direction.

Although the performance of the SPACE method in closed fatigue and stress corrosion cracks is demonstrated [120], because short-burst input waves might cause filter leakage, objects other than cracks such as coarse grains appear in subharmonic images which might degrade the performance of SPACE for identifying closed cracks. To improve the selectivity of closed cracks for objects other than cracks, a nonlinear ultrasonic imaging method, load difference ultrasonic arrays (LDPA), based on the subtraction of responses at different loads and ultrasonic array techniques, was proposed [121]. A schematic illustration of the...
proposed method is shown in Figure 18. By applying external static or dynamic loads to closed cracks, the cracks undergo opening and closing state changes. In contrast, the responses at objects other than crack weld defects were independent of external load. Therefore, the nonlinear signal of the crack can be extracted by subtracting the responses at L1 and L2. The study finds that the LDPA method can perform highly selective imaging of closed cracks in the medium.

The LDPA nonlinear system uses heavy-duty servo-hydraulic equipment, which increases the weight and volume of the entire system and is not practical. In the literature [122], a crack opening method (GPLC) that combined global preheating (GP) and local cooling (LC) was proposed. This approach could readily increase the tensile thermal stress applied to closed cracks. It has been proven that the combination of GPLC and LDPA10 was useful in selectively imaging closed cracks. Since the availability of the SPACE measurement is limited to only closed cracks and its acoustic energy is weak, this limits the industrial application of this method. Mihara et al. [123] combined a high-voltage transformer with a low-cost pulse and synthetic aperture and digital filtering post-processing technology to develop a new SPACE system for wider industrial inspection fields. The improved commercial ultrasonic array system is shown in Figure 19. In addition, an ultrasonic array micro-crack nonlinear positioning imaging method that combines vibrating acoustic modulation technology and a time-delay superposition algorithm is proposed [124].

Jiao et al. [125] used sparsely distributed sensors to extract the nonlinear response at the vibration frequency and used it for defect imaging. Research shows that the nonlinear guided wave excitation method based on vibration modulation can effectively characterize and locate nonlinear contact defects. The diagram of the vibration-modulated ultrasonic guided wave detection system is shown in Figure 20.
The influence of defect scattering on TFM is worth further study. Getting defect scattering information of the sound field in anisotropic media, multilayer media, and heterogeneous media. However, there are still some problems that need to be further studied in the future: (1) the sound-field-modeling method of adaptive arrays is not mature, and there are many arrays and complex environments such as heterogeneous media and laminated structures. (2) TFM is a major research focus in NDT and still facing the following challenges: (1) The influence of defect scattering on TFM is worth further study. Getting defect scattering information of the main energy is the key to high-resolution TFM, but, at present, only some...
defect scattering information is collected by the transducer. Therefore, obtaining as much complete defect scattering information as possible is the key to improving TFM accuracy and accurate qualitative and quantitative analysis of defects, which is also the development direction of defect qualitative and quantitative analysis. (2) Massive data and complex data processing work has been brought along with the gradual application of 3-D imaging inspection methods with 2-D transducers. This not only increases the cost of the ultrasonic array hardware system but also increases the volume and weight of the equipment. Therefore, a fast and efficient simulation tool, a high IO throughput acquisition unit, and an inspection evaluation system need to be built as soon as possible. The aim is to achieve better high-resolution 3-D imaging and real-time imaging for industrial inspection. In summary, the current TFM still needs more in-depth research in the areas of imaging accuracy, qualitative and quantitative analysis of defects, 3-D imaging, and real-time imaging.

(3) CS faces challenges in ultrasonic array structure damage detection, firstly how to make faster and more accurate heterogeneous sets of data collected from sensors and extracting information that allows the estimation of the damage condition of a structure. Another important challenge is to explore the unique features of PAUT data, and the extraction of these features and the recognition of sparse data models need further development. More research should focus on sparse representation in the future. In addition, how to collect relevant data from a structure in a cost-effective manner and respect the size, weight, cost, energy consumption, and bandwidth limitations placed on the system also need to be solved.

(4) Vibration, ultrasonic, and acoustic nonlinear phenomena have been used for many years to detect material defects and structural damage. Nonlinear ultrasonic array technology has been in the critical stage of transition from laboratory application to engineering application, from qualitative detection and evaluation to quantitative detection and evaluation, and from characteristic detection of materials and structures to life prediction. The future research focus of nonlinear ultrasonic array technology is mainly to clarify the discontinuous interaction mechanism between acoustic waves and the medium during nonlinear ultrasonic detection and to solve problems such as defect identification and detection robustness. Meanwhile, how to quickly extract useful information from the aspects of experimental method research, signal processing, and imaging is also to be studied. In addition, the nonlinear detection of industrial ultrasonic arrays is more complex than for medical detection environment. The characteristics of objects are more diverse and the interference factors are greater in industrial detection. Therefore, there is still a long way to go in the process of nonlinear acoustic imaging from laboratory research to industrial field application. So far, nonlinear acoustics is still in the development stage and is the most challenging frontier basic research direction in the field of acoustics.
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