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Abstract: Semantic Textual Similarity (STS) is an important task in the area of Natural Language
Processing (NLP) that measures the similarity of the underlying semantics of two texts. Although pre-
trained contextual embedding models such as Bidirectional Encoder Representations from Transform-
ers (BERT) have achieved state-of-the-art performance on several NLP tasks, BERT-derived sentence
embeddings have been proven to collapse in some way, i.e., sentence embeddings generated by BERT
depend on the frequency of words. Therefore, almost all BERT-derived sentence embeddings are
mapped into a small area and have a high cosine similarity. Hence, sentence embeddings generated
by BERT are not so robust in the STS task as they cannot capture the full semantic meaning of the
sentences. In this paper, we propose SupMPN: A Supervised Multiple Positives and Negatives Con-
trastive Learning Model, which accepts multiple hard-positive sentences and multiple hard-negative
sentences simultaneously and then tries to bring hard-positive sentences closer, while pushing hard-
negative sentences away from them. In other words, SupMPN brings similar sentences closer together
in the representation space by discrimination among multiple similar and dissimilar sentences. In this
way, SupMPN can learn the semantic meanings of sentences by contrasting among multiple similar
and dissimilar sentences and can generate sentence embeddings based on the semantic meaning
instead of the frequency of the words. We evaluate our model on standard STS and transfer-learning
tasks. The results reveal that SupMPN outperforms state-of-the-art SimCSE and all other previous
supervised and unsupervised models.

Keywords: Natural Language Processing; sentence embedding; Semantic Textual Similarity; BERT;
contrastive learning; deep learning

1. Introduction

Semantic Textual Similarity (STS) is one of the fundamental tasks in the Natural Lan-
guage Processing (NLP) that measures similarity between two texts regardless of having or
not having common words. In fact, STS deals with computing the similarity between concep-
tually similar, but not necessarily lexically similar texts. STS plays a significant role in many
NLP applications including information retrieval [1,2], text summarization [3,4], text classifi-
cation [5,6], sentiment analysis [7,8], question answering [9,10], machine translation [11,12],
entity recognition [13], etc.

Although recent sentence-encoding models such as BERT [14] have been very suc-
cessful in some NLP tasks, without fine-tuning, the sentence embeddings generated with
them fail to capture all the semantic meaning of sentences in the STS task and have low
quality [15], i.e., they are mapped into a small area and so the cosine similarity scores
between almost all sentence pairs are in the range of 0.6 and 1.0 [16]. This problem, which
is referred to as the collapse issue of BERT in [16,17], stems from the anisotropic space of
representation, as sentence embeddings generated by BERT depend on the frequency of
words [15,16]. Therefore, if two sentences have some words in common, the cosine similar-
ity between them is high regardless of whether they have completely different semantic
meanings. For example, consider the following three sentences in BERT representation

Appl. Sci. 2022, 12, 9659. https://doi.org/10.3390/app12199659 https://www.mdpi.com/journal/applsci

https://doi.org/10.3390/app12199659
https://doi.org/10.3390/app12199659
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/applsci
https://www.mdpi.com
https://orcid.org/0000-0002-5011-5821
https://orcid.org/0000-0002-0404-5973
https://doi.org/10.3390/app12199659
https://www.mdpi.com/journal/applsci
https://www.mdpi.com/article/10.3390/app12199659?type=check_update&version=2


Appl. Sci. 2022, 12, 9659 2 of 20

space: “A woman is walking across the street eating a banana, while a man is following
with his briefcase”, “A woman eats ice cream walking down the sidewalk, and there is
another woman in front of her with a briefcase”, “A person eating crosses the street.”
The cosine similarity between the first and the second sentences is more than the cosine
similarity between the first and the third sentences, while the first and the second sentences
have completely different semantic meanings.

One of the general strategies to prevent these problems and achieve the desired
performance on the STS task is to use contrastive learning for fine-tuning BERT [17].
Contrastive learning is a deep metric learning approach, the main idea of which is to
learn such a representation space where similar sample pairs (anchor-positive) are brought
closer together, while dissimilar sample pairs (anchor-negative) are pushed further away.
Contrastive learning has shown outstanding performance on computer-vision tasks such as
human-activity recognition [18–23], person re-identification [24,25], object detection [26,27],
image classification [28,29], image processing [30,31], etc. Contrastive learning can be used
in two ways, self-supervised and supervised settings. The self-supervised contrastive
learning contrasts a single anchor-positive pair in a batch against many negative samples
(other classes’ positive samples in a batch), while supervised contrastive learning contrasts
a set of all positive samples from the same class against many negatives (other classes’
positive samples in a batch) [32].

Recently, contrastive learning has been used for fine-tuning the BERT pre-trained
language model [16,33–37]. The method in [16,33–36] employs self-supervised NT-Xent
loss from SimCLR paper [38] which accepts positives sentence pairs in the form of anchor-
positive (xi, x+i ) and uses other input positive pairs as negative examples for contrastive
learning. After this, ref. [37] proposed a supervised SimCSEsup model by applying a hard
negative to NT-Xent loss which accepts triplets in the form of anchor-positive-negative
(xi, x+i , x−i ).

However, recent literature on contrastive learning has attempted to enhance its dis-
crimination performance by including multiple hard positives [32,39] or multiple hard
negatives [40,41]. Therefore, in this study, we aim to answer this question: how can we
benefit from the advantages of both multiple hard positives and multiple hard negatives to
boost the performance of contrastive learning in fine-tuning BERT?

To address this question, we propose SupMPN: A Supervised Multiple Positives
and Negatives Contrastive Learning Model via the extension of an objective function:
Supervised Multiple Positives and Negatives Ranking Loss. For convenience, we abbre-
viate the foregoing to SupMPNRL. Our objective function accepts triplets in the form of
(xi, x+i1 , . . . , x+iP, x−i1 , . . . , x−iQ), in which (x+i1 , . . . , x+iP) and (x−i1 , . . . , x−iQ) act as hard positives
and hard negatives for anchor sentence xi, respectively.

As deep-learning models require a lot of labeled data for training [42], we use Natural
Language Inference (NLI) datasets including SNLI [43] and Multi-genre NLI (MNLI) [44] for
training our model. NLI is the task of determining whether a hypothesis is true (entailment),
false (contradiction), or undetermined (neutral) given a premise sentence. SNLI and MNLI
are two large-scale collections of human-labeled English sentence pairs with the labels
entailment, contradiction, and neutral. We use entailment and contradiction hypotheses of
SNLI and MNLI as hard positives and hard negatives, respectively.

Using multiple hard positives generalizes simple triplet loss to a desired number of
positives, enabling the model to bring similar sentences closely into the embedding space,
while using multiple hard negatives generalizes simple triplet loss to improve distinction
among positive and negative sentences, enabling the model to push dissimilar sentences
away in the embedding space. In this way, SupMPN can learn semantic meanings of
sentences by contrasting among multiple similar and dissimilar sentences and can generate
sentence embeddings based on the semantic meaning instead of the frequency of the words.

For a comprehensive comparison, we conduct three experiments. In the first experi-
ment, we evaluate SupMPN on seven standard STS tasks. In the second experiment, we
evaluate SupMPN on seven standard transfer-learning tasks. In the third experiment, we
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compare Semantic Textual Similarity using sentence embeddings from BERT, state-of-the-
art SimCSE, and SupMPN for some sentences.

Our main contributions and findings are as follows, in brief.

• We propose SupMPN model to fine-tune BERT so that it can generate sentence embed-
dings based on the semantic meaning instead of the frequency of the words.

• We provide a new contrastive objective function that involves the multiple hard
positives and multiple hard negatives in contrasting learning simultaneously.

• Adding multiple hard positives and multiple hard negatives to contrastive learning
boosts its performance by discrimination among multiple similar and dissimilar
sentences.

• By contrasting among multiple similar and dissimilar sentences, our model can learn
the semantic meaning of sentences and can generate better sentence representation
space.

• Our model outperforms state-of-the-art SimCSE and all other previous supervised
and unsupervised models.

The rest of the paper is structured as follows: In Section 2, a basic overview of sentence-
embedding models is provided under the “Related Works” heading. In Section 3, a brief
background on deep metric learning and contrastive learning is performed. In Section 4,
our proposed model (SupMPN) is presented. In Section 5, the experiments are given.
Finally, conclusions are provided in Section 6.

2. Related Works

The main and certainly the most common challenge for all NLP tasks, is the way to rep-
resent textual data as input. The traditional embedding techniques such as word2vec [45]
and GloVe [46] only work on the word level. After this, the authors in [47] introduced a
sentence-embedding model, called Skip-thought, which is an extension of the word2vec
skip-gram method to apply sentences instead of words, i.e., instead of predicting the target
word using surrounding words, Skip-thought predicts the target sentence by surrounding
sentences. Later, ref. [48] presented fastText, which had the same goal as word2vec with a
small difference: fastText, unlike word2vec, which treats each word in corpus such as an
atomic entity, uses character n-grams and so can process out-of-vocabulary words.

Although word2vec, GloVe, and fastText encode words into a vector representation,
there is still a need to represent whole sentences so that a computer can easily understand
their semantic meanings in the entire text. Another simple way to create a single fixed-size
sentence vector is averaging word vectors (AWV). This solution considers neither the
interaction between words in a sentence, nor the order of words, while a good sentence
encoder is expected to be able to create deep contextualized word representations that can
handle polysemy (words with multiple meanings in different contexts).

Recently, deep contextualized word-embedding models such as Facebook’s InferSent [49],
AllenAI’s ELMo [50], Google’s BERT [14], and USE [51] have been proposed and received
significant attention. InferSent is a Siamese network that uses Bi-LSTM, a deep neural
network with memory to remember the whole sentence to encode. It is a supervised
model trained on the Natural Language Inference (NLI) dataset. ELMo uses the Bi-LSTM
network trained on a huge corpus including billions of words. USE have two encoder
variations, e.g., one is the transformers encoder and the other is the Deep Averaging
Network (DAN) trained on supervised data (e.g., NLI), and unsupervised data which are
drawn from a variety of web sources such as Wikipedia, web news, question–answer pages,
and discussion forums.

Finally, BERT, the contextualized word-embedding model, was proposed. BERT
achieves the state-of-the-art performance in some of NLP tasks. It is a giant deep neural
network with millions of parameters and uses a cross-encoder architecture. The cross-
encoder architecture of BERT requires that the two sentences be passed to the network
simultaneously which lead to greater computational overheads [52,53]. Therefore, this
feature makes training BERT from scratch very time-consuming for sentence-pair tasks
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such as semantic similarity search. On the other hand, BERT uses Mask Language Model
(MLM) and Next Sentence Prediction (NSP) objectives. The MLM objective enables BERT to
learn word-level or phrase-level semantic relationships [54] and the NSP objective enables
BERT to learn longer-term dependencies across sentences. With the NSP objective, BERT
only answers to this question: given sentence A and B, is B the next sentence for A?
Meanwhile, the STS task wants to answer this question: given sentence A and B, are A and
B similar or not?

As an effective solution to solve these problems, Sentence-BERT (SBERT), a mod-
ification of the BERT using Siamese network, has been proposed by [52]. SBERT uses
bi-encoder architecture through training a Siamese network on top of the BERT model and
pays attention to the sentence-level semantic relation in its training objective. Although
SBERT increases BERT performance on STS tasks through training with human-labeled
NLI datasets, it still fails to produce good sentence embeddings.

Recently, several models have been proposed to enhance BERT and/or RoBERTa [55] on
Semantic Textual Similarity (STS) using contrastive learning. In these models, contrastive learning
is used to fine-tune BERT and improve the quality of sentence-embedding space [16,33–37,56,57].
Their main idea is to bring similar sentences closer to each other and push dissimilar
sentences far away by a contrastive objective. We will briefly describe each of them in
Section 5.4.

3. Background
3.1. Deep Metric Learning

Deep metric learning aims to automatically learn an embedding space model so that
similar samples are placed into nearby space, while dissimilar samples are pushed away
using the Euclidean or cosine distance. The common objective functions used in deep
metric learning are contrastive loss and triplet loss which were first proposed in image
processing and computer vision tasks [58–60].

In the contrastive learning, the simplest and the oldest method, proposed by [58,59],
there is a pair of embedding vectors (xi, xj) and a label, either 1 or 0. If the embedding pair
is from the same class, this label will be 1 and objective function tries to reduce the distance
between them. Otherwise, the label will be 0 and objective function tries to increase the
distance between them.

In triplet learning, which was first introduced for face recognition in [60], the loss is
computed over triplets of an anchor, a positive and a negative sample (xi, x+i , x−i ), so that
the distance between anchor and positive pairs must be less than the distance between
anchor and negative pairs. The simple triplet loss is computed as:

LTL = max
(

D
(
x, x+

)
− D

(
x, x−

)
+ m, 0

)
(1)

where D(·) is a metric function for measuring distance, which can be Euclidean or cosine
distance, and m is a margin, which is a hyper-parameter used to determine how far the
dissimilar images (or dissimilar sentences) should be from the anchor image (or anchor
sentence).

3.2. Triplet Selection

The main challenge when training with triplet loss is how to prepare input triplets
(x, x+, x−), because as the amount of training data increases, the number of possible
triplets increases cubically [39]. The effectiveness of the triplet loss relies strongly on the
triplet selection. On the other hand, selecting useful triplets is important to ensure fast
convergence [60,61]. This means that, given an anchor x, we want to select hard positive
and hard negative such that:

Hard positive: argmax(D(x, x+))
Hard negative: argmin(D(x, x−))
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3.3. Offline and Online Triplet Mining

Preparing triplets can be offline or online which is referred to as offline/online triplet
mining. In the offline triplet mining method, triplets are prepared before the training
begins, e.g., at the start of each epoch, by computing all the possible triplets on the training
data, and then the hardest of them are selected. However, this approach is very inefficient
since computing all possible triplets and choosing hard triplets at the start of each epoch
is very time-consuming. In the online triplet mining, also known as batch-wise approach
or technique of in-batch negative [62], the idea is to prepare triplets during the training
step within a mini-batch of data [60,63], where for each anchor in a batch, other in-batch
positives and negatives are taken as negatives. There are several contrastive loss functions
based on online triplet mining in the literature. Here, we introduce five of them. The first
two are based on margin and the rest are based on cross-entropy.

BatchAll and BatchHard: Ref. [39] proposed two online (batch-wise) margin-based
triplet losses (BatchHard and BatchAll) which only deal with positive samples from each
class. The way they work is to accept a batch with P× K samples (P classes with K positive
instances per each class). Therefore, for each class in the batch, the other classes’ positives
act as negatives samples. BatchAll loss function is in the simple margin-based triplet loss
format, is summed over all the possible triplets in the mini-batch, and was formulated as:

LBA =

all anchors︷ ︸︸ ︷
P

∑
i=1

K

∑
a=1

all positives︷︸︸︷
K

∑
p=1
p 6=a

all negatives︷ ︸︸ ︷
P

∑
j=1
j 6=i

K

∑
n=1

[
D
(

xi
a, xi

p

)
− D(xi

a, xj
n) + m

]
+

(2)

where m is the margin, D(·) is the metric distance function, and [·]+ := max(·, 0) is the
standard hinge loss [64].

In the BatchHard loss function, for each anchor xi
a the Hardest Positive and Hardest

Negative (HPHN), which are the farthest positive and nearest negative in the mini-batch,
are selected. Hence, its loss function is:

LBH =

all anchors︷ ︸︸ ︷
P

∑
i=1

K

∑
a=1



hardest positive︷ ︸︸ ︷
max

p=1...K
D
(

xi
a, xi

p

)
− min

j=1...P
n=1...K

j 6=i

D(xi
a, xj

n)

︸ ︷︷ ︸
hardest negative

+m


+

(3)

Normalized Temperature-Scaled Cross-Entropy loss (NT-Xent): Ref. [38] proposed
a batch-wise self-supervised contrastive loss which is a modification of the multi-class
N-pair loss [40] with addition of the temperature parameter τ to scale the cosine similarities.
This loss function only accepts positive pairs in the form of (xi, x+i ). That is, each sample in
the batch belongs to just one positive pair and all other possible pairs with xi are negative
pairs (denominator). Therefore, for a positive pair of (xi, x+i ) within a mini-batch of N pairs,
the loss function is defined as:

LNT−Xent = − log
esim(xi ,x

+
i )/τ

∑N
j=1 esim(xi ,x

+
j )/τ

(4)

where sim(·) is the standard cosine similarity.
Supervised Contrastive loss (SupCon): Ref. [32] extended the self-supervised NT-

Xent loss to the fully supervised setting by adding multiple positives. The self-supervised
NT-Xent loss pulls the anchor and the positive sample closer together and pushes the anchor
away from many negative samples (other positive samples in batch), while the SupCon uses
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additional information by adding multiple hard positives for each class. Hence, SupCon
generalizes the NT-Xent loss to use multiple positive samples from the same class for
each anchor. Therefore, the SupCon loss simply extends (xi, x+i ) to (xi, x+i1 , . . . , x+iP) and is
defined as:

LSupCon = − 1
P

P

∑
k=1

log
esim(xi ,x

+
ik )/τ

∑N
j=1 esim(xi ,x

+
j )/τ

(5)

Multiple Negatives Ranking Loss (MNRL): This loss function is an implementation
of [41] in SBERT documentation web page (https://www.sbert.net, accessed on 1 August
2022). It is a cross-entropy-based and in-batch negative loss function. In MNRL, the anchor-
positive pair of (xi, x+i ) has been extended to (xi, x+i , x−i1 . . . , x−iQ) by adding multiple hard
negatives. Therefore, for a triplet in the form of (xi, x+i , x−i1 . . . , x−iQ) in a mini-batch with N
triplets, the loss is computed as:

LMNRL = − log
esim(xi ,x

+
i )/τ

∑N
j=1 esim(xi ,x

+
j )/τ

+ ∑N
j=1 ∑Q

k=1 esim(xi ,x
−
jk)/τ

(6)

4. SupMPN: Supervised Multiple Positives and Negatives Contrastive Learning Model

We propose a Supervised Multiple Positives and Negatives Contrastive Learning
model (SupMPN). Our contribution is to incorporate both multiple hard positives and
multiple hard negatives simultaneously in contrastive learning. In SupMPN, we con-
sider multiple triplets in the form of (xi, x+i1 , . . . , x+iP, x−i1 , . . . , x−iQ) where (x+i1 , . . . , x+iP) and
(x−i1 , . . . , x−iQ) act as hard positives and hard negatives for anchor sentence xi, respectively.

Therefore, SupMPN accepts multiple hard-positive sentences and multiple hard-
negative sentences simultaneously and then tries to bring positives (similar sentences)
closer to the anchor sentence, while pushing negatives (dissimilar sentences) away from
the anchor sentence. In this way, SupMPN can solve the collapse problem of BERT-based
sentence representation. Moreover, it can create more semantic-based embeddings. All
these enable SupMPN to create a better sentence representation space.

4.1. Training Objective

Our contrastive objective function is an extension of MNRL [41]. We name it Supervised
Multiple Positives and Negatives Ranking Loss. For convenience, we abbreviate the forego-
ing to SupMPNRL. Formally, we extend (xi, x+i , x−i1 . . . , x−iQ) to (xi, x+i1 , . . . , x+iP, x−i1 . . . , x−iQ),
where xi is an anchor sentence, (x+i1 , . . . , x+iP) are hard positives and (x−i1 . . . , x−iQ) are hard
negatives for xi in the input triplets within mini-batch with size N. Therefore, for the input
triplet in the form of (xi, x+i1 , . . . , x+iP, x−i1 . . . , x−iQ), the loss is defined as:

LSupMPNRL =
1
P

P

∑
k=1
− log

esim(xi ,x
+
ik )/τ

esim(xi ,x
+
ik )/τ + Spositives + Snegatives

,

Spositives =
N

∑
j=1

P

∑
k=1

1j 6=ie
sim(xi ,x

+
jk)/τ , (7)

Snegatives =
N

∑
j=1

Q

∑
k=1

esim(xi ,x
−
jk)/τ

where sim(·) is the standard cosine similarity, and 1[j 6=i] ∈ {0, 1} is an indicator function
evaluating to 1 iff j 6= i.

https://www.sbert.net
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4.2. Desirable Properties of SupMPN Model

SupMPN extends self-supervised contrastive learning to supervised contrastive learn-
ing by adding multiple hard positives and multiple hard negatives. We summarize the
desirable properties of SupMPN which boost performance of contrastive learning in fine-
tuning BERT, and consequently lead to better sentence representation space.

Using multiple hard positives: Hard positives are true positives which are farthest
from the anchor sentence. Hard positives play an important role in contrastive learning
and can improve performance greatly. Using multiple hard positives generalizes simple
triplet loss to an arbitrary number of positives which enables the model to align similar
sentences closely in the representation space [32].

Using multiple hard negatives: Hard negatives are similar (nearest) to the correct
answer and are hard to differentiate from the positives. Therefore, using multiple hard
negatives generalizes the triplet loss by allowing joint comparison among more hard-
negative examples and enables the model to improve discrimination among positive and
negative sentences [32,40].

No need for hard-positive mining and hard-negative mining: Unlike the BatchHard
loss [39], due to using multiple hard positives and multiple hard negatives for each anchor,
hard positive and hard-negative mining (hard positive and hard-negative selection) are no
longer required in SupMPN.

Using a batch-wise approach (Online triplet mining): Using other sentences’ posi-
tives and negatives in a batch as negatives (technique of in-batch negative) for each anchor,
increases contrastive power with more negatives [32].

5. Experiments
5.1. Training Data

We use Natural Language Inference (NLI) datasets, SNLI [43] and MNLI [44], to train
our model. NLI, which is also known as Recognizing Textual Entailment (RTE), is a task
of determining whether a hypothesis is true (entailment), false (contradiction), or unde-
termined (neutral) given a premise. SNLI (570 K) and MNLI (433 K) are collections of
human-written English sentence pairs with the labels entailment, contradiction, and neu-
tral. We use entailment hypotheses as positive data and contradiction hypotheses as
negative data.

We group SNLI and MNLI according to the premise sentences (anchor sentences).
There are about (∼280 K) premise sentences in SNLI and MNLI. Then, we analyze them
in terms of the number of entailment and contradiction hypotheses for each premise
sentence (anchor sentence). We find out that some premises in both datasets (SNLI and
MNLI) have more than one entailment or contradiction hypotheses. Table 1 shows the
statistics of SNLI and MNLI based on the number of entailments and contradictions for
each premise sentence.

One of the most notable findings was that 7956 premises (∼8 K) in the SNLI dataset
have at least five entailments and five contradictions. In fact, it can be said that for
each of the premise sentences that has much information, more entailment and con-
tradiction hypotheses have been provided in the SNLI and MNLI. Figure 1 shows an
example of the premise sentence from SNLI with five entailment and five contradic-
tion hypotheses. We call these 7956 multiple triplets (∼8 K) sub-SNLI and use it in
the form of (xi, x+i1 , . . . , x+i5 , x−i1 . . . , x−i5) as part of our training data. Therefore, our train-
ing inputs have one anchor, five hard positives, and five hard negatives in the form of
(xi, x+i1 , . . . , x+i5 , x−i1 . . . , x−i5) and we need to generate multiple positives and multiple neg-
atives for the rest of training data (∼272 K) which have less than five positives or five
negatives. We do not use STS training sets in our experiments.
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Table 1. SNLI [43] and MNLI [44] statistics based on the number of entailment and contradiction
hypotheses for each premise sentence.

Number of premises
with exactly one entailment

and one contradiction

Number of premises
with two, three, or four

entailments and contradictions

Number of premises
with five or more entailments

and contradictions

SNLI 139,299 1890 7956

Number of premises
with exactly one entailment

and one contradiction

Number of premises
with exactly two entailments

and two contradictions

Number of premises
with exactly three entailments

and three contradictions

MNLI 125,860 1783 489

Premise
(as the anchor)

A woman is walking across the street eating a banana, while
a man is following with his briefcase.

Entailments
(as hard positives)

1. A woman eats a banana and walks across a street, and
there is a man trailing behind her.

2. A person eating.
3. A woman eating a banana crosses a street.
4. The woman is eating a banana.
5. The woman is outside.

Contradictions
(as hard negatives)

1. Nobody has food.
2. The woman and man are playing baseball together.
3. A woman eats ice cream walking down the sidewalk, and

there is another woman in front of her with a purse.
4. A woman sits for lunch.
5. The woman is having coffee at the cafe.

Figure 1. Example of a premise sentence from SNLI [43] with multiple entailment and contradic-
tion hypotheses.

5.2. Preparing Multiple Positives and Multiple Negatives

Contrastive learning usually exploits data-augmentation techniques to construct pos-
itive pairs, while negative examples are sampled from other classes’ positives in mini
batches [65]. In computer vision, data augmentation has been widely done based on image
rotation, image sharpening, image corruption, and object deletion [66]. However, similar
strategies may not work well in NLP, as changing the order of words in a sentence or
deleting words from a sentence may substantially affect its semantic [33,67].

According to previous unsupervised works for fine-tuning BERT using contrastive
learning, text augmentation techniques including word deletion and word synonym re-
placement have yielded relatively better results [16,33]. Therefore, we studied them for
generating positive pairs. Additionally, for the first time, we studied paraphrasing for
generating positive pairs using the T5 text-to-text model [68] on Semantic Textual Similarity.
However, similar to the results of SimCSE [37], word deletion, word synonym replacement
and paraphrasing did not perform well in all seven STS tasks and so did not produce a
good average on STS tasks. We have provided more details of these three text augmentation
techniques in Appendix A.1. Therefore, our main strategies for generating positive and
negative samples are as follows:

Preparing multiple positives: No data augmentation is used. We simply copy each
anchor several times as its positive samples.

Preparing multiple negatives: We sample negatives for each anchor from the entail-
ments or contradictions of other anchors in the training data (SNLI and MNLI).

5.3. Training Setups

We use SimCSEsup (https://github.com/princeton-nlp/SimCSE, accessed on 1 August
2022) setup and start from pre-trained BERT-base (uncased) and BERT-large (uncased)
models [14] hosted on the Hugging Face Model Hub (https://huggingface.co, accessed on

https://github.com/princeton-nlp/SimCSE
https://huggingface.co
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1 August 2022). We take average embeddings of the first and last layers (avg-first-last) as
the pooling mode. We run SupMPN on NVIDIA A100 GPUs with CUDA 11 and train it
for 3 epochs. We use a batch size of 256 for BERT-base and a batch size of 200 for BERT-
large. We could not test more than batch size of 200 for BERT-large due to the lack of
computation power.

We also tested different batch sizes of 64, 128, 256, 512 for BERT-base and observed
that our model is sensitive to the batch size as the [32,38] have pointed out, contrastive
learning requires a large batch, so that larger batches lead to learn better representations.
However, there was no noticeable change in performance from the batch size of 256 onward
on STS tasks, and even with batch size of 512, the performance dropped slightly on transfer-
learning tasks. The underlying reason can be stated in terms of other data points in the
batch serving as the negatives for the given data point and also our model accepting
multiple negatives for each anchor sentence (in our implementation, five negatives for
each anchor sentence), meaning that increasing the batch size leads to lower performance,
because more negative samples does not necessarily mean hard-negative samples [69].
On the other hand, enormous number of negatives can lead to worsening signal-to-noise
ratio for the model gradients which could explain the decline in performance [70].

5.4. Baseline and Previous Supervised and Unsupervised Models for Comparison

In our experiments, we compare our proposed SupMPN model to the previous state-
of-the-art SimCSE and other supervised and unsupervised sentence encoder models. We
list them separately as supervised and unsupervised models in Table 2. It is worthwhile
emphasizing that our model (SupMPN) and state-of-the-art SimCSE are trained on the
same data (entailments and contradictions from SNLI and MNLI) and other models are
trained on various datasets with different sizes. We compared them in terms of type and
size of training data in Appendix A.2.

The non-BERT models are GloVe [46], InferSent [49], and USE [51] which we briefly
explained in Section 2. We consider SBERT [52] as a baseline model. We introduce other
BERT-based models briefly in the following:

BERT-flow: Ref. [15] claim that sentence embeddings generated by BERT depend on
the frequency of words that lead to the anisotropy of sentence representations. Therefore,
to solve this problem, they feed embedding vectors to a flow network [71] and try fitting
them to a standard Gaussian distribution.

BERT-whitening: Ref. [72] proposed this model which, as with BERT-flow [15], tries
to solve the problem of the anisotropy of the sentence representations of BERT using
the whitening operation in machine learning. In addition, by applying the whitening
operation, the dimensions of the sentence representation and the storage cost are reduced.
Consequently, the model retrieval speed is accelerated.

CLEAR: Ref. [33] proposed this model for fine-tuning BERT using combined loss as a
combination of MLM (mask language model) and CL (contrastive loss) objectives, which
rely on text augmentation techniques.

CT-BERT: Ref. [57] proposed this model which uses two independent encoders and
then tries to maximize/minimize the dot product between two identical/different sentences.

ConSERT: Ref. [16] proposed this model to solve the collapse problem of BERT by
generating different form of input samples using data augmentation and a contrastive
objective on top of BERT-encoder.

DeCLUTR: Ref. [35] proposed this model which learns via different spans from the
same document as positive samples using contrastive learning.

IS-BERT: Ref. [56] proposed this model which uses a contrastive objective based on
mutual information maximization mechanism between the global and local
sentence representation.

Mirror-BERT: Ref. [36] proposed this model which uses self-supervised contrastive
learning based on random span masking as data augmentation for the input space.
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SBERT-base-nli-v2: This checkpoint is a pre-trained model from the Sentence-Transformer
packages (https://huggingface.co/kwang2049/SBERT-base-nli-v2, accessed on 1 August
2022). SBERT-base-nli-v2 was trained on SNLI and MNLI data using the Multiple-Negative
Ranking Loss (MNRL) in [73].

SG-BERT: Ref. [34] proposed this model which is a self-supervised contrastive learn-
ing method using the redesign of NT-Xent objective with self-guidance. They exploit
similarities between different sentence embeddings made by BERT itself.

SimCSE: Ref. [37] proposed SimCSEunsup and SimCSEsup models. SimCSEunsup is a
self-supervised contrastive learning that takes an input sentence and predicts itself using
the dropout noise. SimCSEsup uses entailment and contradiction pairs from NLI datasets
and extends self-supervised to supervised contrastive learning. Additionally, they apply
an auxiliary Masked Language Modeling (MLM) objective to its models and stated that
adding MLM boosts performance on transfer-learning tasks (not on STS tasks).

TSDAE: Ref. [73] proposed this model, which is an unsupervised method based on
pre-trained transformers, and sequential denoising autoencoder. In the training phase,
TSDAE uses an autoencoder that encodes corrupted sentences into fixed-sized vectors
(encoder) and then reconstructs the original sentences from this sentence embedding
(decoder). Later, at the inference phase, TSDAE only uses the encoder for creating
sentence embeddings.

5.5. First Experiment: Evaluation on STS Tasks

We evaluate SupMPN on seven standard Semantic Textual Similarity (STS) tasks: STS
2012–2016 [74–78], STS Benchmark [79] and SICK-Relatedness [80]. These datasets provide
gold labels between 0 and 5 on the semantic relatedness of sentence pairs. The Spearman’s
rank correlation between the cosine-similarity of the sentence embeddings and the gold
labels are computed.

For evaluation on the STS tasks, we use a modified version of the SentEval toolkit
by [37]. SentEval [81] is a popular library for evaluating the quality of sentence embeddings
(https://github.com/facebookresearch/SentEval, accessed on 1 August 2022). It covers
various tasks including binary and multi-class classification, Natural Language Inference
and sentence similarity. Ref. [37] reported three differences in STS evaluation settings done
by the SentEval toolkit. These differences are using additional regressors for training frozen
sentence embedding on the STS-B [79] and SICK-R datasets [80], reported metrics that
can be Spearman’s or Pearson’s correlation coefficient, and method of result aggregations.
As has been argued in [37,52], the Spearman’s correlation, which measures the ranking
instead of the actual scores, it is appropriate for evaluation of sentence embeddings. We use
Spearman’s rank correlation in our experiments. For several STS subsets each year, there
are three different options for collecting results: all, mean, and wmean. In the “all” settings,
all the topics are concatenated and then the overall Spearman’s correlation is reported. In
“mean” setting, results for the different subsets are calculated separately and then their
simple average is reported. In the “wmean” setting, which is similar to the “mean” setting,
the weighted average with subset sizes is reported.

Since most papers do not state the method they take, ref. [37] reproduced the results of
SBERT [52], BERT-flow [15] and BERT-whitening [72] and compared them to their original
results. They reported two different settings, “all” and “wmean”. Ref. [52] took the “all”
setting, and [15,72] took the “wmean” settings. Since SBERT usually is considered as
the baseline in the literature, ref. [37] took the “all” setting and made two changes on
the original SentEval: (1) added the “all” setting to all STS tasks, and (2) changed STS-B
and SICK-R to not use an additional regressor. Ref. [37] requested researchers unify the
so-called settings in evaluating sentence embeddings in their future works and released
modification of SentEval in their GitHub repository (https://github.com/princeton-nlp/
SimCSE, accessed on 1 August 2022). Hence, we take their modified SentEval and use it in
our first evaluation.

https://huggingface.co/kwang2049/SBERT-base-nli-v2
https://github.com/facebookresearch/SentEval
https://github.com/princeton-nlp/SimCSE
https://github.com/princeton-nlp/SimCSE
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Results: As shown in Table 2, the SupMPN model outperforms the state-of-the-art
SimCSE model and all other previous unsupervised and supervised models on STS tasks.
SupMPN achieves averages of 82.07% and 83.15% Spearman’s correlation on STS tasks
using BERT-base and BERT-large, respectively. The corresponding improvements are
7.18 points for SupMPNbase and 8.26 points for SupMPNlarge on STS tasks, compared to
baseline SBERT.

Table 2. Experimental results on STS tasks. We report Spearman’s rank correlation as ρ × 100.
The best result in each column is in bold. †: [52], ‡: [35], ♠: [56], ♣: [36],F: [73], �: [16], ♥: [33],
♦: [34], and all the other results are from [37].

Model STS12 STS13 STS14 STS15 STS16 STS-B SICK-R Avg.

Unsupervised models

Glove embeddings (avg.) † 55.14 70.66 59.73 68.25 63.66 58.02 53.76 61.32
fastText embeddings ‡ 58.85 58.83 63.42 69.05 68.24 68.26 72.98 59.76

BERTbase (first-last avg.) 39.70 59.38 49.67 66.03 66.19 53.87 62.06 56.70
BERTbase-flow-NLI 58.40 67.10 60.85 75.16 71.22 68.66 64.47 66.55
BERTbase-whitening-NLI 57.83 66.90 60.90 75.08 71.31 68.24 63.73 66.28
IS-BERTbase

♠ 56.77 69.24 61.21 75.23 70.16 69.21 64.25 66.58
CT-BERTbase 61.63 76.80 68.47 77.50 76.48 74.31 69.19 72.05
SG-BERTbase

♦ 66.84 80.13 71.23 81.56 77.17 77.23 68.16 74.62
Mirror-BERTbase

♣ 69.10 81.10 73.00 81.90 75.70 78.00 69.10 75.40
SimCSEunsup-BERTbase 68.40 82.41 80.91 78.56 78.56 76.85 72.23 76.25
TSDAE-BERTbase

F 55.02 67.40 62.40 74.30 73.00 66.00 62.30 65.80
ConSERT-BERTbase

� 70.53 79.96 74.85 81.45 76.72 78.82 77.53 77.12
ConSERT-BERTlarge

� 73.26 82.37 77.73 83.84 78.75 81.54 78.64 79.44

RoBERTabase (first-last avg.) 40.88 58.74 49.07 65.63 61.48 58.55 61.63 56.57
CLEAR-RoBERTabase

♥ 49.00 48.90 57.40 63.60 65.60 72.50 75.60 61.08
DeCLUTR-RoBERTabase

‡ 52.41 75.19 65.52 77.12 78.63 72.41 68.62 69.99

Supervised models

InferSent-GloVe † 52.86 66.75 62.15 72.77 66.87 68.03 65.65 65.01
Universal Sentence Encoder † 64.49 67.80 64.61 76.83 73.18 74.92 76.69 71.22

SBERTbase
† 70.97 76.53 73.19 79.09 74.30 77.03 72.91 74.89

SBERTbase-nli-v2 F 72.50 84.80 80.20 84.80 80.00 83.90 78.00 80.60
SBERTbase-flow 69.78 77.27 74.35 82.01 77.46 79.12 76.21 76.60
SBERTbase-whitening 69.65 77.57 74.66 82.27 78.39 79.52 76.91 77.00
CT-SBERTbase 74.84 83.20 78.07 83.84 77.93 81.46 76.42 79.39
SG-BERTbase

♦ 75.16 81.27 76.31 84.71 80.33 81.46 76.64 79.41
SimCSEsup-BERTbase 75.30 84.67 80.19 85.40 80.82 84.25 80.39 81.57
SupMPN-BERTbase 75.96 84.96 80.61 85.63 81.69 84.90 80.72 82.07

SimCSEsup-BERTlarge 75.78 86.33 80.44 86.06 80.86 84.87 81.14 82.21
SupMPN-BERTlarge 77.53 86.50 81.68 85.99 82.87 86.09 81.38 83.15

5.6. Second Experiment: Evaluation on Transfer-Learning Tasks

We evaluate the SupMPN model on the seven SentEval transfer-learning tasks using
the default configuration of the SentEval toolkit [81]. Sentence embeddings are used as
features for a logistic regression classifier. The logistic regression classifier is trained on
various tasks in a 10-fold cross-validation setting and the prediction accuracy is computed
for the test fold. We evaluate SupMPN on the following seven SentEval transfer tasks:
MR [82], CR [83], SUBJ [84], MPQA [85] , SST-2 [86], TREC [87], and MRPC [88]. We
compare SupMPN to some of the previous models mentioned in Section 5.4, for which the
evaluation on the transfer-learning tasks were reported in the literature. The results are
given in Table 3.

Results: As shown in Table 3, SupMPN outperforms state-of-the-art SimCSE and all
other previous supervised and unsupervised models on transfer-learning tasks. SupMPN
achieves averages of 86.96% and 87.75% accuracy on transfer-learning tasks using BERT-base
and BERT-large, respectively. The corresponding improvements are 0.34 for SupMPNlarge on
transfer-learning tasks, compared to baseline SBERT.
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Table 3. Experimental results on the transfer-learning tasks. We report prediction accuracy. The best
result in each column is in bold. †: [52], ♠: [56], ♦: [34], ∞: [57], and all the other results from [37].

Model MR CR SUBJ MPQA SST-2 TREC MRPC Avg.

Unsupervised models

Glove embeddings (avg.) † 77.25 78.30 91.17 87.85 80.18 83.00 72.87 81.52
Skip-thought ♠ 76.50 80.10 93.60 87.10 82.00 92.20 73.00 83.50

Avg. BERT embedding † 78.66 86.25 94.37 88.66 84.40 92.80 69.54 84.94
BERT-[CLS] embedding † 78.68 84.85 94.21 88.23 84.13 91.40 71.13 84.66
IS-BERTbase

♠ 81.09 87.18 94.96 88.75 85.96 88.64 74.24 85.83
CT-BERTbase

∞ 79.84 84.00 94.10 88.06 82.43 89.20 73.80 84.49
SimCSEunsup-BERTbase 81.18 86.46 94.45 88.88 85.50 89.80 74.43 85.51
SimCSEunsup-BERTbase-MLM 82.92 87.23 95.71 88.73 86.81 87.01 78.07 86.64

Supervised models

InferSent-GloVe † 81.57 86.54 92.50 90.38 84.18 88.20 75.77 85.59
Universal Sentence Encoder † 80.09 85.19 93.98 86.70 86.38 93.20 70.14 85.10

SBERTbase
† 83.64 89.43 94.39 89.86 88.96 89.60 76.00 87.41

SG-BERTbase
♦ 82.47 87.42 95.40 88.92 86.20 91.60 74.21 86.60

SimCSEsup-BERTbase 82.69 89.25 84.81 89.59 87.31 88.40 73.51 86.51
SimCSEsup-BERTbase-MLM 82.68 88.88 94.52 89.82 88.41 87.60 76.12 86.86
SupMPN-BERTbase 82.93 89.26 94.76 90.21 86.99 88.20 76.35 86.96

SupMPN-BERTlarge 84.06 90.25 94.59 90.26 88.58 91.00 75.48 87.75

5.7. Third Experiment: Textual Semantic Similarity in Representation Space

In this experiment, we compare sentence similarity scores using embeddings from our
model SupMPN, BERT [14], and SimCSEsup [37]. For BERT and SimCSEsup, we use “bert-
base-uncased” (https://huggingface.co/bert-base-uncased, accessed on 1 August 2022)
and “princeton-nlp/sup-simcse-bert-base-uncased” (https://huggingface.co/princeton-
nlp/sup-simcse-bert-base-uncased, accessed on 1 August 2022) models, respectively.

In this experiment, we consider 12 sentences in four different topics (three sentences
in each topic). The topics are weather, smartphone, sport, and food. Since we want to
compare semantic scoring of these models, we select the sentences of each topic such that
two of them have positive meanings and one of them has a negative meaning (anchor-
positive-negative). In addition, in the first two topics (weather and sport), the positive or
negative meanings of the sentences are completely clear. But in the second and third topics
(smartphone and food), positive sentences are selected in such a way that they are difficult
to infer by the models compared to negative sentences. We use cosine similarity for scoring.
The results are depicted in Figure 2.

Results: As shown in Figure 2a, the BERT model could not produce proper vector
space for sentences with different topics and almost all pairs of sentences have similarity
scores in the range of 0.6 to 1.0. SimCSEsup model, Figure 2b, despite making a good dis-
tinction among different topics, could not embed properly positive and negative sentences
in two topics, smartphone and food. For example, in SimCSEsup, for triplet sentences
as (anchor: “The women are eating seafood”, positive: “The women are having lunch”,
negative: “The women are not eating seafood”), the similarity between the anchor-negative
pair is more than the similarity between the anchor-positive pair. In accordance with
Figure 2c, SupMPN can embed sentences properly in all four topics and, unlike SimCSEsup,
it can correctly infer positive and negative sentences in smartphone and food topics and
distinguish between them, even if they have common words or not. Therefore, SupMPN
can create better semantic-based sentence representation space and can solve the collapse
problem of BERT.

https://huggingface.co/bert-base-uncased
https://huggingface.co/princeton-nlp/sup-simcse-bert-base-uncased
https://huggingface.co/princeton-nlp/sup-simcse-bert-base-uncased
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(a)

(b)

(c)

Figure 2. Semantic textual similarity using sentence embeddings from (a) BERT, (b) SimCSEsup,
and (c) SupMPN, starting from BERT-base checkpoint, on four topics, weather, sport, smartphone,
and food. We used cosine similarity for scoring.
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6. Conclusions

Since the BERT pre-trained language model has a collapse problem, the BERT-generated
sentence embeddings mapped into a small area and almost all sentence pairs have a cosine
similarity in the range of 0.6 and 1.0. This paper proposed an effective contrastive learn-
ing model, called SupMPN, to deal with this problem. We developed a new contrastive
objective function to fine-tune BERT that involves the multiple hard positives and multiple
hard negatives in contrasting learning simultaneously. Using multiple hard positives,
SupMPN can bring an arbitrary number of similar sentences closer in the representation
space, while, using multiple hard negatives, it is able to improve discrimination among
positives and negatives sentences. SupMPN can solve the collapse problem of BERT. Ac-
cordingly, the sentence embeddings generated by SupMPN can capture the underlying
semantics of sentences. As a result, SupMPN can generate sentence embeddings based
on the semantic meaning instead of the frequency of the words. The experiments on STS
and transfer-learning tasks demonstrate that SupMPN significantly outperforms baseline,
state-of-the-art SimCSE and all other previous unsupervised and supervised models. Our
model obtains 7.18 and 8.26 performance improvements in terms of average Spearman’s
rank correlation on the seven STS tasks compared to the baseline model starting from BERT-
base and BERT-large, respectively. Our model obtains 0.34 performance improvement in
terms of average accuracy on the seven standard transfer-learning tasks compared to the
baseline model start from BERT-large. In summary, our approach significantly improves
the sentence representation space. The only shortcoming and limitation of our model is
that it requires high computational power.

In the future, we will investigate the curriculum-learning strategy for Semantic Textual
Similarity whose mechanism is based on training a machine-learning model from easier
to harder samples, inspired by human meaningful learning order from easiest concepts to
most complex ones.
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STS Semantic Textual Similarity
SupCon Supervised Contrastive
USE Universal Sentence Encoder

Appendix A

Appendix A.1. Result of Using Text Augmentation to Prepare Positive Samples

We study text augmentation techniques for generating positive samples for each
anchor sentence. As mentioned in Section 5.2, we use word deletion, word synonym
replacement, and paraphrasing. We consider four options including none (No data aug-
mentation is used), word deletion, synonym replacement using WordNet, and paraphrasing
using Text-to-Text Transfer Transformer (T5) generative language model [68]. We briefly
explain these four option settings in the following:

• None: No data augmentation is used. We simply copy each anchor sentence several
times as its positive samples (our implementation).

• Random Word Deletion (RD): We randomly delete 10% of each entailment’s words.
• Synonym Replacement (SR): We randomly substitute 20% of each entailment’s words

with their synonyms using WordNet [89].
• Paraphrasing (PP): We paraphrase almost 50% of entailments.

We use NLPAug (https://github.com/makcedward/nlpaug, accessed on 1 August
2022) library [90] for word deletion and synonym replacement. NLPAug is a straight-
forward data-augmentation library which implements 15 methods for text data aug-
mentation based on word, sentence, and character. Additionally, we use Parrot (https:
//github.com/PrithivirajDamodaran/Parrot_Paraphraser, accessed on 1 August 2022)
paraphraser library [91] for paraphrasing. Parrot is a T5 model fine-tuned on some of para-
phrase datasets such as MRPC Paraphrase (https://www.microsoft.com/en-us/download/
details.aspx?id=52398, accessed on 1 August 2022) [88], Google PAWS (https://github.
com/google-research-datasets/paws, accessed on 1 August 2022) [92], ParaNMT (https://
github.com/jwieting/para-nmt-50m#readme, accessed on 1 August 2022) [93], Quora Ques-
tion Pairs (https://quoradata.quora.com/First-Quora-Dataset-Release-Question-Pairs, ac-
cessed on 1 August 2022), SNIPS Commands (https://github.com/sonos/nlu-benchmark/
tree/master/2017-06-custom-intent-engines, accessed on 1 August 2022) [94].

As shown in Table A1, none of these augmentation produces acceptable average
on all STS tasks and so, cannot outperform the None option (SupMPN-BERTbase-None).
SupMPN-BERTbase-SR only works well on STS12 and STS15, SupMPN-BERTbase-RD only
works well on STS16, and SupMPN-BERTbase-PP only works well on SICK-R. We think the
underlying reason depends on the nature of STS as each task includes several sub-tasks
from various sources with different properties.

Table A1. Result of applying various text augmentation techniques for creating positive pairs on STS
tasks. In each column, values greater than our implementation (None option) is in bold.

Model STS12 STS13 STS14 STS15 STS16 STS-B SICK-R Avg.

SupMPN-BERTbase-None 75.96 84.96 80.61 85.63 81.69 84.90 80.72 82.07

SupMPN-BERTbase-RD 75.82 84.80 80.37 85.76 81.98 84.36 80.08 81.88
SupMPN-BERTbase-SR 76.75 83.82 80.34 86.04 80.67 83.88 80.09 81.66
SupMPN-BERTbase-PP 76.10 84.66 79.81 84.53 81.65 84.02 81.18 81.71

STS is related to both textual entailment (TE) and paraphrasing, but it differs in several
ways. In STS, graded equivalence between a pair of texts is bidirectional but in TE the
equivalence is directional, e.g., a car is a vehicle, but a vehicle is not necessarily a car.
Additionally, both TE and paraphrasing are binary yes/no decision (e.g., a vehicle is not
a car), but STS is defined as a graded-similarity notion (e.g., a vehicle and a car are more
similar than a wave and a car [74–78]. Therefore, the sub-tasks in each STS tasks (STS12,
STS13, STS14, STS15, STS16) are affected by augmentation techniques.

https://github.com/makcedward/nlpaug
https://github.com/PrithivirajDamodaran/Parrot_Paraphraser
https://github.com/PrithivirajDamodaran/Parrot_Paraphraser
https://www.microsoft.com/en-us/download/details.aspx?id=52398
https://www.microsoft.com/en-us/download/details.aspx?id=52398
https://github.com/google-research-datasets/paws
https://github.com/google-research-datasets/paws
https://github.com/jwieting/para-nmt-50m#readme
https://github.com/jwieting/para-nmt-50m#readme
https://quoradata.quora.com/First-Quora-Dataset-Release-Question-Pairs
https://github.com/sonos/nlu-benchmark/tree/master/2017-06-custom-intent-engines
https://github.com/sonos/nlu-benchmark/tree/master/2017-06-custom-intent-engines
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For example, STS12 contains sentences from previously existing paraphrase datasets
so, synonym replacement (SR) works well in it. STS16 includes plagiarism detection
sub-task, therefore, randomly word deletion (RD) works well in it as part of the original
sentence can be copied in augmented sentence. SICK-R is constructed for both entailment
and relatedness. Therefore, paraphrasing (pp) works well in SICK-R as paraphrasing (PP)
through T5 model can preserve the overall semantic meaning and entailment inferencing
of the original sentence.

Appendix A.2. Statistics

Training data and their sizes in SupMPN model and other supervised and unsuper-
vised models are compared in Table A2.

Table A2. Training data and their sizes in SupMPN and other models.

Model Training Data Size

BERT Book Corpus + English Wikipedia Not Specified
BERT-flow SNLI + MNLI 570 K + 433 K
BERT-mirror Training set of the STS Benchmark (for STS tasks) 10 K
BERT-whitening SNLI + MNLI 570 K + 433 K

CLEAR Book Corpus + English Wikipedia Not Specified
CT-BERT English Wikipedia Not Specified
ConSERT SNLI + MNLI 570 K + 433 K
DeCLUTR Open Web Text corpus 497 K
InferSent SNLI + MNLI 570 K + 433 K
IS-BERT SNLI + MNLI 570 K + 433 K
SBERT SNLI + MNLI 570 K + 433 K
SBERT-base-nli-v2 Part of (SNLI + MNLI) Not specified
SG-BERT Part of (SNLI + MNLI) Not Specified
SimCSEsup Part of (SNLI + MNLI) 628 K
SupMPN Part of (SNLI + MNLI) 628 K
TSDAE English Wikipedia Not Specified
USE Web sources + Question answering + SNLI Not Specified
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