Comparison of Phase-Screen and Geometry-Based Phase Aberration Correction Techniques for Real-Time Transcranial Ultrasound Imaging
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Abstract: While transcranial ultrasound imaging is a promising diagnostic modality, it is still hindered due to phase aberration and multiple scattering caused by the skull. In this paper, we compare near-field phase-screen modeling (PS) to a geometry-based phase aberration correction technique (GB) when an ultrafast imaging sequence (five plane waves tilted from $-15$ to $+15$ degrees in the cutaneous tissue layer) is used for data acquisition. With simulation data, the aberration profile (AP) of two aberrator models (flat and realistic temporal bone) was estimated in five isoplanatic patches, while the wave-speed of the brain tissue surrounding the point targets was either modeled homogeneously (ideal) or slightly heterogeneously to generate speckle (for mimicking a more realistic brain tissue). For the experiment, a phased array P4-1 transducer was used to image a wire phantom; a 4.2-mm-thick bone-mimicking plate was placed in front of the probe. The AP of the plate was estimated in three isoplanatic patches. The numerical results indicate that, while all the scatterers are detectable in the image reconstructed by the GB method, many scatterers are not detected with the PS method when the dataset used for AP estimation is generated with a realistic bone model and heterogeneous brain tissue. The experimental results show that the GB method increases the signal-to-clutter ratio (SCR) by 7.5 dB and 6.5 dB compared to the PS and conventional reconstruction methods, respectively. The GB method reduces the axial/lateral localization error by 1.97/0.66 mm and 2.08/0.7 mm compared to the PS method and conventional reconstruction, respectively. The lateral spatial resolution (full-width-half-maximum) is also improved by 0.1 mm and 1.06 mm compared to the PS method and conventional reconstruction, respectively. Our comparison study suggests that GB aberration correction outperforms the PS method when an ultrafast multi-angle plane wave sequence is used for transcranial imaging with a single transducer.
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1. Introduction

Transcranial ultrasound imaging (TUI) is used in hospitals for stroke diagnosis [1–7], prevention of stroke in children (between an age of 2 and 16) with sickle cell disease [8–10], and detection of vasospasm after subarachnoid hemorrhage (most often caused by head trauma) [11,12]. Yet, the strong wave aberration [13] and multiple scattering caused by the skull [14,15] are ignored in the current commercial TUI devices, which degrade image quality. This paper focuses on correction of phase aberration caused by the skull.

The temporal window of the skull is usually used for TUI due to its relatively lower attenuation because it consists most often of a single layer of cortical bone with a thickness ranging from 1.5 mm to 4 mm [16]. Two categories of technique were proposed to correct phase aberration: (1) near-field phase-screen modeling [17–19], and (2) the approach relying...
on estimation of wave-speed, position, and geometry of the bone layer. In near-field phase-screen (PS) approaches, the temporal bone is modeled as an infinitesimally thin aberrating layer at the surface of the transducer [17–19]. The limitation of this method is that correction is only limited to certain regions called isoplanatic patches [14,20–23], in particular because the effect of refraction is ignored. In the second category, the true position, geometry, and sound speed of the temporal bone are estimated prior to image reconstruction either by ultrasound measurements [24–26] or CT/MRI scans of the skull, and then phase aberration, including the effect of refraction, is corrected during image reconstruction [27–30]. Recently, we demonstrated the feasibility of a geometry-based (GB) aberration correction technique for single-sided two-dimensional transcranial ultrasound through the human temporal window using a single handheld commercial probe [31]. Our approach does not require any CT/MRI scan of the skull; the position and geometry of the bone layer are estimated in the ultrasound image. This approach was also used before for in vivo imaging of the inner structure of the radius and tibia bones [32,33]. In Ref. [31], a fast marching technique to solve the Eikonal equation was used for ray-tracing and accurate estimation of the travel-times between image pixels and elements of the array. However, this computationally expensive implementation prevented application of our approach for real-time imaging. To address this issue, a resource-efficient and accelerated ray-tracing approach was proposed in Ref. [34]. With implementation on a graphics processing unit (GPU), real-time GB aberration correction TUI became feasible and was named accelerated refraction-corrected (ARC) image reconstruction. Others [24,25,27,30] used the same geometry-based strategy but utilized a CT scan to obtain the geometry and sound speed of the skull. Real-time imaging was also not doable. In Ref. [26], a focused wave was used in transmission, which is out of the scope of this manuscript. In Refs. [28,29], a focused wave was used in transmission and a CT scan was used to obtain the geometry and sound speed of the skull. Our method estimates the position, geometry, and sound speed of the bone layer with ultrasound (no need for a CT or MRI scan) and using one probe [31] and enables real-time imaging [34].

Our method estimates the position, geometry, and sound speed of the bone layer with ultrasound (no need for a CT or MRI scan) and using one probe [31] and enables real-time imaging [34].

In this work, we aim to compare the PS approach and the ARC-GB aberration correction technique when an ultrafast imaging sequence (transmission of five multi-angle plane waves) is used for data acquisition and real-time imaging with a single probe. This paper shows that the ARC-GB method results in higher image quality compared to the PS method. Unlike the PS method, the ARC-GB method is not affected by the speckle caused by brain tissue heterogeneity.

2. Materials and Methods

A block diagram is provided in Figure 1 to show the steps needed for correcting the phase aberration caused by a bone layer in front of the ultrasound probe using the ARC-GB and PS methods. Synthetic transmit focusing is necessary for the PS method as an ultrafast imaging sequence is used for data acquisition and not a set of transmit-focused waves (traditional line-by-line ultrasound imaging). The images titled “conventional” throughout the paper are reconstructed with conventional delay-and-sum image reconstruction technique, i.e., assuming a medium with uniform wave-speed equal to 1600 m/s, therefore ignoring phase aberration caused by the bone layer.
2.1. Accelerated Refraction-Corrected Geometry-Based Phase Aberration Correction

We extensively described and evaluated the ARC-GB approach in Ref. [34]. In summary, it consists of 4 steps:

1. Estimation of the wave-speed in the bone layer with the bidirectional head-wave technique or the autofocus technique [32].

2. Intermediate points (IPs) are defined on the outer surface of the silicone rubber (called SIPs), the shortest travel-time from pixels in the superficial soft tissue layer to the array elements through the SIPs is found, the image of the superficial soft tissue layer is reconstructed using the calculated travel-times, and the far-surface of the bone layer is segmented using Dijkstra’s algorithm [35].

3. IPs are defined on the near-surface of the bone layer (called NIPs), the shortest travel-time from pixels in the bone layer to array elements through the NIPs is found, the image of the bone layer is reconstructed using the calculated travel-times, and the near-surface of the bone layer is segmented using Dijkstra’s algorithm.

4. IPs are defined on the far surface of the bone layer (called FIPs), the shortest travel-time from pixels in the brain to array elements through the FIPs is found, and the brain image is reconstructed using the calculated travel-times.

For reconstruction, a modified delay-and-sum algorithm (as explained in Refs. [31–33]) was used. The thickness and the wave-speed in the silicone rubber layer can be found either by ultrasound measurements or the datasheet provided by the probe manufacturer. The image reconstruction depth used in steps 2 and 3 can be determined based on prior knowledge of the thickness of the skin and bone layers [36]. The terms “near surface” and “far surface” are defined with respect to the probe. The results captioned “Geometry-based paper” are generated with the ARC-GB reconstruction technique.

2.2. Near-Field Phase-Screen Approach

The PS correction technique requires a coherent wavefront backscattered from a small volume for estimating the aberration profile (AP) in each isoplanatic patch. Such a coherent wavefront backscattered from a small volume can be obtained if ideal echogenic point reflectors exist (such as microbubbles [37]) throughout the and/or thanks to transmit focusing in the heterogeneous medium [38,39]. Transmit focusing is obtained by true transmission of focused waves or by synthetic transmit focusing (post-processing) if a set of unfocused waves (plane or diverging waves) are transmitted. In this paper, we evaluate the microbubble scenario (a more ideal situation for the PS method). Following steps are taken to determine the AP of an isoplanatic patch:

1. An image is reconstructed using a conventional delay-and-sum reconstruction technique (see Figure 2a), i.e., assuming a medium with uniform wave-speed equal to 1600 m/s. Then, we estimate the coordinates of the echogenic scatterers (used to estimate the AP of the isoplanatic patch), indicated by the green dots in Figure 2a. Note that these coordinates are not the true coordinates of the targets (the red dots in Figure 2a) because phase aberration is ignored in conventional image reconstruction.
(2) For synthetic transmit focusing, transmit time delays for the transmit unfocused waves to reach simultaneously the coordinates of the echogenic scatterer found in step 1 are calculated. Then, the RF data acquired separately with each transmit unfocused wave are shifted by the calculated transmit delay.

(3) By summing all the shifted RF data, RF data with transmit focusing are synthetically generated. As a result, the wavefront backscattered from the chosen scatterer has a higher amplitude compared to wavefronts backscattered by other scatterers and the unfocused RF data (compare the amplitude of the backscattered wavefront from scatterer #1 and #2 in Figure 2b,c, where the amplitude of scatterer #2 in panel (c) is three times higher than from panel (b)).

(4) The receive travel-times between the location of the scatterer and the array elements are calculated by triangulation (the green-dashed line in Figure 2c) assuming a medium with uniform wave-speed equal to 1600 m/s. They are used to define a time mask with which the backscattered wavefront in the RF data after synthetic transmit focusing is extracted (Figure 2d).

(5) A-lines of the extracted wavefront in step 4 are summed up over all elements of the array to obtain a reference signal (see Ref. SIG in Figure 2e), also known as beamsum reference signal [40]. Then, the phase shift between each A-line and the reference signal is calculated and unwrapped to compensate for phase jumps (Figure 2f). This results in the AP in the isoplanatic patch.

![Figure 2.](image)

**Figure 2.** (a) The reconstructed image using the conventional delay-and-sum beamformer; the aberrator model and phantom shown in Figure 3a,c were used to generate the numerical RF data. (b) The numerical wavefront backscattered from scatterer #2 for a tilted (by 7.5 degrees in cutaneous tissue) transmit plane wave. (c) The numerical wavefront after synthetic transmit focusing at the location of scatterer #2 by coherent compounding of the RF data obtained with 5 tilted plane waves (from –15 to 15 degree in cutaneous tissue). (d) The extracted wavefront using triangulation assuming a uniform medium. (e) The reference signal and the A-line received by element 96 of the array. (f) The estimated phase shift and its unwrapped version for each element. (g) The estimated phase shift (aberration profile) in nanoseconds for the isoplanatic patch around target #2. The red and green dots in (a) indicate the true location of the scatterers and the brightest pixel in the conventional image that is actually used to apply the PS method, respectively. The red numbers in (a) are used for referencing in the text.
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Figure 3. (a,b) The layered medium used in the simulation with a flat bone layer or a realistic temporal bone. (c) The numerical phantom used for estimating the aberration profile in each isoplanatic patch (P1–P5); the dashed lines separate isoplanatic patches. (d) The heterogeneous and (e) homogeneous background wave-speed model used in the simulations conducted for aberration profile estimation. (f) The numerical phantom used to generate the dataset needed for analysis of the full-width at half-maximum (FWHM), the signal-to-clutter ratio (SCR), and localization error. (g) The experimental setup to image a wire phantom while a bone mimicking plate is positioned in front of a phased array.

It should be noticed that a uniform-tissue medium is assumed in all the above steps. The AP of each isoplanatic patch is calculated separately based on the wavefront backscattered from the scatterer positioned in the isoplanatic patch. It is used to correct the arrival time of the raw RF data before applying a conventional beamformer to reconstruct the image. The results captioned “phase-screen” throughout the paper are those generated with the near-field phase-screen modeling technique.

2.3. Numerical Study

The k-Wave MATLAB toolbox was used to evaluate the PS and GB reconstruction techniques in a two-dimensional (2D) lossless medium, ignoring generation of shear waves [41]. Our numerical study on the PS method consists of two steps: (1) estimating the AP of each isoplanatic patch using an ideal phantom for PS technique (see the left box in Figure 3) and (2) applying the estimated AP on the RF data generated using a phantom with 30 small scatterers at different lateral and axial locations (see Figure 3f) and analyzing the image.

For step 1, two aberrator models and two background wave-speed models provide four scenarios (four datasets): (1) a flat bone (Figure 3a) and a homogeneous background (Figure 3e), (2) the flat bone and a heterogeneous background generating speckle (Figure 3d), (3) a realistic bone (based on the micro CT of a human temporal bone (provided by Jing and Lindsey [42])) and homogeneous background, and (4) the realistic bone and a heterogeneous-background-generating speckle. The homogeneous background is an ideal situation for the PS method since individual responses of echogenic targets can be clearly identified in the RF data. This resembles a scenario where the echoes from individual contrast agent microbubbles are used as beacon signal. The wave-speed in Figure 3f randomly varies by $\pm 0.5\%$ with a uniform distribution with respect to the homogeneous model and mimics realistic brain tissue [43]. Five isoplanatic patches were defined (Figure 3c) by positioning the scatterers at lateral/axial coordinates of $-8/35$ mm, $-4/37.5$ mm, $0/40$ mm, $4/42.5$ mm, $8/45.5$ mm, one in each isoplanatic patch. The numerical phantom used for estimating the AP (Figure 3c) was designed such that the hyperbolic wavefront of a scatterer in an isoplanatic patch (acting as a beacon signal) does not interfere with that of another scatterer in another isoplanatic patch; different axial and lateral locations of the scatterers ensured that. This is a very ideal situation for the PS method and most likely not the case in practice where the backscattered wavefront from contrast agent microbubbles is used for AP estimation, even if a small volume of contrast agent is injected.
For step 2 (image analysis), the two aberrator models, a homogeneous background and the phantom shown in Figure 3f, where 30 scatterers were positioned in different axial and lateral locations within each patch, were used to generate a numerical dataset. These two additional datasets were used for quantitative evaluation of both the PS and GB methods.

The speed of sound (compressional wave-speed) in the silicone rubber, skull, and soft tissue (cutaneous tissue and brain tissue if homogeneous) was 1000 m/s, 3200 m/s, and 1600 m/s, respectively. The mass density of the soft tissue/silicone rubber and skull was 1000 kg/m$^3$ and 1900 kg/m$^3$, respectively. The thickness of the silicone rubber, cutaneous tissue, and flat bone layers was 1.3 mm, 1.7 mm, and 2.5 mm, respectively. The minimum and maximum thickness of the realistic bone layer was 2.38 mm and 1.2 mm, respectively. The properties of a P4-1 phased-array transducer (ATL/Philips, 2.5 MHz, 96 elements, pitch = 0.295 mm) and 5 plane waves from −15 to +15 degrees (in cutaneous tissue) were used to generate the numerical datasets. The spatial grid and time step sizes were 10 µm and 2 ns, respectively, to minimize numerical dispersion and maintain the stability and accuracy of the simulation.

2.4. Experimental Study

Our experimental setup includes a 4.2-mm-thick bone-mimicking plate (Sawbones, Pacific Research Laboratory, Inc., Vashon, WA, USA) immersed in water (see Figure 3g). A phased-array transducer (P4-1, ATL/Philips, 2.5 MHz, 96 elements, pitch = 0.295 mm) connected to a Vantage 256 system (Verasonics Inc., Kirkland, WA, USA) was used to image a phantom including 6 wires with a diameter of 50 µm, with the bone-mimicking plate positioned at a depth of 5.7 mm in front of the probe and angled at 3.3 degrees; this plate has transverse isotropic elasticity; however, the image plane was chosen perpendicular to the symmetry axis of the material (orientation of the glass fibers); the compressional wave-speed in this plane is isotropic. As the imaging plane of the 1D probe was perpendicular to the phantom wires, the wires are expected to act as point scatterers considering their small diameter (about one-tenth of the wavelength at the central frequency). Five transmit plane waves with steering angles from −15 to +15 degrees (in water) were used for data acquisition. Three isoplanatic patches were used for AP estimation and reconstruction. In our experimental study, the same dataset was used for estimation of the AP with the PS method estimation and image analysis.

2.5. Evaluation Metrics

Lateral spatial resolution calculated as the full-width-half-maximum (FWHM), signal-to-clutter ratio (SCR), and localization errors were used for quantitative evaluation. The SCR was the ratio of the maximum scatterer intensity and the mean clutter intensity in the image background; it is reported in decibels (dBs). In experimental and numerical studies, the localization errors were calculated with respect to the ground truth image, which was generated without an aberrator in front of the probe (not shown here) and the true coordinates of the scatterer. For the numerical study, the evaluation metrics reported for the PS method were calculated when the AP of each patch was estimated with the dataset generated with a homogeneous background, i.e., the most favorable scenario for the PS method. The FWHMs and SCRs reported in the text are mean values obtained for all the scatterers unless stated otherwise.

3. Results

3.1. Numerical Simulations

Our numerical study shows that the AP estimated in each patch (see the scatterers and patches in Figure 3c) varies significantly (see Figure 4a,b). For the flat bone model, the AP significantly varies even if the aberrator is laterally invariant (the plate has a constant thickness and is parallel to the probe array) because the depth and lateral coordinate of the targets are not constant. A shallower target depth (patch #1) leads to a stronger aberration
magnitude. An asymmetrical AP is obtained if the target is far from the bisector of the array. The irregular APs in Figure 4b and larger phase shift compared to Figure 4a come from the irregularities of the realistic bone model in its near and far surfaces and its asymmetric shape. Note that the aberration profiles in patches 1 and 2 are not accurately estimated for elements 75 to 96 (see Figure 4b,d) because the phase jump between the beamsum reference signal and the recorded wavefronts are larger than 2π and thus not properly captured with the beamsum channel correlation method [40].

![Figure 4. The aberration profile in five isoplanatic patches (indicated by P) when the aberrator/background model is (a) flat/homogeneous and (b) realistic/heterogeneous. The extracted synthetic-transmit-focused RF data in different isoplanatic patches for the (c) flat bone and (d) realistic bone model; the background was homogeneous.](image)

Both the PS and GB techniques improve the FWHM compared to the conventional method (compare Figure 5b,d with Figure 5a). For the flat bone and realistic bone models, Table 1 indicates that the PS technique improves the FWHM by 0.18 mm and 0.14 mm compared to the conventional reconstruction, respectively. The GB reconstruction further improves the FWHM compared to the conventional PS method by about 0.08 mm and 0.25 mm, respectively. The most significant improvement obtained by the GB method is the reduced background clutter (compare Figure 5d,b; see Figure 5f for more detail). Table 1 indicates that the GB method improves SCR by 4.9 dB and 2.4 dB compared to the PS technique for the flat and realistic bone model, respectively. The PS method improves the SCR by 4 dB and 4.3 dB compared to the conventional method for the flat and realistic bone model, respectively.

The GB reconstruction technique detects the scatterers at their correct location (compare the location of the scatterers with the red dots in Figure 5d,g for more details). As Table 1 indicates, the GB technique reduces the localization axial error by 1.2–1.3 mm and the localization lateral error by about 0.3 mm compared to conventional reconstruction. In contrast, the PS method does not significantly reduce the localization axial/lateral error compared to the conventional method.
The reconstructed numerical images using (a) conventional beamforming, (b,c) phase-screen modeling, and (d) geometry-based reconstruction techniques with a flat bone model (Figure 3a). The aberration profile (AP) was estimated using the dataset generated with a (b) homogeneous and (c) heterogeneous background wave-speed model. The red dots indicate the true location of the scatterers. The blue triangles in (b) indicate the region that was used as background for quantifying the signal-to-clutter ratio calculation in Table 1. The yellow boxes in (c) indicate the regions at which the scatterers are completely missed. The lateral FWHM (e) and signal-to-clutter ratio (f) and localization error (g) obtained with all the methods for each scatterer.

### Table 1. Quantitative evaluation of the numerical and experimental results presented in Figures 4, 6 and 7.

<table>
<thead>
<tr>
<th>Method</th>
<th>Metric</th>
<th>[Axial, Lateral] Localization Error (mm)</th>
<th>FWHM (mm)</th>
<th>Signal-to-Clutter Ratio (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Simulation (flat bone)</strong></td>
<td>Conventional</td>
<td>[1.34, 0.42]</td>
<td>1.27 ± 0.20</td>
<td>54.7 ± 1.1</td>
</tr>
<tr>
<td></td>
<td>Phase-screen</td>
<td>[1.31, 0.37]</td>
<td>1.09 ± 0.21</td>
<td>58.7 ± 2.1</td>
</tr>
<tr>
<td></td>
<td>Geometry-based</td>
<td>[0.03, 0.14]</td>
<td>1.01 ± 0.14</td>
<td>63.6 ± 1.9</td>
</tr>
<tr>
<td><strong>Simulation (realistic bone)</strong></td>
<td>Conventional</td>
<td>[1.26, 0.90]</td>
<td>1.55 ± 0.52</td>
<td>44.9 ± 2.2</td>
</tr>
<tr>
<td></td>
<td>Phase-screen</td>
<td>[1.05, 0.85]</td>
<td>1.41 ± 0.28</td>
<td>49.2 ± 3.0</td>
</tr>
<tr>
<td></td>
<td>Geometry-based</td>
<td>[0.08, 0.64]</td>
<td>1.16 ± 0.47</td>
<td>51.6 ± 3.1</td>
</tr>
<tr>
<td><strong>Sawbones plate</strong></td>
<td>Conventional</td>
<td>[2.23, 0.80]</td>
<td>2.26 ± 0.80</td>
<td>45.1 ± 5.3</td>
</tr>
<tr>
<td></td>
<td>Phase-screen</td>
<td>[2.12, 0.76]</td>
<td>1.30 ± 0.17</td>
<td>44.1 ± 6.0</td>
</tr>
<tr>
<td></td>
<td>Geometry-based</td>
<td>[0.15, 0.10]</td>
<td>1.20 ± 0.28</td>
<td>51.6 ± 5.62</td>
</tr>
</tbody>
</table>

Figure 5. The reconstructed numerical images using (a) conventional beamforming, (b,c) phase-screen modeling, and (d) geometry-based reconstruction techniques with a flat bone model (Figure 3a). The aberration profile (AP) was estimated using the dataset generated with a (b) homogeneous and (c) heterogeneous background wave-speed model. The red dots indicate the true location of the scatterers. The blue triangles in (b) indicate the region that was used as background for quantifying the signal-to-clutter ratio calculation in Table 1. The yellow boxes in (c) indicate the regions at which the scatterers are completely missed. The lateral FWHM (e) and signal-to-clutter ratio (f) and localization error (g) obtained with all the methods for each scatterer.

Figure 6. Cont.
Figure 6. Estimation of the aberration profile with the numerical dataset generated with the flat bone model and a heterogeneous background. The wavefront backscattered from (a) scatterer #1 and (e) scatterer #2; a tilted plane wave (by 7.5 degrees in cutaneous tissue) was used for excitation. The numerical wavefront backscattered by (b) scatterer #1 and (f) scatterer #2 after synthetic transmit focusing on the locations of scatterer #1 and #2, respectively, by coherent compounding of the RF data generated by 5 tilted plane waves (from −15 to 15 degree in cutaneous tissue). (c,g) The extracted wavefront using triangulation for scatterer (c) #1 and (g) #2. The estimated phase shift (aberration profile) in nanoseconds for scatterer (d) #1 and (h) #2.

Figure 7. The reconstructed numerical images using (a) conventional beamforming, (b,c) phase-screen modeling, and (d) geometry-based reconstruction techniques with a realistic bone model (Figure 3b, based on the micro CT of a real human temporal bone). The aberration profile was estimated using a dataset generated with a (b) homogeneous and (c) heterogeneous background wave-speed model. The red dots indicate the true location of the scatterers. The lateral FWHM (e), the signal-to-clutter ratio (f), and the localization error (g) obtained with all the methods for each scatterer.

Figure 5c shows the reconstructed image by the PS method when the AP used for phase aberration correction by the PS method is estimated with a heterogeneous background wave-speed model. Many scatterers (see the yellow boxes) are undetectable due to the low accuracy of the aberration profile estimation. As shown in Figure 6f, the focused RF data of the second scatterer (acting as the beacon signal for patch two; see Figure 3c) are better distinguished from the background speckle noise (caused by variation in the background wave-speed speed) compared to the focused RF data of the first scatterer (see Figure 6b). This helps with better estimating the aberration profile and results in better reconstruction of the scatterers in patch 2 compared to patch 1 (Figure 5c). Speckle noise affects each A-line
and the reference beamsum signal (which is generated by summation over the A-lines recorded by all the elements of the array), and, consequently, the AP estimation; compare the AP in Figures 2d and 6g and the fine AP in Figures 2g and 6h.

The irregular near and far surfaces of the realistic human temporal bone model (see Figure 3b) degrade the image reconstructed by all the methods. Meanwhile, nearly all the scatterers are detected in the image reconstructed by the GB method (see Figure 7d); most scatterers are not detected by the PS method when the AP is estimated with a homogeneous background (see Figure 7b).

Despite the irregular near and far surfaces of the realistic bone model, Figure 7e and Table 1 indicate that the GB method improves the FWHM, SCR, and localization error compared to the conventional and PS methods.

3.2. Experiments

As the background is water in our experiment, the wavefronts backscattered by the wires are well-detected, and the signal quality is, therefore, excellent to estimate the AP with the PS method. The GB method results in higher image quality (see Figure 8d), although the geometry and position of the bone-mimicking plate are accurately described during image reconstruction with ARC reconstruction. Different results are obtained by switching from AP estimated with scatterers 4 and 6 in Figure 8b to scatterers 3 and 5 in Figure 8c. The image of scatterers 2 and 3 is improved in Figure 8c compared to Figure 8b since the AP for the central patch was estimated with scatterer 3, and scatterer 2 is closer to scatterer 3 than 4. This suggests that the actual size of the central isoplanatic patch is close to 10 mm; therefore, more than three isoplanatic patches may be required to obtain optimal image quality with the PS method. Table 1 indicates that the PS method improves the FWHM by 0.96 mm compared to the conventional reconstruction. FWHM was slightly improved (0.1 mm) with the GB method compared to the PS method.

![Figure 8](image-url)

**Figure 8.** The reconstructed experimental images using the (a) conventional beamforming, (b,c) phase-screen modeling, and (d) geometry-based reconstruction techniques when a Sawbones plate was used in front of the probe as an aberrator. The aberration profiles (AP) of scatterer 4/6 and 3/5 were used in (b,c), respectively. The lateral FWHM (e), the signal-to-clutter ratio (f), and the localization error (g) obtained with all the methods for each scatterer. The red dashed boxes were used for signal-to-clutter ratio calculation in Table 1. The red dots indicate the true location of the scatterers. The numbers in (a) are used for referencing in the text and (e–g).

The GB method increases the SCR by 6.5 dB and 8.2 dB compared to the conventional and PS methods (see Table 1 and Figure 8f), respectively, and reduces the axial/lateralization error by 2.21/0.7 mm (see Table 1) compared to the conventional method. The SCR obtained by the PS method is 1 dB lower than the conventional reconstruction.
4. Discussion

4.1. Advantages and Limitations of the Near-Field Phase-Screen Technique for Ultrafast Transcranial Ultrasound

4.1.1. Advantages

In the PS method, there is no need for describing the medium and imaging the aberrator in order to estimate its position and geometry, and, therefore, it may perform better than GB for a thin temporal bone (≤1 mm thick) at 2.5 MHz. As indicated by Table 1, the PS method improves the lateral spatial resolution and contrast (signal-to-clutter ratio) compared with the conventional image reconstruction technique. The lower SCR obtained by the PS method in the experimental results could mainly be due to the relatively lower clutter obtained with conventional reconstruction in the region indicated by the right red box in Figure 8c.

4.1.2. Limitations

With only five unfocused transmit beams (ultrafast ultrasound imaging), injection of contrast agent microbubbles is required to generate beacon signals because synthetic transmit focusing of speckle with only five plane waves does not generate a strong enough coherent wavefront.

A real-time implementation was achieved with focused transmit beams (three frames/s abdominal scanning [40]) without injection of a contrast agent. However, real-time implementation with injection of a contrast agent and using bubble echoes as beacon signals (post-processing in Ref. [37]) was never reported, and is likely very challenging because automatic detection of bubble position would be necessary. The stronger the aberration, the smaller the size of the isoplanatic patch, and the more isoplanatic patches are required to improve image quality, which means that many APs must be estimated (one per isoplanatic patch; see the change in the quality of the image of scatterers #2 and #5 in Figure 8b,c). This imposes a tradeoff between the image quality and computational time.

The PS method does not improve localization error, especially in depth (panel g in Figures 5, 6 and 8). This is because the PS method uses the information of an already miss-located scatterer (acting as the beacon signal), and, therefore, it does not compensate for the overall error in the calculated travel-time caused by the higher wave-speed in bone. As shown in Figure 9, the PS leads to a travel-time similar to that calculated in the conventional reconstruction. This ambiguity in the overall travel-time (depth ambiguity) leads to suboptimal image reconstruction.

Figure 9. The travel-time estimated for scatterer 1 (solid lines) and scatterer 3 (dashed lines) positioned in patch 1 and 3, respectively (see Figure 3c), with the three different reconstruction techniques when a steered plane wave at (a) −15 degree and (b) 0 degree is used for transmission. The bone and background models were flat and homogeneous, respectively.

As indicated by the numerical results in Figure 6, accurate estimation of the AP with the beamsum channel correlation method when the brain tissue has a heterogeneous wave-speed is very challenging if the amplitude of the beacon signal is not high enough. The image quality obtained by the PS method in this scenario is poor (panel c in Figures 5 and 6).
4.2. Advantages and Limitations of the Geometry-Based Phase Aberration Correction Technique for Ultrafast Transcranial Ultrasound

4.2.1. Advantages

The GB method improves the lateral spatial resolution, signal-to-clutter ratio, and localization error compared to the PS and conventional reconstruction techniques (see Table 1). It provides an optimal phase aberration correction everywhere in image as the true location and geometry of the aberrator is used to correct the phase aberration (see panel d in Figures 5, 7 and 8). In a previous publication [34], our group demonstrated that the GB method has the potential to enable real-time transcranial imaging (>10 frames/s) without injection of a contrast agent, and its performance is not affected by the heterogeneity (speckle) of the brain tissue; it only requires estimating the position and geometry of the bone layer, as shown in our previous publications [31–33,44]. The GB method is not limited to a maximum bone thickness as long as the attenuation caused by a thick bone layer allows detection of echo signals with sufficient signal-to-noise ratio.

4.2.2. Limitations

The GB method needs to reconstruct an image of the aberrator in order to estimate its position and geometry. This is a challenging task for a thin temporal bone (1 mm thick) at 2.5 MHz because the near and far interfaces of the bone layer cannot be clearly distinguished. Accurate estimation of travel-times also requires an estimate (with the head-wave or the autofocus techniques [32]) or a guess (based on literature) of the wave-speed in each layer while each layer is assumed homogeneous. The assumption of homogeneous tissue layers likely breaks down in individuals with a heterogeneous complex cutaneous tissue layer or a temporal bone containing a diploe.

4.3. Limitations in the Implementation of the Near-Field Phase-Screen Technique in This Work, Possible Improvements

The near-field phase-screen aberration correction technique was most often applied with focused transmit waves [40]. However, to capture the transient fast phenomena in the brain (the blood velocity in the main cerebral arteries can approach 2 m/s [37]) and enable real-time feedback during clinical scans, an ultrafast imaging sequence relying on transmission of unfocused beams is preferred. Thus, the backscattered waves should be synthetically focused in transmit (for generating the coherent wavefront backscattered from a small volume) [37] so that the wavefront from a scatterer in an isoplanatic patch becomes well-distinguished from the background speckle noise and aberration profile estimation with the PS method is feasible. The focusing procedure includes delaying the RF data acquired by transmitting with each unfocused beam with respect to the focal point and coherent summation.

Five steered plane waves are not optimal for efficient synthetic transmit focusing and, therefore, for estimating the aberration profile in each patch accurately. A better approach for the PS method would be to first estimate the APs in each patch with a large number (e.g., 50) of steered plane waves (or diverging waves) combined with synthetic transmit focusing or using focused transmit waves, and then using the estimated APs to correct the phase aberration in each patch when imaging with a high frame rate imaging sequence. Additionally, the PS approach can perform better if applied iteratively by improving transmit focusing at each step [40]. In this work, we used five transmit plane waves and a single estimation of the aberration profile to enable real-time imaging and live feedback to the operator. Moreover, we implemented the PS method with the beamsum channel correlation method; other techniques to estimate the AP, such as the multilagleast-squares cross-correlation method ([21]), may perform better.

The main limitation of this study is that the aberrator was invariant in the out-of-plane dimension, while the temporal bone has a complex three-dimensional shape. Our study considered two-dimensional imaging with a phased-array transducer. However, as
demonstrated earlier [21–23,40], a two-dimensional matrix array transducer is required for efficient phase aberration correction with the PS method.

4.4. Limitations in the Implementation of the Geometry-Based Aberration Correction Technique in This Work, Possible Improvements

In this paper, we used the accelerated refraction-corrected (ARC) image reconstruction technique as the representative of the methods that use the position and geometry of the bone layer for aberration correction [34]. This approach is not iterative, and the image grid points are used to describe the near and far surfaces of the bone layer and find the shortest travel-time connecting a pixel to an array element (Fermat’s principle). While this allows faster calculation of the travel-times and real-time image reconstruction with a GPU, there are more accurate ray-tracing methods (such as fast marching technique) that could outperform ARC at the expense of a higher processing time [31–33,44].

An ultrafast imaging sequence with a small number of transmit unfocused beams (such as five steered plane waves) might not provide optimal resolution for accurately segmenting the near and far surfaces of the temporal bone layer. To improve the performance of the GB method, a single-element synthetic aperture imaging sequence could be used first to estimate the position and geometry of the bone layer. Then, this information can be used for correcting the phase aberration when imaging with the ultrafast imaging sequence (multi-angle plane waves or diverging waves). Moreover, a transducer operating at an ultrasound frequency higher than 2.5 MHz may help to determine the position and geometry of thin temporal bones (close to 1 mm thickness).

As with the PS method, the performance of the GB method applied to a real temporal bone with complex three-dimensional shape would improve with a two-dimensional matrix array transducer. With such a transducer, the three-dimensional position and geometry of the bone layer could be determined. This would enable accurate three-dimensional ray tracing and, therefore, optimal phase aberration correction.

5. Conclusions

In this paper, we compared two phase aberration correction techniques (near-field phase-screen modeling (PS) and geometry-based reconstruction technique (GB)) when an ultrafast imaging sequence (five plane waves tilted from −15 to 15 degrees in cutaneous tissue) was used for data acquisition. The numerical results showed that the PS technique is strongly affected by speckle noise caused by a heterogeneous brain tissue model and fails to reveal many scatterers in the reconstructed image, while the GB method detects nearly all the scatterers. Compared to the PS approach, the GB method improves the signal-to-clutter ratio by 7.5 dB and reduces the localization error by up to 2 mm in our experimental study. The spatial lateral resolution is only slightly improved by 0.1 mm with the GB method in the experimental study compared with the PS approach. This work indicates that the GB method outperforms the PS method in the case of ultrafast transcranial ultrasound imaging with a single phased-array transducer used for data acquisition.
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