
Citation: Ling, T.; Zhu, Z.; Zhang, Y.;

Jiang, F. Early Ventricular Fibrillation

Prediction Based on Topological Data

Analysis of ECG Signal. Appl. Sci.

2022, 12, 10370. https://doi.org/

10.3390/app122010370

Academic Editor: Hirokazu Doi

Received: 16 July 2022

Accepted: 11 October 2022

Published: 14 October 2022

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2022 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

applied  
sciences

Article

Early Ventricular Fibrillation Prediction Based on Topological
Data Analysis of ECG Signal
Tianyi Ling , Ziyu Zhu , Yanbing Zhang and Fangfang Jiang *

College of Medicine and Biological Information Engineering, Northeastern University, Shenyang 110169, China
* Correspondence: jiangff@bmie.neu.edu.cn

Abstract: Early ventricular fibrillation (VF) prediction is critical for prevention of sudden cardiac
death, and can improve patient survival. Generally, electrocardiogram (ECG) signal features are
extracted to predict VF, a process which plays an important role in prediction accuracy. Therefore,
this study first proposes a novel feature based on topological data analysis (TDA) to improve the
accuracy of early ventricular fibrillation prediction. Firstly, the heart activity is regarded as a cardiac
dynamical system, which is described by phase space reconstruction. Then the topological structure
of the phase space is characterized with persistent homology, and its statistical features are further
extracted and defined as TDA features. Finally, 60 subjects (30 VF, 30 healthy) from three public ECG
databases are used to validate the prediction performance of the proposed method. Compared to
heart rate variability features and box-counting features, TDA features achieve a superior accuracy of
91.7%. Additionally, the three types of features are combined as fusion features, achieving the optimal
accuracy of 95.0%. The fusion features are then ranked, and the first seven components are all from
the TDA features. It follows that the proposed features provide a significant effect in improving the
predictive performance of early VF.

Keywords: ventricular fibrillation; phase space reconstruction; topological data analysis; persistent
homology; electrocardiogram signal

1. Introduction

Ventricular tachyarrhythmia (VTA) is the main cause of sudden cardiac death (SCD) [1]
and includes different types of arrhythmias such as ventricular tachycardia (VT) or ventric-
ular fibrillation (VF), which account for approximately 80% of SCD [2]. When VF occurs,
this arrhythmia can lead to cardiac arrest, leaving the patient unconscious and with no
pulse at all. Due to the short duration between onset and death, it is difficult for patients
to be resuscitated in time. Therefore, early prediction and warning of VF is a very critical
issue to raise the survival rate of patients.

Currently, VF prediction methods are mostly performed using electrocardiogram
(ECG) signals, mainly based on deep learning (DL) and machine learning (ML). For DL,
Tseng et al. used a convolutional neural network (CNN) model to predict VF 5 min in
advance and obtained an accuracy of 88%, using a total of 65 ECG records for training [3].
The prediction accuracy of DL methods is often lower than that of ML methods, due to the
limitation of data volume. Therefore, ML is widely applied to predict VF.

For ML methods, the forecast time of VF first needs to be determined, including long
lengths of 10 min or more, medium lengths of 4–6 min, and short lengths focused on
0–1 min. In terms of long length, few databases are available for long-time monitoring. For
example, Mandala et al. predicted VF 15 min in advance with 18 ECG records [4], and
Ebrahimzadeh et al. predicted VF 13 min in advance with 41 ECG records [5]. In terms of
short length, Taye et al. used 55 ECG records to predict VF 30 s in advance [6], and Joo et al.
used 78 ECG records to predict VF 10 s in advance [7]. The databases are more adequate
when the prediction is very close to the VF onset, leaving insufficient warning time for
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resuscitation. In terms of medium lengths, Khazaei et al. predicted VF 5 min in advance
with an accuracy of 95% using 38 ECG records [8], and Heng et al. predicted VF 4 min
31 s in advance with an accuracy of 98.44% using 64 ECG records [9]. There are adequate
databases available for medium length predictions with sufficient warning time, so this
study focuses on the forecast time of medium lengths for VF prediction.

Moreover, feature extraction plays an essential role in VF prediction accuracy. Heart
rate variability (HRV) estimation has been used as the main feature to predict VF [10,11],
including time domain [5,7], frequency domain [7], time-frequency [5,12], and nonlinear
domain [5,8,12]. In addition, morphological features of ECG signals have also been em-
ployed to predict VF [13], such as QRS interval and Q-wave peak [4], as well as T-wave,
ST-segment, and QT interval [14]. Recently, phase space reconstruction (PSR) has been
applied to observe the nonlinear dynamical behavior of ECG series for VF prediction.
PSR treats heart activity as a nonlinear dynamical system, which can be mapped from
a one-dimensional time series to a multidimensional space using time-delay embedding
parameters [15,16]. The box-counting method is commonly used for extracting statistical
features from PSR trajectories [17]. For ECG-based VF prediction, statistical features mainly
include mean (µ), variance (σ), skewness (γ), coefficient of variation (CV), kurtosis (β),
J index, and self-similarity features [9,18–20]. It follows that the PSR method is feasible
to predict VF. Topological data analysis (TDA) features characterize the internal topolog-
ical structure of PSR trajectories and are sensitive to the weak changes of ECG signals.
Therefore, we propose a TDA-based VF prediction method to improve prediction accuracy.

The main contributions of this study are listed as follows: (1) TDA features of ECG
are first proposed to predict VF in this study, contributing a new insight for characterizing
nonlinear dynamical behavior of ECG signal. (2) The influence of PSR reconstruction
parameters combined with split frame lengths on the accuracy of VF prediction is inves-
tigated for the first time, providing an opportunity to mitigate the limitations caused by
empirical parameters. (3) Compared to previous ECG-based VF prediction methods, the
forecast time of the proposed method is effectively advanced with sufficient data volume
and comparable prediction accuracy. Therefore, this study provides an effective features
extraction method for early VF prediction.

The remainder of the study is structured as follows: Section 2 outlines the materials
and methods, followed by Section 3 which presents the experimental results of the methods
used in this study, while Section 4 contains a discussion of the results, a comparison of the
results to other methods, and conclusions.

2. Materials and Methods

A flow chart of the VF prediction proposed in this study is shown in Figure 1.

2.1. Data Pre-Processing

Three public databases from PhysioNet are utilized in this study, including Creighton
University Ventricular Tachyarrhythmia Database (CUDB), Sudden Cardiac Death Holter
Database (SDDB), and Physikalisch-Technische Bundesanstalt Diagnostic ECG Database
(PTBDB). CUDB consists of 35 eight-minute ECG records at a sampling rate of 250 Hz, from
individuals presenting sustained ventricular tachycardia, ventricular flutter, and VF [21].
The records in SDDB were obtained primarily at Boston-area hospitals in the 1980s, and cur-
rently include 18 subjects with basal sinus rhythm (four with intermittent pacing, one with
persistent rhythm, and four with atrial fibrillation), with records digitized at 250 Hz. All
subjects sustained ventricular tachyarrhythmias and most suffered actual cardiac arrest [22].
The ECG records collected in PTBDB are obtained using a non-commercial PTB prototype
logger and contain 549 records from 290 subjects at a sampling rate of 1000 Hz, 52 of whom
are healthy controls [23]. In CUDB, some patients have less than 5 min of recording time
before the onset of VF and were eliminated to meet the requirement of forecast time. In
SDDB, four data labeled as atrial fibrillation, two data without VF onset time, and two VF
data with poor signal-to-noise ratio were removed. Thirty subjects were selected from
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CUDB and SDDB as VF data. To balance the two types of data, 30 healthy subjects were
selected from PTBDB as non-VF (nVF) data. All 60 selected records are shown in Table 1.
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Figure 1. Workflow of the proposed method for prediction of VF.

Table 1. Sixty selected ECG records from CUDB, SDDB, and PTBDB.

Database Data Sampling Rate

CUDB ‘cu10′; ‘cu11′;‘cu13′;‘cu24′;‘cu17′;‘cu22′;‘cu23′;
‘cu05′;‘cu15′;‘cu19′;‘cu32′;‘cu33′;‘cu03′;‘cu14′;‘cu18 250 Hz

SDDB 31;32;33;34;35;36;37;38;44;45;46;47;48;50;51 250 Hz

PTBDB

‘s0552_re’;‘s0551_re’;‘s0543_re’;‘s0534_re’;
‘s0533_re’;‘s0532_re’;‘s0531_re’;‘s0527_re’;‘s0526_re’;‘s0506_re’;
‘s0504_re’;‘s0503_re’;’s0502_re’;’s0500_re’;’s0499_re’;’s0496_re’;
’s0491_re’;‘s0487_re’;‘s0486_re’;‘s0481_re’;‘s0480_re’;‘s0479_re’;
‘s0478_re’;‘s0474_re’;‘s0473_re’;‘s0472_re’;‘s0471_re’;‘s0470_re’;

‘s0469_re’;‘s0468_re’

1000 Hz

For pre-processing, the nVF data from PTBDB were first downsampled to 250 Hz. Then,
both VF and nVF data were passed through a moving average filter with a window length
of 10 samples to remove the baseline drift caused by the subject’s breathing; a 50 Hz band
stop filter was applied to eliminate industrial frequency interference. Finally, normalization
was applied to draw the distinction among the three databases by unifying the signal
amplitudes to a range between 0 and 1. Figure 2 shows the results of the pre-processing.

After pre-processing, the ECG split frame was intercepted from each VF data, as
shown in Figure 1. In this study, the forecast time was selected as 5 min, and the split frame
lengths were selected as 5 s, 8 s, 10 s, and 15 s, respectively. For the control data, the same
length of the split frame was intercepted from each nVF data.
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Figure 2. Results of pre-processing. (a) The original ECG signal; (b) The pre-processed ECG signal.
By comparison, the baseline drift in the original ECG signal is eliminated by moving average filtering
and its amplitude is adjusted to the 0–1 range by normalization.

2.2. TDA Features Extraction
2.2.1. Phase Space Reconstruction

Takens’ study, presented in the 1980s, is an important theoretical basis for PSR [24],
revealing the dynamical mechanism of nonlinear systems. As stated in Takens’ theorem,
a phase space can be reconstructed from a one-dimensional chaotic time series, which
is equivalent to the original system in a topological structure. Therefore, PSR is able to
capture the effective information about the system from a univariate time series.

Takens’ theorem M is a d-dimensional manifold, the map ϕ : M→ M is a smooth
differential homogeneous embryo, and the map y : M→ R has continuous second-order
derivatives Φ(ϕ, y) : M→ R2d+1 , which are described as Formula (1).

Φ(ϕ, y) =
(

y(x), y(ϕ(x)), y
(

ϕ2(x)
)

, . . . , y
(

ϕ2d(x)
))

, (1)

Then, Φ(ϕ, y) results in the embedding of M into R2d+1.
The current PSR commonly uses the coordinate delay reconstruction method proposed

by Packard et al. [25], which essentially uses a fixed time delay 0, τ, 2τ, . . . , (m− 1)τ in a
one-dimensional time series {x(t)} to construct the m-dimensional phase space vector:

X(t) = {x(t), x(t + τ), x(t + 2τ), . . . x(t + (m− 1)τ)}. (2)

The phase space trajectory of the signal can be plotted as follows: plot x(t) on the
x-axis and x(t + τ) on the y-axis. Such a trajectory is called a two-dimensional phase space
image. To generate a higher dimensional phase space trajectory, the embedding dimension
m requires to be raised and more delay sequences need to be inserted [17].
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Therefore, two important reconstruction parameters need to be determined: time
delay τ and embedding dimension m. τ and m can take arbitrary values for ideal one-
dimensional time series, which are infinitely long and noiseless. However, the time series
in practice are finite and noisy, so τ and m cannot be taken arbitrarily, which may affect the
effect of PSR.

The criterion for choosing τ is to make the original sequence and the delayed sequence
linearly independent from each other, so that they can be treated as independent coordi-
nates in the reconstructed phase space. Primary choosing methods include auto-correlation
function (ACF) [26], average mutual information (AMI) [27], and average displacement
(AD) [28]. In this study, the AMI method is applied to determine τ. The mutual infor-
mation (MI) describes the correlation between two variables, which can be calculated by
correlation entropy. When the MI function reaches the minimum, the corresponding τ is
the appropriate time delay.

For the embedding dimension m, it can be derived from Takens’ theorem that the
ideal reconstruction can be achieved when m is large enough, but the computational
effort increases exponentially with the increase of m. Therefore, it is necessary to find the
minimum embedding dimension m that is sufficient for embedding. The common methods
are singular value decomposition (SVD) [29] and false nearest neighbors (FNN) [30]. In this
study, the FNN method is applied to determine m. When two points that are not adjacent
in the d-dimensional space become adjacent in the (d-1)-dimensional space, they are called
false neighbors. As m increases, the embedding becomes progressively sufficient, and
the false neighbors are eliminated. When the false neighbors no longer decrease with the
increase of m, the trajectory is considered to be sufficiently embedded, and the optimal m
is obtained. Assuming that two points in one-dimensional time series are neighbors, the
distance between them is calculated. With the increase of m, if the embedding changes the
distance between the neighbors appreciably, they are regarded as false neighbors.

Figure 3 illustrates the phase space trajectories of a 10 s VF split frame and a 10 s nVF
split frame when m is chosen as 2 and τ is chosen as 12.
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As shown in Figure 3, PSR reconstructs attractors through finite data to observe the
behavior of the dynamic system. For the nVF split frame in Figure 3b, the curves in the
phase space image show a regular structure with a compact distribution of trajectories. For
the VF split frame in Figure 3a, the curves fill the region in an irregular manner, which is
caused by the abnormal heart rhythm, resulting in an obvious difference between the phase
space trajectories of VF and nVF. PSR effectively distinguishes between VF and nVF split
frames, whose structures can be statistically characterized by TDA.
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2.2.2. Topological Data Analysis

TDA provides insight into the underlying structure in data points of various dimen-
sions [31], making it effective for the analysis of high-dimensional phase trajectory obtained
by PSR, which is also considered as a high-dimensional point cloud due to its discrete form.
Persistent homology (PH) is a TDA method for describing the latent structure of a point
cloud which is computed during the filtration of the point cloud. Point cloud filtration
using the Rips complex has been used for ECG analysis and has been proved to be effective,
for example for atrial fibrillation detection [32]. Therefore, this study employs Rips complex
filtration for TDA feature extraction.

PH can be characterized by the Betti number, which implies n-dimensional holes in
the Rips complex. Since the period between the start of the hole and its disappearance
is considered as PH, it can be presented as a barcode, which is a table of PH and its
corresponding Betti numbers [32]. Figure 4 demonstrates the barcode diagrams of a 10 s
VF split frame and a 10 s nVF split frame when m is chosen as 6 and τ is chosen as 12.
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In this study, the SimBa method is used to obtain approximate results of Rips filtration
for improving computational efficiency [33], and the extraction procedure of TDA features
is described as follows:

1. Obtain the barcode from the point cloud;
2. Calculate the PH duration length (PHDL) of each complex during the filtration process,

which is defined as the difference between the radius when the complex disappears
and the radius when the complex appears:

PHDLb(i) = εdisappear − εappear(i = 1, 2, 3, 4, . . . , N), (3)

where b is the Betti number, ε is the radius during the filtration process, and there are
N complexes in the barcodes; and,

3. Finally, the three statistical features of PHDL in the barcodes with Betti number b are
calculated as follows:

sumb =
N

∑
i=1

PHDLb(i), (4)

meanb =
1
N

N

∑
i=1

PHDLb(i), (5)

varb =
1

N− 1

N

∑
i=1
|PHDLb(i)−meanb|2 (6)

Totally, nine TDA features were calculated from the point clouds obtained from PSR;
they are listed in Table 2.

Table 2. Defined nine TDA features.

Features TDA 0 TDA 1 TDA 2

Sum sum 0 sum 1 sum 2
Variance var 0 var 1 var 2

Mean mean 0 mean 1 mean 2

2.3. Other Features Extraction

To evaluate the performance of the proposed TDA features, we extracted box-counting
features and HRV features using the same ECG data.

2.3.1. Box-Counting Features

In the box-counting method, the embedding dimension m is usually assigned a value of
2, allowing the inscription of a two-dimensional phase-space image describing the trajectory
of the system [17,34]. Box-counting method can characterize the signal complexity and
identify potential ECG signal desynchronization phenomena [20]. After obtaining the
phase space image, it is exported as a 1024 × 1024 high-resolution grayscale image. The
pixels in the image are counted as “black box” if the pixel value is 0 and as “white box” if
the pixel value is 1. The black-box pixels represent the measure of trajectory spreading, so
it will be counted to calculate statistical parameters named as box number nb. In this study,
two parameters, CV and κ, were calculated with sliding windows. CV is the distribution
of the trajectory normalized by the mean, which is the ratio of the standard deviation (σ) to
the mean (µ).

µ =
1
N

N

∑
i=1

nb(i), σ =

√√√√ 1
N

N

∑
i=1

(nb(i)− µ)2,(i = 1, 2, 3, 4, . . . , N) (7)

CV =
σ

µ
, (8)
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κ is the fourth-order statistical moment of the box number, measuring whether the
data distribution is steeper or flatter relative to the normal distribution [18].

κ =

√√√√ 1
N

N

∑
i=1

[(nb(i)− µ)/σ]4,(i = 1, 2, 3, 4, . . . , N), (9)

where N is the number of sliding windows.

2.3.2. HRV Features

For ECG signal, the R-peak is detected to obtain the R-R interval (RRI) sequence. In
this study, 7 HRV features were calculated using mean value (MNN), standard deviation
(SDNN), root mean square of continuous difference (RMSSD), NN50, PNN50, skewness,
and kurtosis of RRI sequence: all are shown in Table 3 [10,11].

Table 3. Seven HRV features.

Features Equation

MNN
N
∑

i=1
Y(i)/N

SDNN

√
N
∑

i=1
(Y(i)−MNN)2/N

RMSSD

√
N
∑

i=1
(Y(i + 1)− Y(i))2/(N− 1)

NN50 The number of RRI sequences where the difference between adjacent terms
is greater than 50 ms

PNN50 The ratio of the number of adjacent terms in RRI sequence whose
difference is greater than 50 ms to the sequence length

skewness M3

√
(M2)

3

kurtosis M4

(M2)
2 − 3

Where Y is an RRI sequence, N is the number of data points in the RRI sequence, Mk is the k statistical moment of
RRI sequence.

2.4. VF Prediction

To distinguish VF from nVF, nine TDA features, two box-count features, and seven
HRV features were fed into 5 ML classifiers, respectively, including decision tree (DT),
random forest (RF), logistic regression (LR), support vector machine (SVM), and k-nearest
neighbor (KNN). VF was predicted when the output was 1, while nVF was predicted when
the output was 0. Accuracy was used as the performance indicator:

Accuracy =
TP + TN

TP + TN + FP + FN
(10)

where TP is true positive, TN is true negative, FP is false positive, and FN is false negative.

3. Results
3.1. Reconstruction Parameter Determination

For the determination of τ, the AMI method was used in this study. Based on the
split frame lengths of 5 s, 8 s, 10 s, 15 s, MI functions of 60 split frames were calculated
individually; when the MI function of each split frame reached the first to the fifth local
minima, the corresponding τ values were recorded. Figure 5 illustrates the distribution of
τ values of each local minimum for the four split frame lengths with box plot, including its
upper and lower edges, median, and outliers.
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Figure 5. Box plots for four different split frame lengths. (a) 5s-length split frame: the median of the
first local minimum of the MI function is obtained as 12; (b) 8s-length split frame: the median of
the first local minimum is 10.5; (c) 10s-length split frame: the median of the first local minimum is
12.5; (d) 15s-length split frame: the median of the first local minimum is 11. And the “+” represents
the outlier.

As shown in Figure 5, the box plots demonstrate a widening trend from the first to the
fifth local minimum, indicating that MI is becoming dispersed. To achieve the minimum
value of MI, the median of the first local minimum was selected as the appropriate value
of τ. For the split frame lengths of 5 s, 8 s, 10 s, 15 s, the range of τ was 10.5–12.5, so the
integer 11 or 12 was chosen as the optimal value of τ.

For the calculation of m, the FNN method was used in this study. After selecting
τ as 11 and 12, their respective probability density curves of m were plotted (Figure 6).
The two curves are tangent at m = 6, and 83% of the data are sufficient for embedding.
Considering the limitation of the computational effort, six was taken as the value of m.

3.2. Split Frame Length Selection

From Figure 5, it can be observed that there is an interaction between the split frame
length and the reconstruction parameter τ which probably influences the performance
of classifier. Therefore, four split frame lengths (5 s, 8 s, 10 s, and 15 s) and two τ values
(11 and 12) were paired to extract TDA features. Five ML classifiers were used to predict
VF, and the superior classifiers are listed in Table 4 with their accuracy.

As shown in Table 4, DT and RF demonstrate superior classification performance.
For the value of τ, the accuracy of 12 is generally higher than that of 11, so optimal τ
was selected as 12. Moreover, with increasing split frame length, the accuracy gradually
decreases; as a result, optimal split frame length was chosen as 5 s.
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Table 4. VF prediction accuracy of superior classifiers.

τ 5 s Split Frame 8 s Split Frame 10 s Split Frame 15 s Split Frame

11 90.0% RF 86.7% RF 88.3% DT 83.3% DT
12 91.7% RF 93.3% RF 88.3% RF 83.3% RF

3.3. Prediction Performance Comparison

To evaluate the performance of the proposed TDA features, we extracted the box-
counting features and HRV features with 60 ECG split frames. In addition, nine TDA
features, two box-counting features, and seven HRV features were combined to form 18
fusion features vector. Then, all types of the features were respectively fed into 5 ML
classifiers. The classification accuracy with 10-fold cross-validation is shown in Table 5.

Table 5. Combination of different types of features and classifiers.

ML
Classifiers

Box-Counting
Features

HRV
Features

TDA
Features

Fusion
Features

Decision Trees 70.0% 61.7% 86.7% 91.7%
Logistic

Regression 65.0% 56.7% 53.3% 55.0%

SVM 71.7% 71.7% 55.0% 55.0%
KNN 63.3% 66.7% 55.0% 53.3%

Radom Forest 61.7% 65.0% 91.7% 95.0%
Where m is 6, τ is 12, and split frame length is 5 s.

It can be seen that the accuracy obtained by TDA features is significantly higher than
that of the other two types of features, respectively; prediction performance was further
improved by fusing the features.

3.4. Features Ranking

In order to verify the characterization performance of the proposed TDA features,
we applied five features selection methods (MI, chi-square tests, minimum redundancy
maximum relevance (MRMR), out-of-bag predictor for RF, and ReliefF algorithm) to rank
the three types of features. Among them, MI method uses MI values to measure the
correlation between the features [35]. Chi-square tests rank features using the p-values
of the statistics [36]. MRMR method minimizes the redundancy of the feature set and
maximizes the relevance of the feature set to the response variable [37,38]. Out-of-bag
method measures the influence of the features on the prediction results [39–41]. The ReliefF
algorithm finds the appropriate weight for each feature through the reward and penal
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mechanism [42–44]. Table 6 shows the predictor importance scores of each feature for
each method.

Table 6. Predictor importance scores for five features selection methods.

Features MI Chi−Square MRMR Out-of-Bag ReliefF

TDA0_sum0 −0.06973 8.52156 0.14073 0.35355 0.22132
TDA1_sum1 −0.05626 9.05480 0.16236 0.38521 0.26416
TDA2_sum2 −0.26306 1.10083 0.05174 0.06355 −0.04202
TDA0_var0 −0.02478 12.90666 0.36806 0.70518 0.58501
TDA1_var1 −0.08660 4.96328 0.13049 0.29902 0.20516
TDA2_var2 −0.05625 10.68233 0.26268 0.48215 0.26509

TDA1_mean1 −0.03002 11.78756 0.29908 0.62190 0.40754
TDA2_mean2 −0.12454 1.84986 0.12685 0.17107 0.12099

MNN −0.13324 1.77568 0.10477 0.14286 0.08333
SDNN −0.39715 0.18215 0.00018 −0.14286 −0.14500

RMSSD −0.83429 0.06164 3.49049 × 10−15 −0.14286 −0.15243
NN50 −0.31335 0.76527 0.00076 −0.10643 −0.12677

PNN50 −0.27056 1.06271 0.04106 0.00000 −0.07877
kurtosis −0.31891 0.39783 0.00071 −0.14286 −0.13620
skewness −0.09189 2.35361 0.13049 0.24026 0.13275

CV −0.27523 1.03846 0.02133 −0.03349 −0.09768
κ −0.13934 1.15556 0.05641 0.09654 0.07217

Where m is 6, τ is 12, and split frame length is 5 s.

Since each method yielded a different range of predicted impact scores, all features
were ranked in each method based on Table 6. For each feature, the average of its five
ranking values in the different methods was calculated; the average ranking of each feature
is shown in order in Figure 7.
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From Figure 7, the TDA features appear, generally, in higher-ranking positions, indi-
cating that the characterization performance of the proposed features is superior than that
of the other two previous features.

4. Discussion
4.1. Effect of Reconstruction Parameters and Split Frame Length

In the TDA features extraction workflow, PSR was applied to obtain the point cloud.
The reconstruction parameters of PSR are proved to have a great influence on the ability
of the point cloud to characterize the intrinsic properties of the original system. In previ-
ous approaches, the reconstruction parameters were mostly selected empirically, lacking
theoretical support and generalizability. In this study, we compared the effects of the
reconstruction parameters m and τ on the performance of ECG-based VF prediction. In
Figure 5, for each split frame length, the distribution of all τ values tend to spread gradually
from the first to the fifth local minimum, indicating that the MI of the original sequence
and its time-delayed sequence are gradually increasing. Therefore, the first local minimum
was selected to reduce correlation between the two sequences. From inspecting Figure 6,
choosing m = 6 as the minimum embedding dimension enabled over 80% of the data to be
sufficiently embedded without causing a large computational burden. It can be seen that
the choice of reconstruction parameters directly affects the efficacy of the point cloud and
the characterization ability of the TDA features, which is an essential part of VF prediction.

In addition, the effect of the split frame length on the prediction results is discussed,
with results demonstrated in Table 4. A trend can be seen in the accuracy results obtained
from the classification at different split frame lengths with τ. For both alternative τ values,
the accuracy decreases gradually with increasing split frame lengths. This suggests a
possibility of a latent selectivity of TDA for the size of the point cloud. It means that for
point clouds reconstructed from ECG signals, if the split frame length is short and, thus,
the point cloud is small, then, TDA features are more sensitive to the imminent onset of VF.
As the split frame lengths become longer, information about VF is gradually obscured.

4.2. Evaluation of TDA Features

To evaluate the performance of the TDA features, we ranked the entire 18 features
using five features selection methods in this work. As shown in Table 6, it can be seen that
the TDA features achieve high rankings under various selection methods. In Figure 7, the
first seven average rankings are all from TDA features, which indicates that TDA features
have an obvious advantage over both HRV features and box-counting features. This may
be a result of the fact that the TDA method is able to capture potential details in the time
sequence and, together with PSR, can derive the information embedded in the system
corresponding to the original signal. For the box-counting features, which are also based
on PSR, the characterization ability is limited because of the insufficient reconstruction
dimension. Moreover, the HRV features only analyze the information contained in the
heartbeat itself, excluding the information of the system contained in the original signal,
causing it to get ranked at lower positions. However, the HRV feature skewness achieved
the highest ranking behind the TDA features, probably owing to its ability to represent
changes in heartbeat rhythm patterns before the onset of VF. In addition, as shown in
Table 5, the TDA features achieved the best classification accuracy, which also proves the
advantage of the proposed features.

4.3. Comparison with Previous Prediction Methods

Previous ECG-based VF prediction methods were compared, and databases, features,
and prediction performance corresponding to the selected literature are listed in Table 7.

In terms of the data volume and databases used, 60 ECG records from three databases
were used for our study. Among the listed literature, only Joo et al. [7] and Jeong et al. [12]
employ a larger amount of data, but both exhibit limitations in the length of forecast time,
meaning that the predictions are too close to the onset of VF to provide an advantage in
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early prediction. In terms of forecast time, we predict VF 5 min before the onset. Studies
conducted by Ebrahimzadeh et al. [5] and Mandala et al. [4] achieved longer forecast times,
but both are limited by the small data volume. Also, the lack of diversity in databases
makes the generalizability of the methods challenging, while the accuracy is lower than
our proposed method. For the prediction performance, Khazaei et al. [8], Heng et al. [9],
and Taye et al. [6] achieve higher accuracy. However, the forecast time proposed by [6] is
very close to the onset of VF. Although [8] is close to our work in terms of forecast time
and accuracy, it uses a smaller amount of data from only two public databases, making the
prediction result limited by the data. Compared to [9], we advance the forecast time by half
a minute while guaranteeing the prediction accuracy, which proves the advantage of this
work in relation to early VF prediction.

Table 7. List of studies on the ECG-based VF prediction.

Reference Index Forecast Time Database Split Frame
Length ECG Features Prediction

Performance

[4] 15 min NSRDB 9
VFDB 9 60 s 12 morphological

features
Sensitivity 95%
Specificity 90%

[5] 13 min SDDB 23
NSRDB 18 60 s 23 HRV features Accuracy 84.28%

[6] 30 s
CUDB 27
PAFDB 22
NSRDB 6

120 s 4 QRS features Accuracy 98.6%

[7] 10 s MVTDB 78 5 min 11 HRV features Accuracy 92.2%

[8] 5 min SDDB 20
NSRDB 18 60 s 13 HRV features Accuracy 95%

[9] 4 min 31 s CUDB 32
PTBDB 32 10 heart beats 2 box-counting

features Accuracy 98.44%

[12] 0 s

CUDB 29
MVTDB 30 +29

PAFDB 12
NSRDB 18

20 s 5 HRV features Accuracy 88.64%

Our work 5 min
CUDB 15
SDDB 15

PTBDB 30
5 s,8 s,10 s,15 s

2 box-counting
features

9 TDA features
7 HRV features

Accuracy
95%

5. Conclusions

This study sets out to find a new feature for early VF prediction with enhanced perfor-
mance. The proposed TDA features provide a new perspective on cardiac activity based on
nonlinear dynamics. Experimental results indicate that the proposed features effectively
improve the accuracy in the field of medium length VF prediction. The proposed features
have the potential to be used in the diagnosis of other cardiac diseases. However, the
amount of data in the databases used for this study is limited, which will be supplemented
with more ECG-based VF databases in future works. Moreover, the elimination of differ-
ences among databases needs to be investigated. This will offer the possibility to predict
VF earlier with guaranteed accuracy.
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