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Abstract: The size of the memory market is expected to continue to expand due to the digital transformation triggered by the fourth industrial revolution. Among various types of memory, NAND flash memory has established itself as a major data storage medium based on excellent cell characteristics and manufacturability; as such, the demand for increasing the bit density and the performance has been rapidly increasing. In this paper, we will review the device operation algorithm and techniques to improve the cell characteristics and reliability in terms of optimization of individual program, read and erase operation, and system level performance.
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1. Introduction

As 2D NAND faces physical limitations such as an increase in cell-to-cell interference and a decrease in the number of electrons per unit cell [1], NAND business has embraced a dramatic transition to 3D NAND to achieve the cost per bit scaling trend [2]. Three-dimensional NAND memory has a word line (WL) stacked structure in which the gate electrode and the insulating film are alternately stacked with a hole penetrating from the top layer to the bottom layer via a single etching process [3], which dramatically lowers the process cost while significantly increasing the cell dimensions compared to 2D NAND, and thereby greatly improve the performance and reliability characteristics [4]. However, over the last few years in 3D NAND manufacturing, as the physical dimensions of the unit cell have decreased to continuously improve the bit density, cell-to-cell interference and retention characteristics have begun spontaneously to deteriorate [5]. On the other hand, not only the bit density but also the chip performance requirements, such as the programming throughput, have been continuously increasing in the market [6], as shown in Figure 1. Therefore, the current 3D NAND industry is struggling with a double hardship in which it is necessary to improve various cell characteristics caused by small unit cell size and also improve the device performance. Thus far, one direction to address the above technology challenges is the development of new process integration and materials, and many review papers have reported on this [7–9]. However, there has been few reviews from the perspective of device operation techniques and algorithms, although many studies are being conducted.

In this paper, we will review a device operation algorithms and techniques to improve the cell characteristics and reliability in terms of optimization of individual program, read and erase operation, and system level performance. This paper is composed of three sections of Program, Read, and Erase operations in Sections 2–4, respectively. Each section will be subdivided into several areas in terms of the major research directions and briefly describe the background of individual algorithms, ideas to be improved, and some technical limitations.
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2. Program Algorithm

The major motivations for developing program operation can be roughly divided
into three categories. The first is to improve the program disturbance characteristics
during program operation; the second is to reduce the programming time to improve the
performance of the NAND chip; the third is to improve device reliability caused by 3D
NAND geometry and process integration.

2.1. Improvement of the Program Disturb

Compared to 2D NAND, there is a possibility that the program disturbance characteristics in 3D NAND are severely deteriorated due to the following reasons. First, because there are multiple strings in one block, new program disturbance stress modes, such as Y-mode and XY-mode, are added in conjunction with X-mode disturbances existing in 2D NAND [12]. In particular, since the number of slits for block-to-block separations is reduced to increase the chip density [11], the number of strings is expected to increase continuously; thereby, Y-mode program stress will be the main cause further diminishing the memory window. Second, since 3D NAND uses poly-silicon as channel material, the on/off characteristic of the select transistor is much worse than that of 2D NAND, and the off-state leakage current flows through the select gate in boosting mode, which weaken the program disturbance [13]. Third, since it is difficult to remove electrons in the poly-
silicon channel during the pre-charge operation due to the grain boundary trap [14,15], achieving high channel potential in boosting mode is very challenging. Fourth, when large channel potential difference between adjacent WLs is applied in the end of programming loop [16], the electron/hole pair generated via the trap-assisted band-to-band tunneling (BTBT) mechanism reduces the channel boosting potential [17,18]. Fifth, due to the floating body characteristics of 3D NAND, a negative down-coupling phenomenon occurs during the falling of the verify pulse of the selected and the unselected WLs [19], aggravating the deterioration of the hot carrier injection (HCI) program disturb [20]. In this respect, various enhancement algorithms to improve the obstacles of the above program disturb will be described.

Shim et al. proposed a few approaches to suppress the program disturbance: keeping
higher Vt level of top select transistor and adopting the negative top select transistor bias
during program operation [12]. In the Y-mode program disturbance, unselected strings
hanging on the same BL in the program cell should be inhibited with the same BL bias
0 V. Therefore, both forming a high Vt level of the top select transistor and applying the
negative bias in top select transistor during program operation can present better cut-off
characteristics of select transistors. However, if too high a negative voltage is applied,
gate-induced drain leakage (GIDL) current is rapidly generated at the junction overlap region underneath the select transistor, which could make boosting level lower.

To reduce the increasing Y-mode program stress, Yamashita et al. proposed an improved pre-charging method [21], as shown in Figure 2. A block has several upper select transistors, while WLs and lower select transistors are shared within a block. The sharing of WLs allows the memory area to be reduced; however, the unselected strings are also disturbed, since the program voltage is applied through the shared WLs. To decrease program disturbance of an unselected string, a very high bit line (BL) bias is applied to the unselected string before the program operation, enhancing the initializing efficiency of the channel potentials. However, for this operation, a high BL bias must be transmitted to the channels of unselected strings, so there is a side effect of an increase in programming time. Therefore, this method is not used at the beginning of ISPP operation, but only during the last program pulse loop, when channel boosting is insufficient to minimize program disturbance degradation.

Figure 2. (a) Four strings in a block and USP sequence. Reprinted/adapted with permission from Ref. [21], 2017, IEEE. (b) Cell distribution using USP sequence. Reprinted/adapted with permission from Ref. [21], 2017, IEEE.

On the other hand, to further improve the program disturbances caused by electrons trapped at the grain boundary of the poly silicon channel, Zhang et al. proposed a new pre-charge method [22]. Due to the limited carrier mobility of poly-Si channel, the conventional BL pre-charge scheme is not strong enough to initialize the channel potential of an unselected string [23]. To enhance the pre-charging efficiency, the BL pre-charging voltage has to be increased, and thereby, the pre-turn on voltage of the upper select transistor is also increased [21]. In this paper, however, the pre-turn on the voltage of the upper select transistor is applied even as ground. This scheme demonstrates that program disturb can be improved by directly supplying holes into the channel by implementing an operation method similar to the GIDL current formation of the erase operation [3]. However, to implement this method, a high voltage gap of 4 V or higher must be applied between the BL and the select transistor because the GIDL current must be sufficiently generated [24]. In this case, it will be necessary to develop a page buffer circuit to drive a high BL bias and additional revision to compensate for the increased programming time due to a longer GIDL generation time.

In addition, to reduce the trap-assisted BTBT current generated by grain boundary trap, a method of arranging a dummy WL bias between the select transistor and the main cell during program operation was proposed [12,25]. By gradually adjusting their pass voltage during program operation, program disturbances caused by HCI were also reduced. Meanwhile, in respect to optimization of dummy WL operation during program, W.-C. Chen et al. proposed a two-step pulse method [26] in which a low pre-voltage is first applied in the BL pre-charge period and then a relatively high dummy WL bias is applied.
in the program pulse period, rather than simply applying a same bias to the dummy WL at once. This technique demonstrates that it is possible to control HCI program disturbance from the dummy WL, by reducing the transverse electric field between the dummy WL and the edge main WL.

W.-L. Lin et al. proposed a method of minimizing negative down-coupling by holding the pass voltage of unselected WLs after the verify operation [27]. Their programming algorithm consists of a sequence of a program operation followed by a verify operation to check if the target threshold voltage is reached; this process is repeated with increasing program voltages until all cells on the page have reached the target threshold voltage [28]. In 3D-NAND architectures, since the conductive path is not formed in the string except for BL and source line (SL), the channel potential can capacitively couple with WLs and drop to negative voltages when WL voltage falls during the verify operation [19]. In this approach, holding a pass voltage of unselected WLs without lowering it to the ground after the verify operation is finished is suggested. However, this method can lower the boosting efficiency during subsequent program operation, and so may cause soft programming disturb. Another recommendation is to softly turn on the WLn-1/n-2 cells before the program operation. This shares the channel potential of the down-coupled cell region with other regions so that subsequent high lateral electric fields are not applied, relieving the HCI disturbance; however, this pre-turn on condition consumes extra time, degrading program performance.

Apart from the above circuit-level or chip-level hardware-based approaches, some software-based approaches can provide one part of the solution to mitigate the program disturbance. Y.-M. Chang et al. proposed a programming method by dividing one physical block into two logical sub-blocks (referred to as reliable blocks) [29]. The selected pages to form a reliable block are not adjacent with each other. Thus, programming each page in a reliable block with interlaced mapping causes minimal disturbance to other pages in the same reliable block.

2.2. Improvement of Program Performance

Most major 3D NAND memory manufacturers, such as Samsung, SK Hynix, and Micron, began to produce TLC NAND products from 2015, and competition to improve program throughput of TLC operation has started to accelerate [11]. Regarding multi-plane operation, in the middle of 2010, two-plane architecture started to be used; now, four-plane operation has become the mainstream [30–32]. In addition, starting from a programming time of ~800 us in 2014, current TLC NAND products are required to operate at value of less than 400 us [6], as shown in Figure 1. In the future, the market will continuously demand high performance NAND flash memory with lower cost and higher bit density. In addition, among NAND flash manufacturers, QLC product development is in progress and competition to improve QLC performance is expected to intensify in the next few years. In this chapter, we will review several algorithms to improve program performance.

In 2D NAND, as the device size is scaled down, cell-to-cell interference by capacitive coupling between adjacent WLs increases rapidly, so a coarse and fine reprogram scheme was generally applied [33]. In the early stages of the transition from 2D to 3D NAND, this reprogram operation was also adopted in 3D NAND for enhancing the cell distribution width. However, as the cell characteristics and reliability of the charge trap device of 3D NAND have progressively improved, the page buffer circuit accepts 3 pages of data at once and completely performs the programming operation in a single Incremental Step Pulse Program (ISPP) sequence, as shown in Figure 3 [34]. As a result, program throughput has been dramatically improved and power consumption greatly reduced. Next, 3 bits/cell 3D NAND Solid-State Drives (SSDs) have been shipped in earnest for both Client and Data Center applications.
Figure 3. High-speed program (HSP) of V-NAND. Reprinted/adapted with permission from Ref. [35], 2016, IEEE.

Several methods of reducing the time of the verify operation have been proposed to reduce the programming unit time. In NAND flash memory, the number of pulses for verifying is much larger than that of the program pulse during entire actual program time; this is because the verify operation must be performed individually on all cells to check if target threshold voltage is reached, whereas the program pulse is applied for all cells at once. D.-h. Kim et al. proposed a new predictive verify concept to reduce the number of verifications [36], as shown in Figure 4. In general, after the program pulse is applied, verification is performed to check if threshold voltage has reached the target level. If it is expected that threshold voltage has reached the target level right after the program pulse, the next verify operation step could be skipped. In this case, since the probability of not being able to program to the target threshold voltage also increases, it is likely to widen the left side of the final cell distribution. Therefore, the trade-off between the program performance and cell distribution must be carefully considered. On the other hand, T. Pekny et al. suggested a dual verify scheme [31]. To simultaneously perform verification of two adjacent Vt levels in one verify operation, two different BL bias were applied from a page buffer circuit, wherein two distribution levels were verified in one WL step. This method was applied to QLC with a small gap between adjacent Vts, but it can be also adopted to TLC when the BL bias increases further.

Figure 4. (a) Proposed program scheme using predictive verifying concept. Reprinted/adapted with permission from Ref. [36], 2020, IEEE. (b) The number of verifies is decreased by 47% using the predictive program scheme. Reprinted/adapted with permission from Ref. [36], 2020, IEEE.

As another way to enhance the program performance, a slow bit bypass scheme to decrease the number of last program pulses for verifying the highest Vt level has been proposed [37]. An increase in the number of program loops in NAND memory mainly occurs when the slowest cells are programmed to the highest Vt distribution. As the number of program pulses increases, electric field across tunneling oxide increases, which accelerates the degradation of the reliability characteristics. Moreover, worsening of program disturb characteristics and programming time are inevitable. In this paper, when
the number of slow bits at the final verify level is smaller than that of the predetermined number of reference cells, the program operation for the state ends by not applying the next program pulse, which can reduce the number of programming loops and program disturbance. Along with the predictive verify concept above, there is a possibility that left widening may occur in the highest Vt distribution due to the slow bits. Nevertheless, this approach can improve the performance and the reliability of the NAND chip if the number of slow bits can be properly controlled, which is sufficiently corrected with error correction codes (ECC) [38].

A string-based start-bias control (SSBC) has been proposed as an alternative way to reduce program and verify numbers [39]. In 3D NAND, considering the cell variation between chips, a programming start bias is found in the wafer-level test stage, and the same ISPP operation is conducted for all strings using this value. However, in the proposed method, the optimal programming bias is recalculated from the programming operation of the first string once again, and the number of programming loops can be further reduced by applying the optimal programming start bias from the second to the last string based on this value. An additional circuit that corrects the programming start bias for each string is added, sacrificing the chip area, but as the number of strings gradually increases, there will be an advantage of securing a larger improvement.

Instead of reducing the number of programs and verify operations, a method to reduce the time required for data transfer in the page buffer has been proposed [40]. As described above, 3D NAND enhances the program performance by simultaneously programming 3 bits/cell in one ISPP operation. Therefore, after programming 3 bits in the WLn cell, 3 bits of data to be written to the WLn + 1 are transferred to the page buffer, and the WLn + 1 program operation is performed using this value. However, the proposed technique has shown us how to reduce the overall programming sequence by transferring the first and second bits of WLn + 1 in advance, while the third bit of the WLn cell performs a program operation.

2.3. Cell Variation Improvement

In a 3D NAND flash memory, a gate electrode and an insulator are alternately stacked through a single etching process. Therefore, there is an advantage in that this process increases the manufacturing efficiency and enables continuous bit capacity increase. However, there are disadvantages in that the process causes a difference in the size of the channel hole critical dimensions (CD) between the upper and lower WLs and causes a variation between the hole CDs in the lower WL due to the limitations of the physical etching process [41]. Furthermore, as the number of WL stacks increases, it is necessary to reduce the physical height of the entire total stack to perform the hole etching process at once; thereby, pitch shrinking of gate electrode and insulating layer also become unavoidable engineering processes [10]. When the pitch of the WL layer is decreased, the resistance of individual WLs increases and the upper and lower WL-to-WL capacitances continuously increase [42]. In addition, the fringing field of adjacent WLs increases and the initial Vt is decreased, reducing the program speed [43]. Furthermore, since the charge trap layer is connected over the entire WLs, and because the distance between cells gets closer, the trap layer becomes more vulnerable to retention loss [5]. To solve the above cell variation problem caused by the geometry and process integration of 3D NAND, various programming improvement methods have been proposed.

First, to improve the size variation of hole CDs between WLs, different programming pulse widths are applied according to individual WLs [44], as shown in Figure 5. Due to the etching process, the resistance component increases toward the lower WL and the channel capacitance between the gate and the poly-silicon channel tends to decrease as well [42]. This difference between WLs causes loading variation between WLs, and the effective programming pulse width can fluctuate during a given pulse period. As it drops from the upper WL to the lower WL, a longer programming pulse is applied to keep the programming speed uniform among WLs.
WL at read operation, depending on the voltage previously applied to adjacent WLs. The time and voltage offset can be controlled independently for each WL group; however, applying a lower voltage than the read pass voltage to WLn + 1 does not affect the sensing current for the verify operation of the selected WL. This is because, before WLn + 1 is programmed, it stays in the erase state and applying a lower voltage than the read pass voltage to WLn + 1 does not affect the sensing current for the verify operation of the selected WL. However, in 3D NAND, since there is no metallurgical junction among WLs, the fringing field may induce Vt variation of the selected WL at read operation, depending on the voltage previously applied to adjacent WLs.

Figure 5. (a) WL loading variation due to channel hole CD variation. Reprinted/adapted with permission from Ref. [44], 2017, IEEE. (b) Variable-pulse scheme to cope with WL loading variation. Reprinted/adapted with permission from Ref. [44], 2017, IEEE.

A WL overdrive scheme was also proposed to overcome the WL RC delay variation caused by non-uniformity of the plug CD [45,46]. Considering WL RC Loading variation, delivering a verify pulse signal to the target Vt level within a given time is very challenging. The time and voltage offset can be controlled independently for each WL group; however, since too many degrees of freedom burden the entire circuit area of the chip, it may be a good idea to contain WLs in several grouping units considering the location of cells.

Due to the increased resistance of individual WLs and WL-WL capacitances by pitch shrink of stacked WLs, it is difficult to increase the programming voltage to the target Vt level, and power consumption increase. To solve this problem, T. Tanaka et al. suggested a method of applying the programming pulse by dividing it into two periods [47]. For the first period, selected and unselected WLs are raised to intermediate potential levels below their target levels. Then, the potential of the selected WL is increased by capacitive coupling to adjacent WLs that are also increased to their target level at the same time.

Meanwhile, boosting a single WL’s potential aided by adjacent WLs can cause a large glitch in the neighboring WLs as well as in the selected WL, and can result in an unintended program disturbance [48]. To resolve this problem, a glitch-canceling discharge scheme and a pre-offset control scheme have been proposed as methods to avoid capacitive coupling [49]. When the selected WL is programmed, the glitch can be generated in the adjacent WLn + 1, which can additionally cause the cell’s programed Vt variation. Thus, it is shown that the pass voltage of adjacent WL can be kept constant by preemptively lowering the target pass voltage level of the adjacent unselected WL.

As a similar concept to utilize the capacitive coupling, as shown in Figure 6, D. Kang et al. showed that programming throughput can be improved by applying the same verify voltage to WLn + 1 to reduce capacitive coupling during the verify operation of the selected WL [50].
As the pitch of WLs is downward, the initial Vt of the selected WL decreases due to an increase in the fringing field of the adjacent WL during read operation, which decreases the programmed Vt of the selected WL. To improve this, a method of applying a negative voltage to BL has been proposed [43]. Unlike the conventional method of applying ground to BL in the program operation, by applying a negative voltage, the voltage between the gate and the poly-silicon channel can be increased, and thus, more electrons can be programmed, widening the memory window. However, this method may also cause reliability problems, such as oxide breakdown by increasing the electric field between the gate and the channel and retention loss by trapping the excess electrons, and may burden the peripheral circuit for generating a negative voltage.

In the transition from 2D to 3D NAND, another problem in terms of reliability is early retention loss. Since 3D NAND uses band-engineered tunneling oxide for hole injection during the erase operation, electrons are not only stored in the charge trap layer in the program operation, but some are trapped in the tunneling oxide, weakening vertical retention characteristics [51,52]. Moreover, the electrons stored in the charge trap layer undergo lateral migration through silicon nitride connected over the entire WLs, intensifying retention loss [53,54]. To improve this, a reprogram method in which program operation is performed once again in a state where retention loss has occurred right after first program operation, improving both vertical and lateral charge loss [55]. As shown in Figure 7, the negative counter pulse scheme was also suggested [48]. This scheme utilizes a counter-pulse by boosting the channel potential through a self-boosting mechanism while applying a negative gate voltage to a selected WL during verifying operation, as shown in Figure 7. The large negative field generated accelerates the de-trap process between program loops, thereby reducing the retention loss.
This increases the number of programming loops, degrading the program throughput. To solve this problem, an adaptive pulse programming scheme is proposed [56]. Programmed Cell Vt distribution can be reduced by classifying fast cells and slow cells in advance. By applying inhibit voltage to BL to induce program inhibit operation in fast cells during the program pulse, it prevents fast cells from over programming by using shorter programming pulse width. W-C. Chen et al. also proposed a pair-bitline program scheme. In the case of our single-gate vertical-channel (SGVC) 3-D NAND Flash chip, the gate edge profile causes strong discrepancy of program property between even or odd BLs. These issues are usually addressed by performing program on cells individually on even and odd BLs at the expense of program throughput. In the case of pair-BL PGM, by surrounding the adjacent pattern with two floating channels with boost potential, it improves the program efficiency of the slowest bit and address large cell-to-cell PGM variation caused by high aspect-ratio hole etching in 3D NAND Flash.

Furthermore, high aspect-ratio hole etching reduces the hole radius toward the lower WL and strengthens the electric field applied to the gate dielectric [57]. This increases the program speed of the lower WL, but further deteriorates WL-to-WL interference when the aggressor cell becomes the lower WL [58]. To improve this phenomenon, instead of programming from lower WL to upper WL, performing programming from upper WL to lower WL can greatly relieve the cell-to-cell interference between WLs [59].

On the other hand, there have been several system-level optimizations to address temperature and process-variation issues in 3D NAND flash memory. Y. Wang et al. suggested the temperature-aware data management scheme [60] and a process-variation-aware space allocation strategy [61] in the open-channel solid state drive (SSD), a hardware and file system interface that can allocate physical space to relieve the process variation of 3D NAND flash memory. Several optimization strategies have been proposed for open channel SSDs to prevent unreliable physical block usage, demonstrating that uncorrectable bit errors are reduced.

### 3. Read Algorithm

The read algorithm is described in three subsections. In Section 3.1, the two modes in which read disturbance occurs will be described, as will be improvement methods. In Section 3.2, the enhancement method to improve the read performance will be described and the improved read retry operation algorithm will be reviewed. Finally, Section 3.3 will describe various techniques to improve the read failure phenomenon caused by the variation and geometry of the 3D NAND process.
3.1. Improvement of Read Disturbance

To read the Vt of the selected WL from the 3D NAND array, the read voltage of the desired target level to the selected WL is applied and at the same time the pass voltage to the unselected WL is applied to cause current to flow through the entire string. Since the read voltage applied to the unselected WL is relatively approximately 3-4 V lower than the pass voltage used in the program operation, read disturbance does not occur during several read operations. However, in recent years, the users are demanding increased numbers of read operations; the already large block-size due to the increment of WL stacks and strings is also exponentially increasing the number of read pass voltages applied to individual cells. When read stress is applied hundreds of thousands of times, a soft programming read disturbance is generated by the potential difference between the poly-silicon channel and the gate, resulting in read failure [62].

A generally conceivable method to improve the soft programming read disturbance is to lower the read pass voltage: the string current of the cell is reduced and the sensing margin is also reduced, which deteriorates the read margin between the cell distributions, so this is not an appropriate engineering approach.

In 2D NAND, a self-boosting read scheme has been adopted to alleviate the above read disturbance, and was quickly applied to 3D NAND [63], as shown in Figure 8. In this technique, the read pass voltage of the unselected WL rises and, at the same time, the poly-silicon channel is also boosted by turning off the upper and lower select transistors in the unselected string by capacitive coupling. This effectively reduces the potential between the gate and the channel, improving the soft programming read disturbance. However, if the channel boosting level is too strong, HCI-related read disturbance phenomenon occurs [64,65]. As an example, the channel potential level of the unselected WL increases as the read pass voltage rises, whereas much lower read voltage or even a negative voltage (negative verify level) can be applied to the selected WL, so a strong transverse electric field is applied underneath the poly-silicon channel between selected WL and adjacent WLs. This accelerates BTBT tunneling current and generates electron-hole pairs, eventually inducing hot carrier injection toward the unselected WL. When the programed level is the highest in the selected WL, the worst HCI-related read disturbance can be provoked because the effective channel potential applied by the gate is the lowest.

![Figure 8](image_url)

**Figure 8.** Read operation (a) with a conventional channel initialization. Reprinted/adapted with permission from Ref. [63], 2022, IEEE. (b) with the proposed unselected string boosting scheme. Reprinted/adapted with permission from Ref. [63], 2022, IEEE.
To solve this problem, B.-I. Choe suggested a technique to apply shorter pulse widths to the upper and lower select transistors in the unselected string than the read pass pulses applied to unselected WLs, and to synchronizing both pulses at their rising edges [65]. With the proposed method, the channel boosting potential in the unselected string is drained, suppressing HCI-related read disturbance.

In addition, to reduce the electric field between the selected WL and the adjacent WLs by the high boosting level during the read operation, a method of lowering the read pass voltage of the adjacent WL was also proposed [66]. However, in this method, since the adjacent WL bias during the verify and read operations can be different, there is a possibility that the Vt of the read operation is shifted compared to that of the verify operation or that cell distribution widening may occur, and so an additional circuit to control this difference will be needed. Meanwhile, D. W. Kwon et al. found that a short “pre-turn on” pulse, just before applying the read voltage to the selected WL, will share the potential of the channel boosting area of the adjacent WL and the negative boosting area of the selected WL, such that the read disturbance is improved even in various worst program patterns [67]. However, this method can also cause read performance degradation by incurring extra read time.

To further improve the above problems, a reverse read scheme was proposed [44, 62] (Figure 9). In conventional methods, the read voltage to the selected WL is applied sequentially from the low read level (R1) to the high read level (R3). Conversely, the proposed method reads from the high read level (R3) to the low read level (R1) on the selected WL. In this case, when a high read level is applied, the channel potential difference between selected WL and adjacent WLs decreases and the corresponding transverse electric field decreases. Besides this, during read phases R1 and R2, an electron was pulled from the selected WL to the adjacent unselected WLs’ channel due to potential difference, and so the transverse electric field is also reduced and the occurrence of HCI-related read disturbance can be reduced again. Reading the Vt first for the highest read level can also reduce the time required to reach the target voltage, therefore reducing WL setup time [42].

![Figure 9](image.png)

(a) The reference and proposed signal timing diagrams of the read operation. Reprinted/adapted with permission from Ref. [62], 2017, IEEE. (b) WL waveform of conventional and the proposed scheme. Reprinted/adapted with permission from Ref. [44], 2016, IEEE.

### 3.2. Improvement of Read Performance

Next, looking at the read algorithm and its relation to read performance improvement, the first step is to reduce the sequence and duration within one read operation cycle by optimizing the read operation conditions; the second step is to modify the chip architecture and cell design; and the third step is to improve the number of read operations through revision of the read retry algorithm.

First, to decrease the period of one read cycle, a method to reduce the BL pre-charge time has been proposed [50], increasing the BL pre-charge efficiency by permitting a continuous current flow in the page buffer circuit. Moreover, concurrent program sensing scheme
has been proposed to reduce the sequence of read operations [63]. In conventional TLC NAND flash memory, two or three read voltage levels are applied and sensed within one read cycle, and BL pre-charge-evaluation-recovery operations are sequentially performed each time. In this paper, it is demonstrated that the total read time can be reduced by omitting the BL recovery operation of the second sensing operation and starting the second sensing operation with the first sensing, thereby retrieving the very long second evaluation time. Meanwhile, H. Huh et al. showed that the read noise can be improved by applying ground level to the adjacent BL when sensing the selected BL to improve cell distribution by reducing coupling noise caused by the adjacent BL [68]. However, in this case, an additional read time budget should be considered.

Second, there are several methods to improve the read performance by changing the chip architecture. For further read performance enhancement, parallel operation technology should be secured along with the aforementioned read period reduction within one read cycle. In 2D NAND, a two-plane architecture with 8 KB page size used to be the mainstream; however, as the field moved to 3D NAND, a two-plane architecture with 16 KB page size was adopted [47]. Currently, cell under array (CuA) technology has secured space for more page buffer circuits and sense amplifiers, and so four-plane architecture with 16 KB is applied to most 3D NAND products [30,31,46,63], as shown in Figure 10a; this parallel technology contributes to higher read and program performance [70]. For further improvement, an independent multi-plane read operation is proposed, in which each group of two or four planes can perform read operations independently and asynchronously on any block/page address, thereby improving system level read and write performances [69, 71,72], as shown in Figure 10b. In addition, J.-W. Park et al. proposed a center-XDEC architecture and half-plane activation method [46]. Compared to the conventional edge-XDEC, the source of each local WL (referred to as global WL) is placed at the center of each plane for the center-XDEC. The local WL is activated by a bypass transistor, which is controlled by a block enable signal. This technique cuts the WL capacitance in half and reduces the WL RC loading, thereby decreasing WL settling time and increasing the random read performance.

![Figure 10. (a) Die photograph with a four-plane and 16 KB architecture. Reprinted/adapted with permission from Ref. [46], 2021, IEEE. (b) Four-plane asynchronous independent plane read floorplan. Reprinted/adapted with permission from Ref. [69], 2021, IEEE.](image-url)

Third, it is a method to reduce the read time overhead through revision of the read retry algorithm. Retrying a read can extend the lifetime of a NAND Flash memory; however, a performance degradation due to repetitive read operations is inevitable [73]. In 3D NAND, a cell distribution shift occurs over time due to repeated program/erase cycling and retention loss. In this case, when data are read at the previously fixed read level, the read margin is reduced, and thereby, the read failure rate is rapidly increased due to the above shift of cell distribution. To improve this, each NAND manufacturer finds repeatably a read
level with an optimal read margin by applying a voltage near the read level initially set by each company’s read retry policy while changing the read voltage little by little. L. Lee et al. proposed a fast read retry scheme [37]. If the read voltage for detecting retention loss is below the default read voltage, the read level is lowered according to the predefined look-up table (LUT) of each state’s read level, thereby reducing the number of tracking cycles. A smart Vt-tracking read scheme has also been proposed [39]. This technique improves read retry performance by minimizing the tracking time and supporting a program suspend read function.

3.3. Read Failure Improvement

As previously described in the program algorithm, various solutions have been proposed to solve the cell reliability and variation problems caused by the geometry of the process integration technology of 3D NAND in the read operation.

3.3.1. The WL Pitch Scaling

Because cell-to-cell interference between WLs is a major source of increase of the read failure rate, several approaches have been derived. In NAND flash memory, since cells are arranged side by side, amount of Vt shift of a selected WL varies depending on the programming level of the adjacent WL [74]. In addition, after 1 block programming operation is completed, a charge shift occurs due to lateral migration toward the adjacent WL around the selected WL, aggravating the Vt shift [75].

To improve the above problem, W. Kim et al. proposed a read level adjustment method according to WLn + 1 Pattern [58], as shown in Figure 11. First, to broadly classify WLn + 1 pattern into two types, a pre-sensing operation is performed on WLn + 1. Next, since the amount of Vt shift of WLn varies according to the program level of WLn + 1, the read level of WLn is carefully adjusted. This method increases the read time overhead and the additional latch that stores the WLn + 1 pre-sensing result must be inserted [32].

![Read level adjustment scheme according to N + 1 WL pattern. Reprinted/adapted with permission from Ref. [58], 2022, IEEE.](image)

J.-M. Sim et al. demonstrated that when reading the WLn, cell-to-cell interference can be greatly improved by adding an offset read bias of 1.5 V or more to adjacent WLs compared to unselected WL [76]. In general, cell-to-cell interference is worsen when the channel potential of WLn changes rapidly right after WLn + 1 is programmed. The proposed method keeps the channel potential fluctuation of WLn to a minimum even when WLn + 1 is programmed. However, this method causes soft programming read disturbs due to increases in read bias of adjacent WLs. To improve the charge loss caused by the reduced the pitch between WLs, D.-h. Kim et al. proposed an adaptive-read scheme [36]. First, they measure the number of cells in the highest state that are most likely to cause retention loss. When the page read command is invoked, the chip starts reading in the highest states and count the retention loss of the highest verify level cell in advance and
then correct the bias of other lower read levels thereafter. This method improves the overall read margin.

3.3.2. Poly-Silicon Channel Effect

Several methods have been proposed to improve the abnormal read failure phenomenon caused by the grain boundary nature of the poly-silicon channel. Most abnormal read failure characteristics reported to date for poly-Si channels have been mainly caused by grain boundary traps (GBT). First, the problem caused by GBT is that the lower the temperature of the operating condition of the chip, the lower the channel current, which affects the sensing operation, deteriorating the cell distribution. In 2D NAND, using single crystalline silicon, phonon scattering decreases as the temperature decreases, and thereby increasing channel current [77]. However, when poly-silicon is used as a channel material, electrons are trapped at the grain boundary of poly-silicon and these trapped electrons forms a potential barrier, degrading the channel conductance. As the temperature is much lowered, the potential barrier for electrons becomes higher and higher and the channel current is further reduced, which deteriorates the sensing margin, causing read fail. As a way to improve this, a scheme to uniformly compensate for the channel current using an analog temp sensor that modulates the BL voltage in proportion to the external temperature was proposed [78]; it was demonstrated that cell distribution degradation was improved at low temperatures. However, in this method, there is a risk that the cell-to-cell interference is deteriorated during the read operation due to the neighboring gate-induced barrier lowering (NIBL) phenomenon [79]. On the other hand, as another method of compensating channel current at low temperature, a method of compensating for the pass voltage of unselected WL according to temperature has been proposed [80]. It was shown that read failure by Vt variation across temperature can be improved by increasing the pass voltage of the select transistor, which has a large effect on the channel current reduction. Compared to the previous BL voltage compensation scheme, in this new method, the NIBL phenomenon can be alleviated; however, if too high a pass voltage is applied at low temperature, it may cause a soft programming read disturbance, although the Fowler Nordheim (FN) tunneling current across the oxide is reduced at low temperature.

The second problem caused by GBT is the BL transient current phenomenon. In general, when a read voltage is applied between a channel and a gate during a read operation, band bending occurs in the poly-Si, and the poly-Si grain boundary trap below the fermi level tries to fill electrons with a high probability [81]. Therefore, as the read voltage is applied and electrons fill into these GBTs for a time of 1 msec, the channel current continuously decreases. To solve this phenomenon, W.-J. Tsai et al. proposed the ‘pre-condition’ voltage method to improve the transient current that occurs during the 1 msec immediately after the read voltage is applied to the selected WL [82]. However, because this method requires an additional pulse phase, there is a problem that the overall read performance deteriorates.

On the other hand, S. Xia et al. proposed a method to improve the read failure phenomenon that occurs only when the first selected WL is read after programming operation [83]. The physical mechanism is as follows. This phenomenon occurs during the idle period after the program operation is performed. During this idle time, electrons in the GBTs gradually discharge, because the gate voltage changes from program bias to 0 V [84], as shown in Figure 12. During the first read operation, the previous discharged GBTs cause lower cell Vt. After the first read operation, previous discharged GBTs are refilled due to the applied read bias, and then return to the original Vt state. To improve this, in a conventional method, after the program operation is finished, the voltages of the upper and lower dummy WLs changes from the pass voltage to 0 V; however, by holding the dummy WL bias at 4 V (Vt = 4 V), the down coupling phenomenon is suppressed and the electrons in the GBTs do not discharge [84].
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Figure 12. (a) Experimental fail bit count at fresh, after 1 K P/E cycles and 3 K P/E cycles. Reprinted/adapted with permission from Ref. [84], 2021, IEEE. (b) Id-Vg sweep with Cell Vt is programmed to ~3 V. Reprinted/adapted with permission from Ref. [84], 2021, IEEE. (c) The recovery phase of conventional and proposed program operation, respectively. Reprinted/adapted with permission from Ref. [84], 2021, IEEE.

4. Erase Algorithm

Unlike the program and read operations described above, the erase operation is difficult to disturb because block erase operation is performed. Also, since the operation time is very long compared to the program operation, the performance criterion is also relatively less intensive than that of the program/read operation. Therefore, most of the erase operation algorithms are focused on improving cell reliability or cell variation rather than improving the performance.

4.1. Improving the Effect of Lateral Migration

In 3D NAND, the charge trap layer (CTL) is entirely connected, from the upper WL to the lower WL, and so charges are also trapped in the CTL in the spaces between WLs during repetitive program/erase cycling [85]. In addition, since 3D NAND forms a virtual junction by fringing field, the Vt of the cell is sensitively affected not only by the charges stored in the CTL but also by the charge in the space region. In particular, as the WL pitch becomes smaller and smaller, more holes are programmed in the CTL in the space region during the erase operation due to an increase in the fringing field by the adjacent WLs. This leads to an acceleration of retention loss due to the lateral migration effect.

To improve the above problems, C. Kim et al. proposed a two-step annealing pulse scheme [40], shown in Figure 13. In conventional NAND, the equivalent voltage (0 V) is applied to all WLs when the erase voltage is applied to the channel during erase operation. However, in the proposed method, at first, 0 V is applied to even WLs, while biasing odd WLs. Next, 0 V is reversely applied to odd WLs while biasing even WLs. It is demonstrated that retention loss can be improved by suppressing the formation of holes by the fringing field in the space region. However, in this case, the two-step erase operation can deteriorate the erase time, and so there is a trade-off between erase performance and reliability gain, which must be carefully controlled.
WL of each deck so that the erase operation is performed separately for each deck. In this way, the reliability of the chip can be improved because one physical block is composed of poly-Si/SiO₂ interface, leading to TST Vt shift. The transverse electric field is alleviated by the proposed method, by softly verifying the deep erased cells toward the high Vt, retention verification operation. By applying a small positive pulse immediately after the erase pulse, increment in error bit can be reduced because the hole redistribution rapidly settled down.

![Flowchart of erase operation using the two-step annealing pulse scheme](image)

Figure 13. (a) Flowchart of erase operation using the two-step annealing pulse scheme. Reprinted/adapted with permission from Ref. [40], 2021, IEEE. (b) Conceptual behavioral model of annealing pulse scheme. Reprinted/adapted with permission from Ref. [40], 2021, IEEE.

Whereas the above-mentioned approach minimizes the occurrence of hole traps in the space area, D.-H. Kim et al. proposed a deep erase compensation scheme to reduce holes under the gate [36]. Recently, holes underneath adjacent WLs, as well as holes in the space area, have been reported to critically deteriorate the lateral migration effect [86]. In the proposed method, by softly verifying the deep erased cells toward the high Vt, retention loss by lateral migration can be enhanced. However, in this method, if the soft verifying sequence is added to all WLs within the entire erase operation, the erase time becomes too long. Therefore, adding this sequence to the program operation would be a more realistic solution.

4.2. Reliability Improvement

As described above, the block size of 3D NAND is continuously enlarging to further increase the bit density. However, since erase operations are also performed in units of blocks, these operations burden system-level reliability. To improve this problem, a block-by-deck (BBD) concept was proposed [72]. In this method, the entire WL is divided into three decks and when the erase operation is performed, individual bias is applied to the WL of each deck so that the erase operation is performed separately for each deck. In this way, the reliability of the chip can be improved because one physical block is composed of three logical sub-blocks. However, in this method, since the erase operation and the erase inhibition must be performed at the same time, a strong transverse electric field is applied between the decks, which is likely to cause hot carrier injection disturbance. Therefore, arranging optimal dummy WLs between the decks is an important procedure.

L. Yan et al. reported that, because of repetitive erase operation, program disturbance may occur due to cycling-induced Vt shift of the top select transistor (TST) [87]. During the erase operation, when high voltage is applied to SL and BL and 0 V is applied to the TST gate, a hot hole is generated by the strong transverse electric field applied under the channel between the dummy WLs and the TST. Then, hot holes break the Si-H bonds at the poly-Si/SiO₂ interface, leading to TST Vt shift. The transverse electric field is alleviated by pushing a positive voltage to the TST after a certain point when SL and BL are rising. However, if the voltage gap between TST and BL and SL is too small, GIDL current generation is reduced and the erase speed may be degraded. Therefore, the trade-off relationship between reliability and erase performance must be carefully adjusted.

J. K. Park proposed a method of applying a small positive pulse immediately after the erase operation to overcome the Vt transient phenomenon [88]. In this study, vertical redistribution of holes at interface between CTL and blocking oxide toward the tunnel oxide direction continuously decreases the erased Vt, and increases the error bit in the erase verification operation. By applying a small positive pulse immediately after the erase pulse, increment in error bit can be reduced because the hole redistribution rapidly settled down.
4.3. Cell Variation Improvement

As shown in the previous description of program operation, several similar techniques in the erase operation have been proposed to improve cell variation caused by 3D NAND process. An on-chip erase speed detection method has been proposed to improve the problem that the erase speed increases toward the lower WL due to the electric field concentration effect [57]. This is because when the coaxial capacitor is biased, the electric field on the inner surface is greater than the electric field on the outer surface according to Gauss’s law. Before actual erase operation is performed, a pre-erase pulse is applied to check the erase speed for each WL, and an offset bias is automatically applied to each WL to erase all WLs toward the desired target Vt level. However, this method also adds erase time overhead, so a method to reduce the time overhead, such as correcting the erase speed at the wafer-level test stage, not during chip operation, is needed.

Meanwhile, D. Kang et al. proposed a method to maintain the entire PE window by lowering the Program verify level toward the lower WL without correcting the erase speed variation for each WL [50]. This method has the advantage of not requiring additional time, such as the pre-erase pulse above, but retention loss is likely to become more severe as it descends to the lower WL, because the retention characteristic is dominated by number of holes in the CTL (i.e., erased Vt) [85].

5. Conclusions

In the past few years, 3D NAND has steadily replaced 2D NAND in the non-volatile memory market and has become firmly established as the mainstream memory technology. In this paper, various operation algorithms and design techniques to improve the cell characteristics and performance in terms of Program, Read, and Erase operations, which are the basic operations of 3D NAND Flash memory, were reviewed. Furthermore, numerous methods to improve cell variation and reliability problems caused by 3D NAND process and geometry were described. All algorithms have advantages and disadvantages, because using a specific operation algorithm or technique may improve the individual characteristics of the device, but is highly likely to be detrimental in terms of chip area, overall system level performance, and device reliability. Nevertheless, to continue the trend of the last few years of increasing the bit density of 3D NAND, it is necessary to further develop various operation algorithms and chip design techniques mentioned in this paper, along with new process and material innovations.
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