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Abstract: The development of new sequencing technologies has led to a significant increase in biological data. The exponential increase in data has exceeded increases in computing power. Data compression is used to reduce the size of data, which ultimately reduces the cost of data transmission over the Internet. The field comprises experts from two domains, i.e., computer scientists and biological scientists. Computer scientists develop programs to solve biological problems, whereas biologists use these programs. Computer programs need parameters that are usually provided as input by the users. Users need to know different parameters while operating these programs. Users need to configure parameters manually, which leads to being more time-consuming and increased chances of errors. The program selected by the user may not be an efficient solution according to the desired parameter. This paper focuses on automatic program selection for biological data compression. Forward chaining is employed to develop an expert system to solve this problem. The system takes different parameters related to compression programs from the user and selects compression programs according to the desired parameters. The proposed solution is evaluated by testing it with benchmark datasets using programs available in the literature.
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1. Introduction

Genomic data are increasing rapidly, which creates research challenges in the field of bioinformatics. There has been tremendous development in computer hardware and processing power in the last few decades. At the same time, the production cost of biological data has also been reduced significantly. The pace of data production has exceeded the processing capabilities of computer hardware. Some projects recently generated data in terabytes. This huge amount of generated data needs to be stored and analyzed meaningfully [1].

To handle the exponentially growing amount of data, we need some techniques that can dramatically control the size of the data without losing details. Compression is a technique that helps us in dealing with such huge data. Compression programs encode, modify, or decrease the number of bits to represent the data, which ultimately saves storage space, reduces the time needed to perform operations on these data, and also reduces the cost of transferring data over the Internet [2].

General-purpose compressors such as Gzip [3], Bzip2 [4], and 7z [5] are not suitable for biological data compression. These techniques cannot make use of the characteristics of biological data. To solve this problem, many compression programs have been developed with a better compression ratio than general-purpose algorithms. There exists strong literature on algorithms for both genome and NGS data [6–11]. The two commonly used...
methods for compression are lossless and lossy compression. In the former method, the data can be retransformed to their original form. In the latter, the data cannot be retransformed to the original form once they are compressed. It is important to understand the targeted parameters and data of a particular compression program. The compression programs for compressing video files are different than the compression programs for the compression of text data. The programs developed for text data also target different types of text data, e.g., general text compressors and compressors for biological data.

Comprehensive work has been conducted by many researchers in the field of bioinformatics to handle, analyze, and compress genomic data. Different researchers have developed compression tools for different types of biological data. The programs work on different parameters such as compression ratio, compression/decompression time, memory requirements, etc. Users need to be aware of the relationship between different parameters while selecting a program for compression. Some compression algorithms are not tuned for the compression of DNA sequences and do not give the desired compression results. Different implementations of Huffman coding use DNA sequence features to yield a better compression ratio. These implementations focus on the concept of selecting frequent repetitions to force a skewed Huffman tree and to construct multiple Huffman trees at the time of encoding.

Compression programs are categorized based on the type of data. Two main categories include NGS data and genome data. The tools are further categorized into referential or reference-free compressors. Referential compressors need a reference sequence for compression and decompression, whereas reference-free compressors do not need any other sequence except the target sequence. Readers are referred to review articles for further details of programs in different categories [1,12,13].

Expert systems refer to the application of Artificial Intelligence (AI) having two main components, i.e., a knowledge base and an inference engine. With the massive development of computer technology, the use of machines has increased significantly. With the rapid development in technology, machines are used as experts instead of human experts, which are time-consuming and expensive [14]. The knowledge is integrated into the knowledge base to develop expert systems that can give expert advice in the same way as the human expert of a specific domain. In expert systems, the error rate is also minimum as compared to human experts who deal with a lot of other data of different domains or different purposes.

The literature on expert systems exists in a variety of domains. For efficient thermal load forecasting, an expert system is proposed in [15]. The system combines the different unique mechanisms that are data-driven for thermal load forecasting with the incorporation of machine learning to obtain the best method for thermal load forecasting. To detect glaucoma, an expert system is presented in [16]. The technique is helpful in accurately detecting glaucoma using optic disk localization and non-parametric gist descriptors. Some researchers have worked on expert systems that guide the users and automate the process of selecting suitable software process models according to requirements. The proposed model uses AI to support the software development process by handling this issue using some expert systems [17]. Expert systems can advise engineers in the field of programming without thorough understanding of programming languages. Using the deductive databases and domain knowledge, the users can use and integrate the earlier development of software constituents to implement different functions [18].

Another expert system is proposed based on some input parameters for the selection of installation pipes, where the output is the type of installation pipe. The decision tree is the model of the solution based on the possible combinations of attributes and rules to predict the solution using intelligent databases [19]. An expert system has been proposed to identify and rectify the problem in the photocopying machine through an easy questionnaire. The questions can be answered with either yes or no. The expert system hence attempts to correct the errors by analyzing the answers given by the users. The system is fruitful and a quick problem solver in case manpower is unavailable [20].
Expert systems have also been used for material selection. The availability of different materials, designers, and engineers use different evaluation and selection criteria. Logically, material selection depends on the selection of multiple attributes. Materials are selected by considering attribute quantification and positive points [21].

The users of compression programs face difficulties while selecting different compression programs from a pool of available programs according to their needs. The process is time-consuming and costly in terms of storage, and the chances of unsuitable solutions are high. Users also need knowledge of different parameters related to a program. This process needs to be optimized and automated to make it easier for users, even if they have less knowledge of computers. In this article, we present an expert system that can overcome this problem. We propose an expert system that asks the user to select different parameters, and the system selects suitable programs according to the users’ requirements. The program then asks the user to enter the desired parameters for the compression algorithm selected. The data are compressed according to the given input.

2. Materials and Methods

The selection of the desired and appropriate algorithm for the compression of biological data is a complex task because different algorithms are tuned for different purposes having different properties. The compression algorithms related to biological data have many features, so it is difficult for a user to select the suitable compression algorithm. Biologists are not aware of all these details of compressing algorithms as compared to computer scientists. Often, they need computer experts or detailed user manuals to teach them about the details of the groups of compression algorithms.

This article presents an expert system to select the appropriate algorithm from different algorithms based on the requirements of the user. The classification of algorithms, appropriate features for the algorithms, and the choice of the algorithm are given in a rule-based approach. The architecture of the proposed framework is shown in Figure 1. The expert system consists of a knowledge base and an inference mechanism. Each component is discussed in the following sub-sections.

![Figure 1. Architecture of the proposed framework.](image-url)

2.1. Knowledge Base

The knowledge base is created with the knowledge or information of an expert of a specific domain or existing knowledge. The information is then converted into the
knowledge base according to the structure of the expert system, as shown in Figure 2. In this study, we created the knowledge base by conducting experiments and acquiring knowledge from the literature. We have created the rule-based structure separated into two sets, i.e., features that are essential for each category of algorithms and the algorithms that have different parameters. The features required for the algorithms in each category have been determined. The parameters used to select the algorithms have specific values for certain categories. Table 1 shows the values of each parameter. The number of features required for each category is the same, but parameter selection against each category may be different as per the user requirements.

![Figure 2. Structure of the knowledge base.](image)

**Table 1.** Values used for the selection of each parameter for all algorithms.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Compression Time</td>
<td>Low/ low moderate/moderate/high moderate/ high</td>
</tr>
<tr>
<td>Compression Memory</td>
<td>Low/ low moderate/moderate/high moderate/ high</td>
</tr>
<tr>
<td>Compression Ratio</td>
<td>Low/ low moderate/moderate/high moderate/ high</td>
</tr>
<tr>
<td>Decompression Time</td>
<td>Low/ low moderate/moderate/high moderate/ high</td>
</tr>
<tr>
<td>Decompression Memory</td>
<td>Low/ low moderate/moderate/high moderate/ high</td>
</tr>
<tr>
<td>Protein</td>
<td>Yes/ No</td>
</tr>
<tr>
<td>NGS</td>
<td>Yes/ No</td>
</tr>
<tr>
<td>Genome</td>
<td>Yes/ No</td>
</tr>
<tr>
<td>General</td>
<td>Yes/No</td>
</tr>
<tr>
<td>Encryption</td>
<td>Yes/ No</td>
</tr>
<tr>
<td>Referential</td>
<td>Yes/No</td>
</tr>
</tbody>
</table>

There are two main categories of compressors for biological data, i.e., genome and NGS. Each category has further subcategories, i.e., reference-free and referential. In addition to specialized compression techniques, general-purpose compressors can also be used for genomic data compression. Different parameters such as compression time, compression ratio, memory consumption, etc., are measured for each algorithm. Users may opt for some set or combination of parameters for a particular category. We have used the literature to extract the parameters and specifications of each algorithm. The desired information obtained is converted and expressed according to the rule-based expert system approach in terms of the rule base. Parameters and categories described in Table 1 are transformed into the form of IF-THEN rules [21]. Values and categories are displayed in a rule base and algorithms that are associated with requirements and categories, while the values of their properties are shown in a separate rule base. It is projected that property values and their occurrence are gained from the rule base. These values are found, and then the algorithm and its properties are selected for equivalent property values from the rule base, as shown in Figure 3. Algorithm 1 shows the procedure of how the system accepts the input from the user in the form of parameters and then how the system matches the rules. The rule-matching procedure is shown in Algorithm 2.
Algorithm 1: Pseudocode of rule base.

```
Input : r and K-k_1, k_2, k_3, ..., k_n
Output: M-r_1, r_2, r_3, ..., r_m
for each Rule r in R do
    if ruleMatched(p, r) then
        Add r to M
    end
end
```

Algorithm 2: Pseudocode of rule matching based on properties of each rule.

```
Input : R-r_1, r_2, r_3, ..., r_n, P-p_1, p_2, p_3, ..., p_n and P-p_1, p_2, p_3, ..., p_n
Output: boolean
for each condition key k in r do
    for each parameter p in P do
        if k matched with p then
            goto step 1
        end
    end
return false
```

2.2. Inference Mechanism

Obtaining the results based on some information or data given to the system related to the available situations is called inference. The data-driven method exploring the rules where the antecedents are found true and which uses this information to conclude subsequent information is called forward chaining. In the beginning, the system prompts the user to input the values of parameters. The inference engine decides to select a particular branch based on two parameters, i.e., type and mode. Based on this decision, the inference engine decides whether to scan the rule further or move to the next rule. In the end, the system selects algorithms according to the desired parameters. Some example rules are shown in Table 2. For example, if the user enters algorithm type “NGS” and sets the
mode as referential, the proposed system looks for the rules where the antecedent is true for these two. If antecedents are true, the system goes deeper into that rule to check all other conditions. If antecedents are not true, the system does not go further into that rule and moves toward the next rule. This process continues until our system finds the best-fit rules. When the system finds the initial antecedents, the system matches all other rules. In case exact matches of the user input and the rules are found, the system displays the name of the algorithms. In addition, the similarity between the user input and the rules for all other cases is also displayed to the user. The system also shows the similarity of critical and general parameters that help the user in selecting the algorithms where exact matches are not found. The similarity is calculated as the Levenshilton distance of the user input and conditions in rules. The similarity is calculated with Equation (1). We have categorized the parameters into critical and general. Literature is used for categorization, i.e., targeted parameters by different researchers, e.g., compression ratio and time are targeted in all algorithms. We consider the first five parameters in Table 1 as critical. These parameters strongly influence the choice of a user for selecting an algorithm. The other parameters in Table 1 are considered general. These parameters do not strongly influence the choice of a user. During the calculation of the weight of parameters, weights of 60% and 40% are given to critical and general parameters, respectively:

$$lev_{a,b}(i,j) = \begin{cases} \max(i,j) & \text{if } \min(i,j) = 0. \\ lev_{a,b}(i-1,j) + 1 & \text{otherwise.} \end{cases}$$  

(1)

where $lev_{a,b}(i,j)$ is the distance between the first $i$ characters of $a$ and the first $j$ characters of $b$.

Table 2. Example rules.

<table>
<thead>
<tr>
<th>Rule Number</th>
<th>Rules</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>IF type = NGS AND mode = referential AND Ctime = low moderate AND Cmem = low AND Cratio = high AND Dtime = low moderate AND Dmem = low AND OS = linux AND programming language = C++ AND encryption = no THEN algorithm is Alapy</td>
</tr>
<tr>
<td>2</td>
<td>IF type = genome AND mode = referential AND Ctime = low moderate AND Cmem = low AND Cratio = moderate AND Dtime = low moderate AND Dmem = low AND encryption = no THEN algorithm is Deliminate</td>
</tr>
<tr>
<td>n</td>
<td>IF Type = genome AND mode = referential AND Ctime = high AND Cmem = moderate AND Cratio = moderate AND Dtime = high moderate AND Dmem = low moderate AND encryption = no THEN algorithm is GDC</td>
</tr>
</tbody>
</table>

3. Case Studies

In this section, we discuss the experimental results of different compressors and the proposed framework. In the first phase, we conducted experiments on compression programs to generate datasets to test the proposed system. Next, we use the generated data to validate the proposed framework. Different compression programs available in literature are used for the first phase. Benchmark datasets are used for experiments. The datasets include data on three species, i.e., human, plant, and bacteria, of varying sizes ranging from 3.0 GB to 54 GB. The datasets are from different platforms such as Illumina, 464, and SOLid. We also used genome datasets of different species with varying sizes. We used datasets of different sizes and platforms to help us to better evaluate the experimental results.
The details of the NGS and genome datasets are shown in Tables 3 and 4, respectively, along with their reference genomes.

**Table 3.** NGS datasets used for experiments.

<table>
<thead>
<tr>
<th>Datasets</th>
<th>Species</th>
<th>Read Length</th>
<th>Number of Reads</th>
<th>File Size (MBs)</th>
<th>Reference Genome</th>
</tr>
</thead>
<tbody>
<tr>
<td>SRR801793</td>
<td><em>L. pneumophilia</em></td>
<td>2 × 100</td>
<td>10,812,922</td>
<td>2818.11</td>
<td>NC_018140</td>
</tr>
<tr>
<td>ERR022075</td>
<td><em>E. Coli</em></td>
<td>2 × 101</td>
<td>45,440,200</td>
<td>11,253.16</td>
<td>NC_000913</td>
</tr>
<tr>
<td>SRR125858</td>
<td><em>Homo sapiens</em></td>
<td>2 × 76</td>
<td>124,815,011</td>
<td>52,172.64</td>
<td>Chr21_GRCh37</td>
</tr>
</tbody>
</table>

**Table 4.** Genome datasets used for experiments.

<table>
<thead>
<tr>
<th>Datasets</th>
<th>Species</th>
<th>Genome Length</th>
<th>File size (MBs)</th>
<th>Reference Genome</th>
</tr>
</thead>
<tbody>
<tr>
<td>KOREF2009024</td>
<td><em>Homo sapiens</em></td>
<td>3,069,535,988</td>
<td>2986.7</td>
<td>KOREF 20090131</td>
</tr>
<tr>
<td>TAIR10</td>
<td><em>A. thaliana</em></td>
<td>119,667,743</td>
<td>115.56</td>
<td>TAIR9</td>
</tr>
<tr>
<td>NC_017526</td>
<td><em>L. pneumophilia</em></td>
<td>2,682,626</td>
<td>2.59</td>
<td>NC_017525</td>
</tr>
<tr>
<td>NC_017652</td>
<td><em>E. coli</em></td>
<td>5,038,385</td>
<td>4.87</td>
<td>NC_017651</td>
</tr>
<tr>
<td>sacCer3</td>
<td><em>S. cerevisiae</em></td>
<td>12,157,105</td>
<td>11.82</td>
<td>sacCer2</td>
</tr>
<tr>
<td>Ce6</td>
<td><em>C. elegans</em></td>
<td>100,286,070</td>
<td>97.55</td>
<td>Ce6</td>
</tr>
</tbody>
</table>

Compression tools of different categories were included in the experiments. Categories include NGS reference-free, NGS referential, genome reference-free, genome referential, and general-purpose compressors for both NGS and genome data. All tools were compiled with the respective compilers and environments. In case where the source code of a tool is not available, precompiled binaries were used. Compressed file sizes only include necessary files that are needed for decompression. Compression memory is the peak memory usage for a specific program. All programs were executed on a computer equipped with Core i5 7th generation CPU, 16 GB RAM, and Ubuntu 16.04 operating system. Using the above experimental setup and datasets, the values of compression and decompression times, compression and decompression memory requirements, and compression ratio by running each program were noted. The results of NGS reference-free, NGS referential, and general-purpose compressors for NGS data are shown in Supplementary Tables S1–S3, respectively. The results of genome reference-free, referential, and general-purpose compression programs on genome data are reported in Supplementary Tables S4–S6, respectively. The results are shown for each parameter against each dataset, as well as the average of all datasets for all algorithms. For other parameters (type, mode, operating system, programming language, and encryption), we find their values from the respective articles, as these parameters do not need to be calculated by running the programs. Supplementary Table S7 shows the values with respect to each algorithm for all categories of algorithms. Based on the data in supplementary Tables S1 through S7, we categorized the results of NGS reference-free, referential, and general-purpose compression programs against the calculated parameters into five levels (low, low moderate, moderate, high moderate, high), as shown in Supplementary Table S7.

Using these experimental results, we use hierarchical clustering to categorize the values for the parameters into the following five categories, i.e., low, low moderate, moderate, high moderate, and high. We use clustering to avoid any human errors in categorizing the categories manually. Each parameter in the experimental results was used to obtain the category value of each parameter for all algorithms. We evaluate the system using different input cases, for which the results are known to check the system behavior on different input cases. We examine the similarity of different compression algorithms against the related input case for the desired algorithm category using forward chaining. Forward chaining is used to not allow the system to go through all rules completely in depth. It is a data-driven
method, so it moves according to the data provided and then uses the other related data from the rules to further move on to the goal-oriented rules. For example, if the user selects the NGS reference-based category, then the proposed system only displays the similarities of the algorithms of the NGS reference-based category by considering the related rules, excluding all other algorithms.

3.1. Input Case 1

In this case, the parameters shown in input case 1 from Table 5 are given as input. The system displays the programs that match exactly with the input parameters. In addition, the system also generates the similarity of each algorithm with the given input. The system also produces the weightage of all the algorithms that are non-referential and belongs to the file type genome. The results are shown in Figure 4. It can be observed that the similarity of DELIMINATE algorithm is 1, which means it exactly matches the input. DELIMINATE also has the exact match of critical and general parameters. GeCO has the lowest similarity and lowest matches in critical parameters as well.

Table 5. Five input cases used to validate the proposed framework. H, M, and L mean high, moderate, and low, respectively.

<table>
<thead>
<tr>
<th>Input Case</th>
<th>Type</th>
<th>Mode</th>
<th>CT</th>
<th>CM</th>
<th>CRa</th>
<th>DT</th>
<th>DM</th>
<th>Enc</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Genome</td>
<td>Reference Free</td>
<td>LM</td>
<td>L</td>
<td>M</td>
<td>LM</td>
<td>L</td>
<td>No</td>
</tr>
<tr>
<td>2</td>
<td>Genome</td>
<td>Referential</td>
<td>HM</td>
<td>L</td>
<td>H</td>
<td>H</td>
<td>L</td>
<td>No</td>
</tr>
<tr>
<td>3</td>
<td>NGS</td>
<td>Reference Free</td>
<td>M</td>
<td>HM</td>
<td>LM</td>
<td>L</td>
<td>H</td>
<td>No</td>
</tr>
<tr>
<td>4</td>
<td>NGS</td>
<td>Referential</td>
<td>H</td>
<td>H</td>
<td>M</td>
<td>H</td>
<td>H</td>
<td>No</td>
</tr>
<tr>
<td>5</td>
<td>General</td>
<td>Reference Free</td>
<td>M</td>
<td>M</td>
<td>HM</td>
<td>L</td>
<td>M</td>
<td>No</td>
</tr>
</tbody>
</table>

Figure 4. Similarity and weighting results of genome non-referential algorithms.

3.2. Input Case 2

In this case, the user provides the input parameters shown in input case 2 of Table 5, where the algorithm type is genome with referential mode. The results are shown in Figure 5. It can be observed that the similarity of the GRS algorithm is 1, i.e., it exactly matches the user input. GreEn and FRESCO have the least similarity and least matches in critical parameters.
3.3. Input Case 3

In the next case, the input consists of the NGS file type in reference-free mode with other values, as shown in input case 3 in Table 5. The results are shown in Figure 6. The results show that the Spring algorithm has the highest similarity with the highest matches of both critical and general parameters. Cryfa shows the lowest similarity and matches in critical parameters.

3.4. Input Case 4

In this case, the user provides the input shown in input case 4 of Table 5. In this input, the algorithm type is NGS and the mode is referential. The results are plotted in Figure 7. The Fastqz algorithm has the similarity of 1, i.e., it exactly matches the input requirements. LWFQzip has the lowest similarity measure.
3.5. Input Case 5

In this case, the user provides the input with the general purpose algorithm type in non-referential mode, with parameters shown in input case 5 of Table 5. Figure 8 shows the results. In this scenario, the similarity of GZip matches the input provided. BWT has the lowest similarity.

4. Conclusions

The size of biological data has grown rapidly in the last two decades, exceeding the increase in computing power. Data compression techniques are used to reduce the size of such huge data. A variety of specialized compression tools have been proposed in the literature. The algorithms work on different parameters. The selection of parameters is critical to take advantage of the most relevant algorithm. In this article, an expert system is presented that selects the best data-compression algorithm for biological data based on different parameters. The framework is based on the knowledge base and inference using forward chaining. We have generated datasets by executing different compression programs on benchmark datasets. The datasets are used to validate the proposed framework.
The proposed framework is validated with different case studies. The results show that the proposed framework can be helpful for researchers to select compression algorithms for biological data according to the desired parameters. In addition to these parameters, different features in data can be helpful in selecting algorithms according to the input data. In the future, we plan to use machine learning to make the framework extend to more features and datasets.
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