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Abstract: In this paper, we studied the effects of using Microsoft HoloLens 2 in a Metaverse-based collaborative mixed reality environment on the driver’s social presence while using an autonomous driving system. In (semi-) autonomous vehicles the driver is the system’s monitor, and the driving process becomes a secondary task. Our approach is motivated by the advent of Microsoft Mesh XR technology that enables immersion in multi-person, shared mixed reality environments. We conducted a user study comparing the effects on social presence in two scenarios: baseline and mixed reality collaboration. During the baseline condition, participants communicated and interacted with another person using Skype/Meet which was installed on a mobile tablet. In the second scenario the participants used the Microsoft Mesh application installed on HoloLens 2 to collaborate in a mixed reality environment where each user is represented by an augmented 3D avatar. During the experiment, the participant had to perform a social interaction tell-a-lie task and a remote collaborative tic-tac-toe game, while also monitoring the vehicle’s behavior. The social presence was measured using the Harms and Biocca questionnaire, one of the most widely used tools for evaluating the user’s experience. We found that there are significant statistical differences for Co-presence, Perceived Emotional Interdependence, and Perceived Behavioral Interdependence, and participants were able to easily interact with the avatar in the mixed reality scenario. The proposed study procedure could be taken further to assess the driver’s performance during handover procedures, especially when the autonomous driving system encounters a critical situation.
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1. Introduction

The Metaverse is a participatory, immersive, dynamic, and multidimensional realm where humans are connected, socially and virtually. The Metaverse is capitalizing on four major trends. First, the integration of augmented reality (AR) with virtual reality (VR) has made it a widely used technology that gives users a sensation of physical presence. Second, the expansion of the Internet into human-device and human-to-human interfaces enables an embodied social interaction. Third, the development of immersive mobile technologies, such as smartphones and head-mounted devices, is making the Metaverse more accessible and popular. Fourth, the convergence of pervasive reality with a digital world powered by artificial intelligence (AI) and blockchain enables real-time ubiquitous social interactions [1].

The primary task of the driver during the driving process is to keep the vehicle on the road and follow the rules of regulations in order to safely reach its destination [2]. Besides this, other tasks, referred to as secondary tasks, can also be performed, like interaction with the navigation system, changing the radio station, responding to or initiating phone calls or text messaging. Distracted driving occurs when the driver is taking his eyes off the road, but...
also during these secondary tasks, which pose a significant risk to the safety of the driver and to other road participants. Cognitive distractions [3] were found to have a negative effect on hazard anticipation. A literature review on driver behavior was presented in [4]. The driver is the decision-maker and is combining two types of behavior: the automatic one, which is fast and effortless, with the slower one, which is more deliberate. Driving is a safety–critical task and the driver is also responsible for risk management [5]. In the decision-making process, the information flow is activating mental models, as the internal representations of the current state. To perform a task, the mental model is going through a cycle of stages like perception, prediction, evaluation, and action [6].

The Society of Automotive Engineers (SAE) has defined six levels of driving automation in their J3016 standard, from SAE level 0 (without any automation) to SAE level 5 (full driving autonomy). The driving process becomes a secondary task in (semi-)autonomous driving systems, as the human operator switches to supervising the process in SAE level 3, or can be completely out-of-the-loop in SAE level 4 (if certain road conditions are met) and 5 (in all driving conditions) [7]. The driving time, which is now rather a monitoring time, can be used for other tasks that are non-driving related [8]. One type of activity in which the driver can be engaged during driving is communicating and collaborating through a digital platform. This is commonly performed using conventional 2D video conferencing systems (Zoom, Google Meet, Microsoft Skype, Meta Messenger, WhatsApp). Recently, Nissan [9] presented the concept Invisible-to-Visible (I2V) that uses mixed reality to connect drivers and other participants by displaying them as 3D augmented reality (AR) avatars inside the vehicle. The I2V concept is likely to gain more traction with the progress of the Metaverse; however, there are certain technological and social challenges ahead. One issue could be related to the acceptance of the new technology, which can be prevented with proper user studies. Moreover, the system should enable social presence, which was defined as the “sense of being together with another” [10]. Social presence was also described as an important quantification factor for 3D remote collaboration systems [11,12]. The guidelines proposed in [10] were explored in this work to assess social presence.

In [13], a social robot, AIDA, is presented that uses the driver’s mobile device as its face designed to be a friendly in-car companion. The results of an experimental study where participants were placed in a mock in-car environment show that AIDA users were less stressed. The effects of different types of intelligent virtual agents (IVIAs) on the drivers’ perceptions in autonomous driving scenarios was investigated in [14]. The results revealed that drivers were more engaged when conversational agents were present. A recent study highlighted that productivity could be improved by using AR headsets, which can provide large, flexible, virtual workspaces for passengers that work during travel with cars, trains, subways, and planes [15]. Therefore, we can hypothesize that it is important for future in-car companions to be embodied and interactive.

In this paper, we explore how subjects that use HoloLens 2 perceive the social interaction while performing two non-driving activities in a Metaverse-based mixed reality environment during autonomous driving. We present the findings of a user study in which participants are engaged in an interpersonal discussion, as well as in a simple, yet competitive tic-tac-toe game. To our knowledge, there are no studies that evaluate social presence in a collaborative, immersive mixed reality environment during autonomous driving.

2. Related Work

2.1. Collaboration in Metaverse

The idea of collaborating inside mixed reality applications is not new. Studies on this subject spread over the last three decades. One of the initial articles that treat this idea shows that two issues can be solved thanks to the particularities of extended environments: the seamlessness of the activities and the enhancement of reality [16]. Initially, due to the technological limitations, researchers used to focus on creating system architectures that would support real-time collaboration—tools that would allow interaction and equipment
that would increase immersion. This research would translate into the overall improvement of presence, the main focus of most virtual and augmented reality scenarios [17].

Meanwhile, things have improved, both technologically and acceptance-wise. Besides virtual reality (VR), augmented/extended/mixed reality also gained popularity. Technology evolved and became cheaper. We now have commercial mixed reality equipment at our disposal, such as Microsoft HoloLens 2, Vuzix Blade 2 [18], Magic Leap 2 [19], and many others. However, unlike VR headsets such as Oculus Quest 2, mixed reality headsets are more expensive.

Remote collaboration can be enhanced by the use of extended reality technologies [20], which provide tools that can be used to create virtual environments in which users can view data from multiple sources, including 3D virtual avatars, and interact with each other in real time [21].

Nevertheless, what traits are offered by the mixed reality, and how do they empower the field workforce and allow it to increase its efficiency? As presented in several studies [22,23], mixed reality offers time-sensitive solutions to critical issues. Information is quickly accessible during on-site operations in ways that were not possible before. Mixed reality connects workers in challenging conditions with remote experts [24] to solve problems faster and safer. Thanks to the development of communication technologies (5G), workers can now hear real-time audio and see video documentation directly where they need it. Besides architecture, engineering, construction, and operation (AECO) [25], mixed reality has also been used in mining operations [26], food production, and consumption [27], healthcare [28], and, more recently, in socializing and entertainment. The idea of mixing VR objects with the real environment is so appealing that one of the biggest tech companies, Facebook, has rebranded itself as Meta and has a long-term purpose of creating the means and technology to make the Metaverse a reality [29].

2.2. Avatar Representation

The main advantage of using AR in collaborative environments is that its representation requires a small computation cost compared to 3D scanning and reconstruction. Researchers realized that it is possible to obtain similar levels of immersion to real-life imagery in communication experiments by using low-poly animations instead of continuously retrieving exact data from involved parties. E.g., although Meta is facing difficulties in creating the Metaverse experience presented by Mark Zuckerberg in late 2021, using virtual avatars to colocate users is appealing. For their new initiative, Meta Horizon Worlds, virtual reality became the main priority [30]. On this platform, avatars have a cartoon-like appearance; however, there are other services out there that propose much more realistic avatars [31].

Avatars have been represented as live video streams [32], 3D representations from depth camera captures [33], or volumetrically, using the already established concept of holoportation [34].

2.3. Metaverse for Autonomous Driving

The implementation of autonomous vehicles in a Metaverse holds great promise and has already attracted the attention of several automotive industry players, such as Nissan with their Invisible to Visible (I2V) concept [9], or Hyundai with their Metamobility concept [35]. The I2V vision is focused on creating an augmented reality channel between real and virtual world information in order to offer the ultimate in-vehicle experience for drivers and passengers (Figure 1). Nissan’s Omni-Sensing technology consists of a virtual hub which collects exterior information (e.g., road status, signage, weather conditions, and nearby vehicles and pedestrians) and interior information (driver’s state of alertness, facial expressions, and body tracking). The real-world data can be used in the Metaverse by a digital twin, therefore creating a link between the virtual space and the real world. Moreover, the digital twin can be used to transfer information to an augmented or mixed reality interface from the real world. BMW’s Omniverse [36] is also relying on digital twins,
analytics, and AI. However, their aim is to set new standards in virtual factory planning by simulating every aspect of their manufacturing processes.

![Figure 1. Metaverse implementation for autonomous driving systems.](image)

Hyundai intends to become a pioneer by establishing a connection between smart devices and the Metaverse that will allow mobility to include virtual reality (VR) and eventually help individuals overcome their physical restrictions on movement in both time and space. One of their initiatives was the launch of the Hyundai Mobility Adventure—a Metaverse space on Roblox in which users can socialize as digital characters or avatars and experience the company’s popular vehicles and future mobility solutions [37].

The artificial intelligence algorithms for autonomous driving require an enormous amount of data that should represent all the driving scenarios that can appear on the road. Autopilot from Tesla is considered to be the most advanced due to the billions of miles used to train its neural networks. The key areas in which Tesla holds the upper ground, due to its vast fleet and bleeding-edge technology, are computer vision, prediction, and path planning. Nonetheless, there is still not enough data for fully autonomous vehicles to understand and react to road events as humans do. The Metaverse can prove itself extremely efficient and safe in gathering data from driving in virtual environments where the AI agent can be pushed to the limit by well-designed scenarios, while also reducing the carbon footprint. Recently, the Oxbotica Driver was launched which offers a suite of low-energy use and high-performance tools with features such as virtual world simulation, real-time data expansion, and an automated discovery of difficult scenarios [38].

In a Metaverse, users interact and spend time in a virtual world. There is a need for transportation or mobility wherever there are people. The Oslo study [39] proposed a new mobility concept based on shared mobility as a service (MaaS). Although there are several pilot projects around the world, it is difficult to create cross-platform collaborations. Furthermore, connected cars will still have to face similar challenges as smartphones have in the past, such as surveillance, privacy, and accountability. Simulating different MaaS strategies in a Metaverse could shorten the time frame until shared mobility will be adopted on a large scale in the real world. Metaverse users could travel with virtual autonomous vehicles that are simulating the behavior of a real driver, which in turn could increase their confidence in using an autonomous vehicle in the real world. The Metaverse could also be used to create in-vehicle entertainment experiences based on augmented reality and gamification, as well as creative and localized advertisements.

The role of urban mobility and autonomous driving in a smart city has been discussed in [40]. The authors found that the adoption of autonomous vehicles (AV) may not be the smartest choice and proposed micromobility or other non-AV modes of transportation. Digital twins of real vehicles could be integrated in digital twins of smart cities which could
help predict the traffic flow in real-time, simulate various urban conditions, and increase road safety.

Connected cars can communicate with other vehicles, as well as with the infrastructure. The future smart city will be fully compliant with the needs of AV and with the requirements of the Metaverse. A synergy between the Metaverse and the smart city could increase the quality of life and have a significant impact on decarbonization [41,42].

2.4. Social Presence

Human beings have an innate need for social connectedness. Social interactions are said to influence the internal states of a being, such as the capacity to perceive and understand others’ thoughts, intentions, and associated behaviors, thus altering the decision-making process [43]. The concept of social presence is essential for successful computer mediated environments like online learning, online assisted shopping, teleconferences, gaming, assisted driving, and so on [44].

Unlike telepresence and self-presence, social presence requires the actual experience in a virtual environment (VE) mediated by a co-present entity. Social presence describes a person’s state in an environment—the state of consciousness in a VE and the sense of being in a place [45]. “The minimum level of social presence occurs when users feel that a form, behavior, or sensory experience indicates the presence of another intelligence. The amount of social presence is the degree to which a user feels access to the intelligence, intentions, and sensory impressions of another” [46]. More definitions on social presence can be found in [47].

Presence, per se, is a complex concept to describe and measure. A standardized instrument for assessing presence was proposed in [48]. Their tool identified six dimensions for presence: social richness, realism, transportation, immersion, social actor within medium, and medium as social actor.

In a review of theories on social presence, it was found that social presence consists of three dimensions with regard to the interaction and behavior during VE experiences: co-presence, psychological involvement, and behavioral engaging [10]. Short et al. introduced the concept of social presence referring to both the participants’ feeling of connectedness and the perceived psychological distance during the interaction [49]. Social presence is more of an interpersonal relation, with verbal and non-verbal language being a key element for the interaction in VE [50], and is essential in a shared VE interaction with the sense of belonging to more than just a group, but of being fully immersed in the place [45]. Immersion is the quantifiable technological capacity of a medium to deliver “an inclusive, surrounding and vivid” [45] illusion of reality to all the participants involved in the interaction. The perception of the VE increases with the capacity to be present and engaged in virtual reality; thus, the environment delivered by the VR headset appears more intuitive, realistic, and attractive.

In their extensive review, Oh et al. [50] showed that social presence may be influenced by several factors which contribute to the overall impact on the participants. Studies showed that face-to-face interactions are preferred to computer-mediated communication. The quality of the partner’s representation in a VR interaction has a great impact on one’s “sense of social presence.” The availability of visual representation and the visual realism of the virtual environment directly influences the level of social presence in comparison with experiences where participants are not able to see their partner’s avatar and are therefore interacting with an invisible partner. The more the virtual representation acts (communicates, behaves) and looks like a human being, the greater the realism factor, and the stronger the impact on social presence [50]. Behavioral patterns of an individual in VE and the extent to which the same or similar behavior or responses are shown in normal life circumstances can be observed and correlated with certain aspects of immersion [45]. Higher levels of social presence are perceived when participants have the opportunity to interact directly with the partner [51], even more when the partners are both involved in manipulating a virtual object together and receive haptic feedback [50].
3. Materials and Methods

A user study was conducted to evaluate how subjects assess social presence while interacting with another person by means of a 2D mobile tablet and a mixed reality HoloLens 2 headset. The interaction through the mobile tablet represents the baseline scenario when a traditional, well-known 2D platform (Skype/Meet) is used. The cross-platform Microsoft Mesh application was installed on the HoloLens 2 to enable the collaboration between users in a mixed reality environment. Each participant was required to perform two tasks: engage in the tell-a-lie [52] and tic-tac-toe games. The proposed method is relatively simple and aims to highlight how social presence is affected by a novel interaction paradigm which involves mixed reality and an animated 3D avatar.

3.1. Experimental Setup

The custom simulator (Figure 2) used in this study consists of a Stewart motion platform with six degrees of freedom (MOOG 6 DOF 2000E) [53,54] and a driving seat with a Logitech steering wheel and pedals. The motion platform offers a realistic force feedback which enhances the immersion in the virtual environment. The dynamic model of the simulator is based on the Motion Cueing Algorithm [55] and details about the implementation were presented in a previous study [56].

The autonomous vehicle driving behavior was implemented with the tools provided by the open-source software platform, CARLA [57]. The 0.9.13 release of CARLA was used on a VR-ready desktop computer with a RTX 3090 graphics card, an AMD Ryzen 9 5950X processor, and 32 GB of RAM. The basic autopilot function integrated in CARLA was sufficient for the purpose of this study.

In this study, the participants visualized the immersive mixed reality environment through a Microsoft HoloLens 2 headset. The mixed reality experience offered by HoloLens 2 is possible thanks to its see-through holographic lenses with a 2K resolution, a second-generation holographic processing unit (HPU), a Qualcomm Snapdragon 850 processor, an advanced set of cameras (light camera, infrared cameras, and depth sensor), a 5-channel microphone array, and built-in spatial sounds. The main features of HoloLens 2 are hand tracking, real-time eye tracking, and iris recognition, as well as voice command and control.

The Microsoft Mesh [58] preview application was used to virtually bring people together and facilitate collaborative mixed reality experiences. Mesh contains a collection of technologies and tools designed to enable rich, immersive, 3D collaboration experiences between people. Mesh allows users to have 3D interactions on content by capturing, storing, and displaying 3D objects. Moreover, Mesh users can move and look around in the digital environment.
space, play, rotate, manipulate, and point to 3D objects as if they were in the same physical space. Mesh also supports spatial audio that plays real-time sounds at the point where you look or listen, so the user’s eyes and ears determine where a sound is coming from.

Microsoft Mesh provides a set of out-of-the-box cartoon avatars that can be personalized by the user. Each participant was represented in the 3D digital space as a custom cartoon avatar in an immersed way. The avatar can move and display facial expressions consistent with the user’s actions acquired through HoloLens 2 sensors. The participants can have a unique perspective in the multi-user scenario, can bring in 3D models and interact with them, as well as create annotations using a pinch gesture.

3.2. Participants and Procedure

A total of 24 subjects participated in the study: 18 men and 6 women. The age of the participants ranged between 23–64 years old (M = 36.62, SD = 13.09). They were master students and professors from our university. They all had previous experience with 2D video conference systems (Microsoft Skype, Google Meet), though none had experience with immersive AR systems. Seventeen participants (70.83%) had previous experience of using AR, mostly from playing AR games on mobile devices. All users volunteered to participate in the study.

As for the experimental tasks, we chose the social interaction tell-a-lie [52] and tic-tac-toe game (see Figure 3). At the beginning of the experiment, we presented the aim of the research and instructed the participants on how to use HoloLens glasses. The experiment was conducted with one participant driving on the simulator using one HoloLens 2, and a researcher from our laboratory playing the role of a remote collaborator using another HoloLens 2. The whole process took approximately 20 min, out of which about 5 min were allocated for the user to get accustomed to the mixed reality environment and the hand tracking capabilities of the HoloLens 2.

![Figure 3. Screenshots from HoloLens 2: (a) collaborative tic-tac-toe game using Microsoft Mesh application; (b) the 3D avatar waving at the participant.](image)

Due to the fact that the driving task was secondary, the participants were instructed to focus their attention on the collaborative interaction with the avatar. Social presence was measured using Harms and Biocca’s questionnaire [59], whose main aim is to highlight the sense of being together and assess the attention and behavior during the interaction with the AR avatar. The social presence questionnaire uses a 7-point Likert scale rating (1: Strongly disagree–7: Strongly agree).

4. Results

The responses from the Harms and Biocca’s social presence questionnaire were centralized using Excel and then analyzed with SPSS. The questionnaire evaluates six constructs: Co-presence (CoP), Attentional Allocation (Att), Perceived Message Understanding (Msg), Perceived Affective Understanding (Aff), Perceived Emotional Interdependence (Emo),
and Perceived Behavioral Interdependence (Behv). The first statistical analysis was aimed to verify the validity of the scales by calculating Cronbach’s alpha [60]. Further, the mean values and the standard deviation of the responses are obtained (Table 1 and Figure 4, as box plots). Lastly, a t-test analysis is applied to verify if there are significant statistical differences between the baseline and augmented reality scenarios.

**Table 1.** Mean and standard deviation (SD) values for constructs and each test.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>CoP</th>
<th>Att</th>
<th>Msg</th>
<th>Aff</th>
<th>Emo</th>
<th>Behv</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tablet *</td>
<td>6.103 ± 0.683</td>
<td>5.062 ± 0.587</td>
<td>5.890 ± 0.568</td>
<td>4.680 ± 0.680</td>
<td>4.993 ± 0.680</td>
<td>5.022 ± 0.709</td>
</tr>
<tr>
<td>Mixed reality *</td>
<td>6.563 ± 0.370</td>
<td>4.897 ± 0.599</td>
<td>6.189 ± 0.511</td>
<td>4.862 ± 0.679</td>
<td>4.430 ± 0.830</td>
<td>5.917 ± 0.727</td>
</tr>
</tbody>
</table>

* Mean and standard deviation values.

**Figure 4.** Box plots with the results for the Likert scale rating: Co-presence (CoP), Attentional Allocation (Att), Perceived Message Understanding (Msg), Perceived Affective Understanding (Aff), Perceived Emotional Interdependence (Emo), and Perceived Behavioral Interdependence (Behv).

**4.1. Baseline Scenario**

All constructs were found reliable, with values for Cronbach’s alpha over 0.69. The results for each construct are as follows: Co-presence (M = 6.103, SD = 0.683), Attentional Allocation (M = 5.062, SD = 0.587), Perceived Message Understanding (M = 5.890, SD = 0.568), Perceived Affective Understanding (M = 4.680, SD = 0.680), Perceived Emotional Interdependence (M = 4.993, SD = 0.680), Perceived Behavioral Interdependence (M = 5.022, SD = 0.709).

**4.2. Augmented Reality Scenario**

Cronbach’s alpha indicated good internal consistency for each set of questions (over 0.7). The results for Co-presence (M = 6.563, SD = 0.370) show that all participants felt that they were not alone, most likely due to the dynamic and tridimensional nature of the tasks. Attentional Allocation (M = 4.897, SD = 0.599) was scored moderately, as the subjects were allocating a part of their attention to the driving scene. Perceived Message Understanding (M = 6.189, SD = 0.511) has an increased value as the process of transmitting and receiving
messages was enhanced by the spatial audio offered by HoloLens, as well as the movement of the partner’s 3D augmented avatar mouth when speaking. We observed smaller values and a wider variation in the responses for Perceived Affective Understanding (M = 4.862, SD = 0.679) and Perceived Emotional Interdependence (M = 4.430, SD = 0.820) mainly due to the cartoon-like representation of the avatar, as well as the relatively short duration of the study. Furthermore, assessing the partner’s feelings can be difficult especially when interacting with a non-familiar person, as was the case in our study. Lastly, participants gave high ratings for Perceived Behavioral Interdependence (M = 5.917, SD = 0.727), which was to be expected due to the interactive task of playing tic-tac-toe in the same virtual space.

4.3. Statistical Analysis

A paired t-test analysis revealed statistically significant differences for three constructs: CoP (t(23) = −2.991, p = 0.007), Emo (t(23) = 2.330, p = 0.29), and Behv (t(23) = −4.393, p = 0.000). No statistically significant differences were found for Att (t(23) = 0.982, p = 0.336), Msg (t(23) = −1.726, p = 0.098), and Aff (t(23) = −0.932, p = 0.361) constructs.

5. Discussion

The integration of digital content with the real world using mixed reality devices has started to make its way into our society. Although XR technology has not yet become very accessible, it has shown great promise in the industrial sector, as well as in remote collaboration. There are numerous studies on automated driving and mixed reality experiences, but none address both subjects together. In a transition period towards highly and fully autonomous vehicles, the current study aimed to add knowledge regarding the interaction with a 3D augmented avatar while engaged in an autonomous driving system. As we spend more time commuting, with an average of 30 to 60 min per day one-way [61–63], the need to take control of our time becomes imperative. Thus, the tasks that may or may not be performed while in the car will be of utmost importance. Social presence becomes a critical factor in assessing how this new driving approach could be fully accepted. An important aspect that could boost the adoption of the Metaverse is ensuring the applications offer high levels of social presence besides well-designed user interfaces. Therefore, we conducted a user study that examined social presence during two different scenarios: baseline and mixed reality collaboration. The subjective responses showed that the interaction with the virtual avatar is preferred by the users. Significant statistical differences were found in three of the six constructs: Co-presence, where we observed that the dynamic interaction increased the sense of presence, Perceived Emotional Interdependence appeared to be influenced by the avatar representation and the duration of the study, and Perceived Behavioral Interdependence increased due to the interactive tasks. An interesting note can be made about the increased value for the Perceived Message Understanding, which was influenced by the enhanced audio and video quality of the interaction. This confirms the idea that the paraverbal (audio) and non-verbal (visual) language play a key role in enhancing the sense of social presence in AR interactions as an interpersonal relationship. The results could have also been influenced by the novelty of the mixed reality interaction with an animated, 3D avatar.

The results also show that the participants were more likely to interact with the avatar in the AR environment than using video conference systems. The use of personal electronic devices like smartphones in autonomous driving can lead to a feeling of social isolation, as people are not experiencing effective collaboration. AR headsets can provide a more immersive experience, allowing the user to feel as if they are interacting with the remote collaborator rather than simply looking at him, as video conferencing does. Immersive virtual avatars can create a high degree of social presence by making it feel like the person you are communicating with is right in front of you. They can also help to create a more realistic and engaging experience, which is important for effective collaboration. AR Metaverse environments can enable passengers of future autonomous vehicles to use their travel time in new and productive ways by augmenting their real environment with digital
content that allows for interactive experiences. However, more emphasis should be placed on the environmental conditions of the interaction, as the Harms and Biocca questionnaire seems to overlook this aspect and focus only on the interaction itself, an issue confirmed by another study [64].

6. Conclusions

In this paper, we evaluated the social presence while interacting in a mixed reality scene with a 3D augmented avatar during autonomous driving. This work was motivated by the fact that humans will engage in non-driving activities in autonomous vehicles, as well as the important role that the Metaverse will have in the near future. The Harms and Biocca questionnaire was used to assess the participants’ perception on collaborating in a mixed reality environment with the HoloLens 2. This initial study found that participants gave higher ratings to three of the six constructs in the mixed reality scenario.

Future studies could focus on assessing the driver’s performance in handover maneuvers while collaborating in a mixed reality scene with a 3D animated avatar, and further expand the qualitative analysis by integrating interviews with the participants to better understand their experience. The results of such studies could be used to design driver training programs to ensure that drivers are aware of the limitations of the system in order to be prepared to intervene when the autonomous driving system encounters a critical situation.
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