Deep Learning-Based Image Recognition of Agricultural Pests
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Abstract: Pests and diseases are an inevitable problem in agricultural production, causing substantial economic losses yearly. The application of convolutional neural networks to the intelligent recognition of crop pest images has become increasingly popular due to advances in deep learning methods and the rise of large-scale datasets. However, the diversity and complexity of pest samples, the size of sample images, and the number of examples all directly affect the performance of convolutional neural networks. Therefore, we designed a new target-detection framework based on Cascade RCNN (Regions with CNN features), aiming to solve the problems of large image size, many pest types, and small and unbalanced numbers of samples in pest sample datasets. Specifically, this study performed data enhancement on the original samples to solve the problem of a small and unbalanced number of examples in the dataset and developed a sliding window cropping method, which could increase the perceptual field to learn sample features more accurately and in more detail without changing the original image size. Secondly, combining the attention mechanism with the FPN (Feature Pyramid Networks) layer enabled the model to learn sample features that were more important for the current task from both channel and space aspects. Compared with the current popular target-detection frameworks, the average precision value of our model (mAP@0.5) was 84.16%, the value of (mAP@0.5:0.95) was 65.23%, the precision was 67.79%, and the F1 score was 82.34%. The experiments showed that our model solved the problem of convolutional neural networks being challenging to use because of the wide variety of pest types, the large size of sample images, and the difficulty of identifying tiny pests.
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1. Introduction

Object detection is essentially the localization and classification of objects, which uses rectangular borders to localize the objects to be detected and to classify them accurately. Object detection is one of the critical areas of computer vision. It is widely used in real life and industrial production, and includes face detection [1], text detection [2,3], pedestrian detection [4,5], marker detection [6,7], video detection [8,9], vehicle detection [10,11], medical image detection [12], and so on.

Pests are one of the most important factors affecting crop yields and impact regional agricultural economic stability and food security [13]. According to incomplete statistics [14], 20–30% of global agricultural production is affected by pests and weed infestation, causing global economic losses of USD 70 billion [15]. Therefore, accurately identifying and counting pests is essential for pest management. Traditional pest-identification technology detects and identifies pests manually, which wastes a lot of human and financial resources, and the accuracy of identification and counting can be affected by subjective factors relating to personnel.
Pests and diseases have always been a complex problem in agricultural production, as they cause large economic losses every year. To effectively prevent and control pests and diseases in farm fields, pest and disease information needs to be collected and analyzed [16,17]. Owing to the diversity of pests on farmland and the complexity of available information types, the traditional pest-monitoring methods through manual observation and statistics can no longer meet the needs of modern large-scale agricultural production for pest control work [18–20]. Therefore, applying deep-learning methods to the intelligent recognition of crop pest images has become a critical research hotspot [16–24].

Researchers have recently combined deep learning to develop many object-detection frameworks for pest identification. Yang et al. [16] achieved the localization and identification of 23 key pest species in tea plantations using salient maps and a CNN (Convolutional Neural Network). Xie Chengjun et al. [17] identified 35 insect species using a sparse coding pyramid model. Sun Peng et al. [18] used an attentional convolutional neural network to identify soybean pests. Cheng et al. [19] introduced an AlexNet-based residual block to construct a new pest-identification network to identify ten pests in the natural environment. Fuentes et al. combined the excellent parts of previous models to detect nine diseases and insect pests on tomato plants [20] and achieved good results. Lin et al. [21] developed a new target-detection model that uses fast R-CNN as the terminal model to classify 24 pest categories. Sabanci et al. [22] proposed a new convolution and recursion hybrid network that combined AlexNet and bidirectional short-term memory (BiLSTM) to identify wheat grains damaged by pests. Gambhir et al. [23] developed an interactive Android and web interface based on CNN to diagnose problems and diseases in crops. Li et al. [24] developed a new object-detection framework based on faster R-CNN, which could conduct online monitoring of plant diseases and pest identification. However, these deep-learning models usually perform resize operations on samples, leading to the loss of sample features for pest samples of considerable size, and the excellent performance of deep-learning models is determined mainly by the number of examples in the dataset. Therefore, pest datasets with a small number of samples and too-large image sizes are undoubtedly a great challenge for target-detection models aiming to perform well.

This paper proposes a model for detecting farmland pests in response to the problems of large and unbalanced sample categories, large image sizes, and a small number of samples in farmland pest datasets. Specifically, this study uses a sliding window cropping method to learn the sample features inside larger images carefully. Secondly, this paper introduces an attention mechanism inside the model to focus more on learning the sample features that are more important for the task at hand. Finally, data augmentation is performed on a smaller number of samples in the category. In this way, the model could learn sample features in a more comprehensive and detailed way to improve the efficiency of pest detection.

The main contributions of this paper are as follows.

1. We propose a new pest-identification model that aims to achieve good performance, even with a small number of samples, unbalanced categories, and large sample image sizes;
2. We devise a new sliding window cropping method that aims to increase the perceptual field to learn sample features more carefully and comprehensively, which may be missed due to large image sizes;
3. We perfectly integrate the attention mechanism with the FPN layer in the model to make the model more focused on sample features that are more useful for the task at hand;
4. We augment the data for small numbers of sample categories as well as for unbalanced samples to prevent their adverse effects.

2. Related Work

This section will provide a detailed introduction to some of the modules involved in our pest-detection model to set the stage for the model we adopt later.
2.1. Existing Object-Detection Frameworks

Owing to the progress of Internet technology and the excellent performance of neural networks, deep convolutional neural networks (DCNNs) have gradually attracted the attention of researchers because they can learn the intrinsic characteristics of images, from shallow to deep, and their robustness is excellent [25–27]. With the improvement of computational power and the increase in the number of available data sets [28], the application of object detection based on DCNNs is becoming more and more extensive. In 2012, A. Krizhevsky et al. proposed a new neural network named AlexNet DCNN [29], which won the ILSVRC-2012 competition (the error rate of the top five was 15.3%). This work stimulated the re-study of applying deep convolution neural networks to object-detection models. In 2014, R. Girshick et al. proposed a target-detection framework named RCNN [30], which was a milestone in applying DCNN-based methods to object detection. Redmon et al. proposed a neural network-based object-detection system, a YOLO scheme (You Only Look Once: Unified, Real-Time Object Detection) [31], and presented it at CVPR 2016. The Fast R-CNN proposed by Ross B. Girshick et al. [32] is an excellent solution to the drawback of inputting Region Proposal regions into CNN networks separately in traditional R-CNN. The Cascade RCNN proposed by Zhaowei Cai et al. [33] further improved the accuracy of detecting objects. The DCNN-based target-detection method has advantages over traditional target-detection methods, and is becoming more and more popular nowadays.

2.2. The CBAM Attention Mechanism

The attention mechanism [34–36] has received attention in recent years for its ability to focus on information relevant to the task and ignore irrelevant information. As shown in Figure 1, the cbam attention mechanism [35] consists of two parts: spatial attention and channel attention.

The part in the blue box in the figure is channel attention, and the part in the red box is spatial attention. Specifically, the input feature map F is subjected to maximum global pooling and global average pooling based on the width and height, respectively, to obtain two $1 \times 1 \times C$ feature maps. Then, they are integrated into a two-layer neural network (MLP). The number of neurons in the first layer is $C/r$ ($r$ is the reduction rate), the activation function is Relu, and the number of neurons in the second layer is $C$. This two-layer neural network is shared. Then, the output features are summed point by point, and sigmoid activation is performed to generate the final channel attention feature, $M_c(F)$.

$$M_c(F) = \sigma(W_1(W_0(F_{avg}^c)) + W_1(W_0(F_{max}^c)))$$ \hspace{1cm} (1)

Then, the feature map $F'$ output by the channel attention module is used as the input feature map of the spatial attention module. First, we operate the channel-based global maximum pool and global average pool to obtain two $H \times W \times 1$ feature maps, and then we splice the two feature maps on the channel. We convolute it by $7 \times 7$ ($7 \times 7$ is better than $3 \times 3$) to reduce the dimension to one track, i.e., $H \times W \times 1$. Then, we produce a sigmoid to generate a spatial attention feature, namely $M_s$. Finally, we multiply this feature by the input feature of the module to obtain the final generated feature, $F''$.

The equation of spatial attention is as follows:

$$M_s(F) = \sigma(f_{7\times7}(\left[\text{AvgPool}(F); \text{MaxPool}(F)\right])) = \sigma(f_{7\times7}(\left[F_{avg}^s; F_{max}^s\right]))$$ \hspace{1cm} (2)
The feature $F'$ after channel attention is:

$$F' = M_c(F) \otimes F$$

(3)

The final feature $F''$ obtained after the whole cbam attention is:

$$F'' = M_s(F) \otimes F'$$

(4)

At this point, we consider that $F''$ contains features that are more important to the model’s current task.

Figure 1. Schematic diagram of the cbam attention mechanism module.

2.3. The Architecture of ResNet and ResNeXt

The core idea of ResNet [37], proposed by He et al., is to pass the original input information directly to the subsequent network. The residual block is designed based on the above idea, and its structure is shown in the left panel of Figure 2. This design of the residual block makes the neural network deeper and less prone to gradient disappearance, because the original input in the residual block can be propagated forward faster by constant mapping. ResNeXt [38] improves ResNet. First, it retains the design concept of residual blocks in ResNet and improves the ResNet residual blocks by introducing group convolution to obtain the ResNeXt residual blocks, as shown in the right panel of Figure 2. Second, it widens the basis of the network by referring to the split–transform–merge concept in Inception [39]. Finally, it adopts the concise design principle of VGG [40] to overcome the drawback that the convolutional kernel parameters of Inception [39] are too complex and difficult to control.
3. Method

In this section, we present the general structure of the pest-identification model. As shown in Figure 3, our model consists of four main modules, including data preprocessing, feature extraction, attention-based FPN, and cascaded structure.
3.1. Data Preprocessing

3.1.1. Sliding Window Cropping Method

The image size of the pest dataset was much larger than that of other datasets generally used for target detection (the size of the images in the pest dataset was $5472 \times 3648$). If the original image is the input and the image is directly resized, then the operation will lose a lot of sample information, which may lead to the neural network not learning useful sample information, especially the sample information for tiny target pests. Therefore, we improved the sliding window cropping method in YOLT [41], as shown in Figure 4, and our approach could arbitrarily crop images to a specified size (e.g., $1280 \times 1280$) as the input of the model (the cropped images are called blocks in this paper); adjacent blocks will have $\beta\%$ area overlap.

$$\beta = \frac{k_1 \cap k_2}{k_1} \times 100$$  \hspace{1cm} (5)

where $k_1$ and $k_2$ represent the area of the current sliding window and the scope of the next sliding window, respectively, and $\beta$ is a super parameter used to control the size of the overlapping regions to ensure that each area of the original image is ultimately detected. Although this may result in some parts of an image being repeatedly seen, the NMS algorithm can remove these detected regions [42]. In general, each pest sample image was cut into dozens of blocks of a specified size, these blocks were examined one by one, and then the results were combined to obtain the final detection results of these pest sample images.

![Figure 4. Schematic diagram of our sliding window cropping method.](image)

3.1.2. Data Enhancement

Due to the small number of samples and unbalanced categories in the pest dataset, we introduced the albumentations data-enhancement library to perform data enhancement on these samples, aiming to complement the unstable examples and the small number of samples with different strategies, such as flipping, random radial transformation, blurring, combination, and random selection. Figure 5 shows images of the samples after the unexpected data enhancement of the original pest samples.

All the sample preprocessing processes for this data set can be completed online, which significantly reduces the time of data set reconstruction and makes it easier for us to
make other modifications to the data set. For example, we could cut the sliding window size to any size at will without cutting the entire data set and reloading it offline.

![Figure 5](image-url)

**Figure 5.** Images obtained after the original pest samples were enhanced by the albumentations data-enhancement method.

### 3.2. Feature Extraction

Due to the diversity and complexity of pest images, it is difficult for traditional machine learning algorithms with basic convolutional neural networks to classify them. Therefore, the model’s accuracy needs to be prioritized, so we compared the experimental results of several current mainstream target-detection models, as shown in Table 1. It can be seen that the YOLOX [43] model with YOLOX-x as the backbone network had the highest Box-AP value, but its required video memory (Men) was nearly four times higher than that of the Cascade R-CNN model with X-101-32×4d-FPN as the backbone network; therefore, in this paper, we improved on the Cascade R-CNN model and set ResNeXt-101 (32 × 4d) as the backbone network.

<table>
<thead>
<tr>
<th>Model</th>
<th>Backbone</th>
<th>Men(GB)</th>
<th>Box-AP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cascade Rcnn</td>
<td>R-50-FPN</td>
<td>4.2</td>
<td>40.1</td>
</tr>
<tr>
<td>Cascade Rcnn</td>
<td>R-101-FPN</td>
<td>6.2</td>
<td>42.3</td>
</tr>
<tr>
<td>Cascade Rcnn</td>
<td>X-101-32×4d-FPN</td>
<td>7.6</td>
<td>43.7</td>
</tr>
<tr>
<td>YOLOX</td>
<td>YOLOX-x</td>
<td>7.6</td>
<td>40.5</td>
</tr>
<tr>
<td>YOLOX</td>
<td>YOLOX-4</td>
<td>19.9</td>
<td>49.4</td>
</tr>
<tr>
<td>YOLOX</td>
<td>YOLOX-x</td>
<td>28.1</td>
<td>50.9</td>
</tr>
<tr>
<td>Faster Rcnn</td>
<td>R-50-FPN</td>
<td>4.0</td>
<td>37.4</td>
</tr>
<tr>
<td>Faster Rcnn</td>
<td>R-101-FPN</td>
<td>6.0</td>
<td>39.4</td>
</tr>
<tr>
<td>Faster Rcnn</td>
<td>X-101-32×4d-FPN</td>
<td>7.2</td>
<td>41.2</td>
</tr>
</tbody>
</table>

In Figure 2, the basic structure of the ResNet network is shown on the left, and the basic framework of the ResNeXt network is shown on the right. With the same depth, ResNeXt-101 (32 × 4d) had the same parameters as ResNet101, but its accuracy was higher, so ResNeXt-101 (32 × 4d) was chosen as the backbone network of the model.

### 3.3. Attention-Based FPN

Attention mechanisms have recently become increasingly popular and can be combined with convolutional neural networks to make models autonomously emphasize sample features that are more useful for the task at hand. We compared the effects of the
attention modules of se [34], cbam [35], and eca [36], and found that the overall model loss decreased faster and the prediction map increased by 0.162 after introducing the cbam attention mechanism to the FPN part of our model for the same epoch.

Specifically, the input image was generally extracted using ResNeXt-101 (32 × 4d) features, which would output three feature layers at different locations of the backbone network: the middle layer, the lower layer, and the bottom layer. When the input image was (640, 640, 3), the three feature layers were feat1 = (80, 80, 256), feat2 = (40, 40, 512), and feat3 = (20, 20, 1024), corresponding to small, medium, and large targets, respectively. Then, the FPN layer could fuse the features of the three previous feature layers with different shapes. In contrast, we introduced the cbam attention mechanism to the PFN layer, as shown in Figure 6, where we included the attention module after the 2D convolution, upsampling, and downsampling, respectively. This allowed the model to learn the sample features P3_out, P4_out, and P5_out from the three feature layers, which were more meaningful for the current task, facilitating future pest-detection tasks.

![Diagram of the FPN layer adding the cbam attention mechanism.](image)

3.4. Cascaded Structure

Most of the proposals by RPN in Faster RCNN [32] are not of high quality, which leads to there being no way to directly use the high-threshold detector. While the cascade R-CNN [33] uses cascade regression as a resampling mechanism to increase the IOU value of proposals by stage, the resampled recommendations from the previous step can be adapted to the next stage with a higher threshold.

As the IoU threshold selection of R-CNN in Faster R-CNN [16] dramatically influenced the quality of bbox detection, Cascade R-CNN proposed a cascade R-CNN structure, as shown in Figure 7. The average values of C1, C2, and C3 were the classification results of images, and the detection frame output by B3 was the final result. Different stages used different IoU thresholds to recalculate positive and negative samples and sampling strategies to gradually improve the detection frame’s quality.
4. Experiment

4.1. Dataset Processing and Partitioning

The dataset used in this paper was from the 10th Teddy Cup Data Mining Challenge, which contained 3015 images with 28 pest types, and some samples of the dataset are shown in Figure 8. Some pest types in the dataset contain too few samples compared with other pest types, so to avoid category imbalance, we used the image enhancement method to extend the data appropriately, as shown in Figure 5. For the division of the dataset, we used a training set:test set ratio of 8.5:1.5.
Table 2. Experimental parameter setting details.

<table>
<thead>
<tr>
<th>Model</th>
<th>Backbone</th>
<th>Optimizer</th>
<th>Learning Rate</th>
<th>Momentum</th>
<th>Image-Size</th>
<th>Batch-Size</th>
<th>Epochs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cascade Rcn</td>
<td>R-50-FPN</td>
<td>SGD</td>
<td>0.005</td>
<td>0.9</td>
<td>1280 × 1280</td>
<td>64</td>
<td>100</td>
</tr>
<tr>
<td>Cascade Rcn</td>
<td>R-101-FPN</td>
<td>SGD</td>
<td>0.005</td>
<td>0.9</td>
<td>1280 × 1280</td>
<td>64</td>
<td>100</td>
</tr>
<tr>
<td>Cascade Rcn</td>
<td>X-101-32×4d-FPN</td>
<td>SGD</td>
<td>0.005</td>
<td>0.9</td>
<td>1280 × 1280</td>
<td>64</td>
<td>100</td>
</tr>
<tr>
<td>YOLOX</td>
<td>YOLOX-s</td>
<td>SGD</td>
<td>0.005</td>
<td>0.9</td>
<td>1280 × 1280</td>
<td>64</td>
<td>100</td>
</tr>
<tr>
<td>YOLOX</td>
<td>YOLOX-l</td>
<td>SGD</td>
<td>0.005</td>
<td>0.9</td>
<td>1280 × 1280</td>
<td>64</td>
<td>100</td>
</tr>
<tr>
<td>YOLOX</td>
<td>YOLOX-x</td>
<td>SGD</td>
<td>0.005</td>
<td>0.9</td>
<td>1280 × 1280</td>
<td>64</td>
<td>100</td>
</tr>
<tr>
<td>Faster Rcn</td>
<td>R-50-FPN</td>
<td>SGD</td>
<td>0.005</td>
<td>0.9</td>
<td>1280 × 1280</td>
<td>64</td>
<td>100</td>
</tr>
<tr>
<td>Faster Rcn</td>
<td>R-101-FPN</td>
<td>SGD</td>
<td>0.005</td>
<td>0.9</td>
<td>1280 × 1280</td>
<td>64</td>
<td>100</td>
</tr>
<tr>
<td>Faster Rcn</td>
<td>X-101-32×4d-FPN</td>
<td>SGD</td>
<td>0.005</td>
<td>0.9</td>
<td>1280 × 1280</td>
<td>64</td>
<td>100</td>
</tr>
<tr>
<td>Ours</td>
<td>X-101-32×4d-FPN</td>
<td>SGD</td>
<td>0.005</td>
<td>0.9</td>
<td>1280 × 1280</td>
<td>64</td>
<td>100</td>
</tr>
</tbody>
</table>

4.2. Evaluation Indicators

Unlike the classification problem, target detection not only aims to accurately classify the target, but also to accurately localize the target. The most common evaluation metrics used in target detection algorithms for detection accuracy are Precision, Recall, F1-Score, Average Precision (AP), Mean Average Precision (mAP), and Intersection Over Union (IOU), defined as follows.

\[
\text{Precision} = \frac{TP}{TP + FP} \quad (6) \\
\text{Recall} = \frac{TP}{TP + FN} \quad (7) \\
\text{AP}_j = \int_0^1 p(r)dr \quad (8) \\
\text{mAP} = \frac{1}{m} \sum_{m} \text{AP}_j \quad (9) \\
\text{F1} = 2 \times \frac{\text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \quad (10) \\
\text{IOU} = \frac{\text{Area of Overlap}}{\text{Area of Union}} \quad (11)
\]

4.3. Experimental Results

Figure 9 shows that the scores of mAP@0.5 and mAP@0.5:0.95 in our model for the pest dataset were 0.84 and 0.65, respectively. We believe that, when the IOU threshold gradually increased, some pest types were difficult to assess because of the poor learning effect of their sample characteristics due to the small number of samples, leading to this result.

It can be seen from Figure 10 that our model could accurately localize as well as classify most of the insects; however, the detection performance of the network was not so good when many bugs were stacked together or when the number of samples of certain classes of bugs was small.

We also compared the experimental results of different models on pest datasets. As shown in Table 3, under the same experimental environment, our proposed method had advantages over other models, and its mAP@0.5 was 11.81% higher than that of the Cascade R-CNN model with ResNeXt-101 as the backbone network without any change.

To investigate the impact of the proposed sliding window cropping method and the attention-based FPN, we conducted experiments on them separately. From Table 4, we can see that the sliding window cropping method could solve the problem of semantic information loss in large image input networks and improve the model’s prediction accuracy. In addition, adding the attention module to the FPN layer could also enhance the model’s performance.
Figure 9. Performance comparison of mAP_0.5 and mAP_0.5:0.95.

Table 3. Experimental results of different models on the test set of the pest dataset.

<table>
<thead>
<tr>
<th>Method</th>
<th>Backbone</th>
<th>mAP_0.5</th>
<th>mAP_0.5:0.95</th>
<th>Precision</th>
<th>F1-Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cascade Rcrn</td>
<td>R-101-FPN</td>
<td>70.62</td>
<td>42.35</td>
<td>45.36</td>
<td>67.64</td>
</tr>
<tr>
<td>Cascade Rcrn</td>
<td>X-101-32×4d-FPN</td>
<td>72.35</td>
<td>45.12</td>
<td>68.54</td>
<td>71.21</td>
</tr>
<tr>
<td>YOLOX</td>
<td>YOLOX-s</td>
<td>66.39</td>
<td>40.16</td>
<td>64.37</td>
<td>63.87</td>
</tr>
<tr>
<td>YOLOX</td>
<td>YOLOX-l</td>
<td>79.82</td>
<td>61.82</td>
<td>75.42</td>
<td>77.15</td>
</tr>
<tr>
<td>Faster Rcrn</td>
<td>R-101-FPN</td>
<td>65.45</td>
<td>49.67</td>
<td>51.56</td>
<td>63.24</td>
</tr>
<tr>
<td>Faster Rcrn</td>
<td>X-101-32×4d-FPN</td>
<td>68.16</td>
<td>51.84</td>
<td>57.63</td>
<td>66.83</td>
</tr>
<tr>
<td>Ours</td>
<td>X-101-32×4d-FPN</td>
<td>84.16</td>
<td>65.23</td>
<td>67.79</td>
<td>82.34</td>
</tr>
</tbody>
</table>

Table 4. Effect of the sliding window cropping method and attention-based FPN on the model.

<table>
<thead>
<tr>
<th>Method</th>
<th>Backbone</th>
<th>Sliding Window Cutting</th>
<th>Add Attention to the FPN</th>
<th>mAP_0.5</th>
<th>mAP_0.5:0.95</th>
<th>Precision</th>
<th>F1-Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ours</td>
<td>X-101-32×4d-FPN</td>
<td>×</td>
<td>×</td>
<td>72.35</td>
<td>45.12</td>
<td>68.54</td>
<td>71.21</td>
</tr>
<tr>
<td>Ours</td>
<td>X-101-32×4d-FPN</td>
<td>×</td>
<td>√</td>
<td>75.64</td>
<td>47.17</td>
<td>69.03</td>
<td>76.36</td>
</tr>
<tr>
<td>Ours</td>
<td>X-101-32×4d-FPN</td>
<td>√</td>
<td>×</td>
<td>76.38</td>
<td>46.58</td>
<td>67.52</td>
<td>77.49</td>
</tr>
<tr>
<td>Ours</td>
<td>X-101-32×4d-FPN</td>
<td>√</td>
<td>√</td>
<td>84.16</td>
<td>65.23</td>
<td>67.79</td>
<td>82.34</td>
</tr>
</tbody>
</table>
Figure 10. Prediction results for some of the pests in our model.

5. Conclusions

We propose a new target-detection framework based on the Cascade RCNN to address the problems of large sample image sizes, a small number of samples, and class imbalance in the pest sample dataset. Specifically, we developed a sliding window cropping method that could learn sample features more accurately and in detail without changing the original input image size. Secondly, the attention mechanism was also perfectly combined with the FPN layer in the model, aiming to enable it to learn sample features that are more important to the task at hand. Experiments showed that our model could localize and classify pests more accurately than the current mainstream target-detection models. On the pest dataset, the model’s average accuracy (mAP@0.5) was 84.16%, (mAP@0.5:0.95) was 65.23%, the accuracy was 67.79%, and the F1 score was 82.34%. This demonstrates that our proposed sliding window cropping method and attention-based FPN layer could be well-integrated with other target-detection models to better locate and identify samples in the pest dataset.

In future work, to apply our pest detection system to real life, we could embed this model into modern mobile devices, which would be very helpful in promoting agricultural production. In addition, we could add images of pest species from time to time to increase the number of datasets in order to detect pests more accurately.
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