Abstract: In full-field 3D displacement measurement, stereo digital image correlation (Stereo-DIC) has strong capabilities. However, as a result of difficulties with stereo camera calibration and surface merging, 360-deg panoramic displacement measurements remain a challenge. This paper proposes a panoramic displacement field measurement method in order to accurately measure the shape and panoramic displacement field of complex shaped objects with natural textures. The proposed method is based on the robust subset-based DIC algorithm and the well-known Zhang’s calibration method to reconstruct the 3D shape and estimate the full-field displacements of a complex surface from multi-view stereo camera pairs. The method is used in the determination of the scale factor of the 3D reconstructed surface and the stitching of multiple 3D reconstructed surfaces with the aid of the laser point cloud data of the object under test. Based on a discussion of the challenges faced by panoramic DIC, this paper details the proposed solution and describes the specific algorithms implemented. The paper tests the performance of the proposed method using an experimental system with a 360-deg six camera setup. The system was evaluated by measuring the rigid body motion of a cylindrical log sample with known 3D point cloud data. The results confirm that the proposed method is able to accurately measure the panoramic shape and full-field displacement of objects with complex morphologies.
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1. Introduction

As a flexible non-contact optical-numerical technology, digital image correlation (DIC) has the characteristics of relatively straightforward data processing, easy implementation, high accuracy, and wide applicability, that have become widespread in the mechanical properties testing of materials and biological tissues [1–5], health monitoring of engineering structures [6–8], and other fields. Stereo-DIC technology combines the principles of DIC and stereophotogrammetry, which is a powerful and practical full-field optical deformation measurement technology [8–10]. It obtains full-field complex geometric shapes, motions, and deformations by tracking and recovering the three-dimensional shape of the deformed object in the stereo image sequence [11]. The realization of the Stereo-DIC technology requires the use of a dual-camera synchronous imaging system or a single-camera pseudo-stereo imaging system, which can simultaneously record a pair of image sequences of angled views on the specimen surface under different states. Then, the intrinsic parameters and extrinsic parameters of the dual-camera setup are calibrated according to the specific stereo camera calibration procedures [12,13]. Next, a correlation algorithm is used to match the correspondence of corresponding point pairs in the two stereo images by comparing the gray distribution of a subset of square pixels and tracking these points in a sequence of stereo images representing different states of deformation. Finally, the matched set of
image points is used to reconstruct and track the 3D position of the points on the specimen surface over time by combining the calibrated parameters with stereo triangulation, and, then, determining the 3D displacement field on the specimen surface.

Despite the wide use of Stereo-DIC, its field of view is limited to the front surface of the specimen due to the occlusion of the camera’s line of sight, and it cannot measure the whole-body profile of the panoramic deformation of the sample with a complex geometric morphology. In order to extend the field of view of the deformation measurement to a panoramic view, the effective countermeasures are to adopt a multi-view imaging system composed of multiple synchronous cameras, a pseudo-multi-view imaging system composed of single camera combined with slewing ring, or a binocular imaging system assisted by mirrors. The whole-body shape and displacement measurement technique can usually be carried out according to one of the following system configurations: (i) Encircling configuration. The object to be measured is surrounded by a group of synchronous cameras deployed as an open or closed ring, with each pair of adjacent cameras having a common field of view to facilitate the integration of all cameras into a common world coordinate system [14,15]. The encircling configuration requires two or more synchronous cameras, making the measurement technique both complicated and expensive, but, even so, this configuration is still the mainstream of full-field 360-deg displacement measurements, especially for the shape and displacement measurement of large-size specimens or specimens located in industrial sites. (ii) Pseudo-encircling configuration. The configuration is also measured the object by several adjacent and intersecting views, but the difference is that the different views are captured by rotating the camera while keeping the object still or rotating the object while fixing the camera [16,17]. One serious limitation of this configuration is that it can only be used under static or quasi-static loading conditions. (iii) Discrete stereoscopic configuration. Consists of two synchronous Stereo-DIC systems with no common field of view that measure each surface of the plate or sheet specimen independently [18]. The discrete stereoscopic configuration requires four cameras to form two stereo camera pairs. On the one hand, it is similar to the encircling configuration and requires complicated calibration. On the other hand, the stereo camera pairs are independent from each other, thus, it is only suitable for dual-surface displacement field measurement of sheet specimens. (iv) Mirror-assisted configuration. A 360-deg panoramic or dual-surface view of the regular-sized specimen to be measured is obtained through specific catadioptric components, which is in the form of a planar mirror [12,19,20] or conical mirror [5,9,21]. The mirror-assisted configuration can be used for panoramic measurement, but only for specimens of comparable mirror size, and there are still challenges on shape and displacement measurement of larger objects. In addition, the entailed wide field of view required conflicts with the high spatial resolution of region of interest (ROI) required for accurate DIC measurement.

Despite the different configurations and applications for 360-deg panoramic shape and deformation measurements that can be found, the three key issues involved in achieving a multi-view panoramic setup tend to be similar and consist mainly of stereo camera calibration, spatial and temporal matching, and 3D reconstruction. The aim of stereo camera calibration is to find intrinsic parameters (defining the geometric and optical properties of the camera) and extrinsic parameters (defining the position and orientation of the camera with respect to a reference coordinate system). According to different scenes, the existing calibration algorithms can be divided into four methods: self-calibration [22–25], calibration based on 1D calibration objects [26–28], 2D calibration objects [29–31], and 3D calibration objects [32–34], respectively. It should be noted that the translation vector calibrated by the above calibration method is normalized and lacks scale information, which is necessary to determine the actual value of the shape and/or displacement. In this paper, with the aid of the laser point clouds, the scale factor calculation model is established by calculating the center of gravity, the centroid of the laser point cloud, and the reconstructed 3D point cloud and its corresponding relations. Spatial matching focuses on establishing a three-dimensional correspondence on two different camera views, while the aim of temporal matching is to track the pixel positions...
on each image sequence, both of which can be achieved by robust local feature-based image correlation algorithms [35,36]. In this paper, precise subset-based DIC following the inverse compositional Gauss–Newton algorithm and the reliability-guided displacement computation strategy is used for spatial and temporal matching; the results of spatial matching are used to establish the correspondences for extrinsic parameter estimation and to reconstruct the 3D surface profile of the measured specimen, while the results of temporal matching are used to calculate the displacement before and after deformation. A key step of panoramic shape and displacement measurement is to merge multiple local 3D surfaces (reconstructed 3D coordinates) with overlapping regions obtained based on multi-view Stereo-DIC into a single continuous merged surface. The essence of surface merging is to merge overlapping parts by removing redundant points as to obtain the complete 3D profile information of objects. The principle of surface merging is to use only the points existing in the original data. The introduction of new points not derived from actual measurements is undesirable as these points cannot be tracked in a deformed configuration and do not provide reliable displacement measurements [15]. For this reason, we propose a distance-based method for merging 3D surfaces (3D points) assisted by a laser point cloud. Based on the existing methods, this method proposes a laser point cloud data-assisted scale factor determination method and a laser point cloud data-assisted surface stitching method to achieve a true and complete shape reconstruction and full-field displacement measurement of the object under the test.

We used an experimental system with a 360-deg six-camera setup (shown in Figure 1) to test the performance of the proposed method. It is important to note that when the cameras are aligned, the overlapping field of view of each group of cameras must be greater than 120° to ensure the integrity of the reconstruction.

Figure 1. 360-deg six-camera measurement system schematic. A circular array of three stereo-camera pairs surrounding the object to be measured and the field of view (FOV) of each stereo camera pair exceeds 120 degrees.

The outline of this paper is as follows. Section 2 introduces the theoretical framework of the 360-deg panoramic full-field displacement measurement, including the measurement principles (Section 2.1), the intrinsic and extrinsic parameters calibration of the binocular camera pair (Sections 2.2 and 2.3), and the three-dimensional surface profile reconstruction and displacement measurement of the specimen (Section 2.4). The experiments and discussions are presented in Section 3. Finally, we draw conclusions in Section 4.
2. Materials and Methods

2.1. Measurement Principles

The calibration of the system (for stereo triangulation) and surface merging (for combining results from multiple stereo-camera pairs) are two key issues in multi-view three-dimensional reconstruction and deformation measurements [15]. As a first step, the proposed method uses a checkerboard planar calibration target (Zhang’s method) to obtain the intrinsic parameters of each camera. The external parameters of each stereo camera pair are then calibrated in a common field of view (FOV) of both cameras using specimen surfaces with natural textures or sprayed patches. Specifically, the robust subset-based DIC method accurately detects a point match between the two images of the test specimen. The essential matrix can be determined by combining the extrinsic parameters with the determined intrinsic parameters. By decomposing the essential matrix, the available extrinsic parameters between stereo camera pairs without scale information can be obtained. Based on the above premise, the three-dimensional coordinate point cloud data for the physical three-dimensional points of the specimen without the scale information can be calculated from the pair of images by triangulation. Next, the iterative closest point (ICP) algorithm is used to match the whole three-dimensional laser-point cloud data of the specimen with the local point cloud data reconstructed by triangulation to obtain the true scale information, the rotation matrix, and the translation vector relative to the laser point cloud, which are used to determine the local three-dimensional reconstruction surface of the specimen. The local point clouds obtained from stereo-camera pairs are independent, disconnected from each other, and may overlap locally. Then, the proposed distance-based three-dimensional point merging method is used to remove redundant three-dimensional points and construct a continuous merged three-dimensional surface. Using the same intrinsic and extrinsic parameters of cameras and merging method, the three-dimensional surface of the deformed specimen is constructed in combination with the deformed point cloud data obtained from the DIC. To estimate the full-field displacements, all measurement points at their initial state are subtracted from the measurement points at their deformed state.

2.2. Planar Target-Based Intrinsic Parameters Determination

For a three-dimensional point \( P \) in the world coordinate system, the coordinates of the corresponding pixel point \( \hat{u} \) in the image coordinate system are given by \((u, v)\). Assuming the camera is zero-skew, by mapping the three-dimensional point \( P \) corresponding to \( u \) into the homogeneous coordinate system, the undistorted coordinates \( x \) with its components \( x \) and \( y \) are determined.

\[
x = (RP + t)
\]

where \( x \) can be expressed in terms of the focal length \( f = \text{diag}(f_x, f_y) \) and the principle point \( e = (c_x, c_y) \) as \( x = f^{-1}(u - e) \). The matrix \( R \in \mathbb{R}^{3 \times 3} \) and the vector \( t \in \mathbb{R}^{3 \times 1} \) are the rigid-body rotation matrix and translation vector from the world coordinate system of \( P \) to the camera coordinate system, respectively, and the operator \((\cdot)\) maps a 3-vector \((x, y, z)\) to a 2-vector \((x/z, y/z)\).

The lens distortions, both radial and tangential, typically deteriorate imaging. Since tangential distortion, which can lead to unstable optimization, is negligible for modern camera lenses [31], we only consider the parametric radial distortion model, which can be written as follows:

\[
D(x) = 1 + k_1||x||^2 + k_2||x||^4
\]

where \( k_1, k_2 \) are the coefficients of radial distortion. With the model \( D(\cdot) \), the distorted image coordinates \( \hat{x} \) with its components, \( x \) and \( y \) in the normalized image coordinate frame can be given by:

\[
\hat{x} = D(x)x.
\]
The basic linear equations for the banded block matrix used to determine the radial distortion model $D(\cdot)$ can be reformulated in a component-wise manner by Equation (3) as follows:

$$
\begin{bmatrix}
\hat{x} - x \\
\hat{y} - y
\end{bmatrix}
= \begin{bmatrix}
\|x\|^2x \\
\|x\|^2y
\end{bmatrix}
\begin{bmatrix}
k_1 \\
k_2
\end{bmatrix}
$$

(4)

For calibration, we use a checkerboard planar calibration target with $M$ control points in $N$ different poses. Based on Equation (4), a system of $M \times N$ linear equations are established. The closed-form solutions for the radial distortion coefficients $k_1$ and $k_2$ can be solved by superimposing them with the linear least square method.

The $i$th control point on the calibration target is denoted as $P_i \ (1 \leq i \leq M)$, and $R_i$ and $t_i \ (1 \leq j \leq N)$ are denoted as the rotation matrix and translation vector corresponding to the $j$th pose of the target with respect to the camera, respectively. Then, the reprojection errors of the control point $P_i$ in the normalized image domain can be expressed as:

$$
e_{ij}(f, c, k_1, k_2, R_i, t_i, P_i) = D(x_{ij})x_{ij} - \langle R_i P_i + t_i \rangle$$

(5)

where $x_{ij}$ denotes the normalized undistorted coordinates of $P_i$ from the $j$th calibration pose, which can be expressed as $x_{ij} = f^{-1}(u_{ij} - c)$. Considering all control points and all target poses, a nonlinear problem is eventually obtained by using $L_2$ norm as a loss metric of the reprojection errors as follows:

$$
\text{argmin}_{\{f, c, k_1, k_2, \{R_i, t_i\}, \{P_i\}\}} \sum_{i=1}^{N} \sum_{j=1}^{M} \|e_{ij}(f, c, k_1, k_2, R_i, t_i, P_i)\|^2_2
$$

(6)

By minimizing above nonlinear model, the optimal intrinsic parameters $f, c, k_1, k_2$ can be obtained. For intrinsic parameters, they are independent parameters for each camera and can, therefore, be assumed to be unchanged through mechanical fixation [37]. The relevant algorithm is given in Algorithm 1.

---

**Algorithm 1.** Determining intrinsic parameters from planar calibration target.

**Input:** images of the target under different positions by moving target: $I_j$.

**Output:** intrinsic parameters: $f_x, f_y, c_x, c_y, k_1, k_2$.

**Initially intrinsic parameters estimation**

1. Detect the control points in a series of checkerboard images with different positions.
2. Estimate the intrinsic parameters $(f_x, f_y, c_x, c_y)$ using the closed-form solution using Zhang’s classical calibration method [38].
3. Estimate the radial distortion coefficients $(k_1, k_2)$ by linear least-squares using Equation (4).

**Refine intrinsic parameters**

Refine all intrinsic parameters by minimizing Equation (6).

There is one thing to note here. Lens distortion cannot be ignored in practical application scenarios. Therefore, before calculating the essential matrix and applying the bundle adjustment method in the following steps, the coordinates of the corresponding points should be corrected according to the distortion coefficients obtained through calibration [24].

2.3. **Epipolar Geometry-Based Extrinsic Parameters Determination**

Once the intrinsic parameters of each camera in a binocular stereo camera system are calibrated, the determination of the extrinsic parameters of the binocular stereo camera system becomes a matter of positional estimation, i.e., estimating the rotation matrix $R$ and translation vector $t$ between two cameras from a set of image point correspondences between two cameras.

2.3.1. **Stereo Point Matching Registration**

Based on the robust subset-based digital image correlation method, the stereo point correspondences between two distinct camera views are realized, through which a set of accurate point matches can be registered for subsequent extrinsic parameters determination.
Firstly, the specimen is decorated with a stable, random, high-contrast scatter pattern, or the inherent natural texture of the test specimen is exploited and captured by stereo-camera pairs. Secondly, in the image on the left, a ROI is selected, consisting of a grid of equidistant computed points that correspond to the sample area visible from both camera views. Then, based on the selected subset size and the calculated grid points within the ROI, the corresponding points are detected on the right image using the subset-based DIC. Briefly, for the initial computed points, called seed points, a square reference subset centered on them is selected and, then, iteratively minimized using the least squares correlation criterion $C_{LS}$ as the correlation function to match them to the target subset of the right-hand image. A first-order shape function is used to describe the transformation of the subset, an inverse synthetic Gauss–Newton method (IC-GN) is used as a non-linear optimizer, and a reliability-oriented approach is used to transfer the calculation to the ROI to achieve a series of image point correspondences between the left and right cameras. The detailed principles and step-by-step implementation of the algorithm are presented in [39,40].

2.3.2. Five-Point Algorithm-Based Essential Matrix Estimation

The projective geometry between the left and right views of a stereo camera system is the epipolar geometry. The epipolar geometry can be represented by the essential matrix:

$$q^T E p = 0$$

where $E$ is the essential matrix connecting the pose relations between the two cameras through points in space, $p$ and $q$ are the normalized image coordinates of the corresponding points in the left and right images of the stereo camera pair matched by DIC. For a pair of cameras whose intrinsic parameters have been calibrated, the essential matrix $E$ takes the form

$$E = [t] \times R$$

where $[\cdot] \times$ is defined as a skew-symmetric matrix of 3-vector, while $R$ and $t$ represent the rotation matrix and translation vector between the left and right cameras, respectively.

Since the essential matrix has two equal and non-zero singular values, this leads to the following important three-dimensional constraints on the essential matrix:

$$2EE^T E = \text{trace}(EE^T) E.$$  

The five-point algorithm is used to compute the reliable essential matrix through the corresponding points. For a detailed implementation process one can refer to the classical work in the literature [41] and easy-to-use, effective open-source codes [42]. It is important to note that due to the scale equivalence of the essential matrix, it can only reflect the relative position relationship independent of the specific scale and cannot describe the absolute position relationship between two cameras.

2.3.3. SVD Based Extrinsic Parameters Initialization

For any matrix, it is always possible to decompose it into the product of a unitary matrix $U$, a diagonal matrix $\Sigma$ and a transpose of another unitary matrix $V^T$. As soon as the essential matrix is obtained, the singular value decomposition (SVD) of the essential matrix $E$ is expressed as:

$$E = U \Sigma V^T, \quad \Sigma = \text{diag}(1, 1, 0).$$

The $R$ and $t$ describing the rigid-body transformation from the left camera to the right camera can be obtained as follows:

$$R = UWV^T \text{ or } R = UW^TV^T$$

$$t = U_2 \text{ or } t = -U_2$$

$$t = \begin{pmatrix} t_1 \\ t_2 \\ 0 \end{pmatrix}$$
where \( W = \begin{pmatrix} 0 & -1 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & 1 \end{pmatrix} \), \( U_2 \) is the last column of the unitary matrix \( U \).

From geometric considerations, there are four possibilities for the combination of \( R \) and \( t \). The positive depth constraint \([43]\) is used to eliminate the redundant solutions from all possible solutions and extract the true solution. It retrieves a point in the world coordinate system using these four possible extrinsic matrices and selects the reconstructed world point located in front of the two cameras, i.e., the point should be in the positive direction of the z-axis \([44]\).

### 2.3.4. Bundle Adjustment Based Extrinsic Parameters Refinement

After decomposition of the essential matrix, an initial estimation of the camera pose can be obtained. The epipolar constraint in Equation (8) cannot be fully satisfied due to the presence of image noise and interference in the stereo correspondence and camera parameters estimation. Therefore, the bundle adjustment method is used to optimize the extrinsic parameters of the cameras. The Euclidean distance between the reprojection point and the original coordinate point is the reprojection error. By minimizing this reprojection error, the optimal solution of the extrinsic parameters of camera can be obtained. The solution equation for bundle adjustment method can be expressed as:

\[
\arg\min_{\{R_j, t_j\}, \{X_i\}} \sum_{i=1}^{N} \sum_{j=1}^{2} \| K_j \left[ R_j | t_j \right] X_i - x_{ij} \|^2_2
\]  

(12)

where \( X_i \) is the three-dimensional coordinate in the actual three-dimensional frame. The corresponding reprojected 2D points in the two image planes can be expressed as \( K_j \left[ R_j | t_j \right] X_i \). \( x_{ij} \) is original the pixel coordinates of the \( i \)th point in image \( j \). When \( j \) equals 1, it means left camera, and when \( j \) equals 2, it means right camera. \( K \) is the intrinsic matrix of camera pairs, and \( R \) and \( t \) are the rotation matrix and translation vector with respect to the left camera, respectively. For the left camera, \( j = 1 \), we have \( R_1 = I \) and \( t_1 = 0 \).

The optimization method used here is the Levenberg–Marquardt algorithm. Through the bundle adjustment method, the optimal extrinsic parameters of each camera pair can be obtained. It should be noted that the translation vector calculated by the above method is the normalized values, where \( \| t \| = 1 \). In Algorithm 2, the relevant algorithm for extracting extrinsic parameters is given step by step.

**Algorithm 2.** Determining extrinsic parameters from matched points.

**Input:** normalized image coordinate: \( p \) and \( q \).

**Output:** extrinsic parameters: \( R \) and \( t \).

**Initially extrinsic parameters estimation**

1. Estimate the essential matrix \( E \) by using the five-point algorithm.
2. Based on the SVD of \( E \), calculate \( R \) and \( t \) using Equations (10) and (11).

**Refine extrinsic parameters**

Refine extrinsic parameters by Equation (12).

### 2.3.5. Point Registration Based Scale Information Determination

Scale information is a key factor in determining the actual shape and actual displacement values and can, in principle, be determined in three ways: (1) the physical distance between two known points on the specimen, (2) the known shape of the specimen, and (3) the known displacement of the specimen. In order to calibrate the scale information, the following method is proposed based on laser scanning point clouds and ICP algorithms \([45]\). The three-dimensional point cloud contains rich geometric information in the spatial domain. According to the invariability of the relative position of the center of gravity and the centroid of the point cloud in the rigid body transformation, the distance ratio between the center of gravity and the centroid of the point cloud at different scales is
defined as the scale factor, and the scale information model is established. Combined with the ICP algorithm, the minimum registration error function is defined to refine the scale information. Details are given below.

Firstly, filtering the point cloud data. The original-scale three-dimensional point cloud data of the test specimen and the normalized-scale three-dimensional reconstructed point cloud data were obtained by laser scanning equipment and the aforementioned method, respectively. The original-scale point cloud data obtained by laser scanning is dense, thus, it needs to be filtered to reduce the amount of point cloud data and improve the efficiency of alignment. The normalized-scale point cloud data obtained by using above three-dimensional reconstruction will contain noise and outliers, which will affect the accuracy of the calculation of center of centroid and center of gravity as well as the final alignment results, thus, the normalized-scale point cloud data are filtered to reduce or even eliminate the influence of noise and outliers.

Next, establishing a scale factor calculation model. If the center of gravity and the centroid of the original-scale point cloud data \( P \) and normalized-scale point cloud data \( Q \) are denoted as \( p^g \) and \( q^g \) respectively, and point \( p_i, p_c, q_i \) and \( q_c \) can be expressed as \( p_i = \sum_{i=1}^{M} p_i \), \( p_c = \sum_{i=1}^{M} m_i p_i \), \( q_i = \frac{1}{N} \sum_{i=1}^{N} q_i \) and \( q_c = \sum_{i=1}^{N} m_i q_i \). Where \( p_i \) and \( q_i \) are the points on point cloud data \( P \) and \( Q \) respectively. \( M \) and \( N \) are the number of points in the point cloud data, and \( m_i = r_i^{-2} / \sum r_i^{-2} \) is the centroid factor, satisfying \( \sum m_i = 1 \). The scale factor \( s \) has form of

\[
    s = \frac{d(p^g, p_c)}{d(q^g, q_c)} = \frac{|p^g - p_c|}{|q^g - q_c|} \tag{13}
\]

where function \( d \) defines the Euclidean distance between two points. The scale factor calculated by Equation (13) is taken as the initial value, the normalized-scale point cloud is scaled up equally to obtained the point cloud \( sQ \), which is used for the subsequent iterative optimization of scale factor.

Thirdly, refining the scale factor. The point cloud \( sQ \) is very close to the original-scale point cloud. In this step, the accuracy of the scale factor is improved further through the ICP iterative calculating method. For each point \( q_i \) in the normalized-scale point cloud data \( Q \), the pairwise point \( p_i \) is searched by taking the closest point of Euclidean distance on the original-scale point cloud data \( P \) as the corresponding relationship. According to the corresponding relationship, the objective function is formulated here based on least square criterion as follows:

\[
    F(R, t, s) = \sum_{i=1}^{k} \| p_i - s(Rq_i + t) \|_2^2 \tag{14}
\]

Equation (14) contains the scale factor \( s \), the rotation matrix \( R \), and the translation vector \( t \), which are substituted into the ICP algorithm to calculate the alignment error and compared with the set threshold value of alignment error, scale factor, rotation matrix, and translation vector. These are refined when the termination condition is not satisfied, and the iterative calculation is carried out to finally obtain the scale factor at the minimum alignment error. The relevant algorithm steps are presented in Algorithm 3. It should be pointed out that the rigid transformation matrices \( R \) and \( t \) between the reconstructed local three-dimensional points and the laser point cloud are also synchronously optimized in the process of the iterative optimization of scale factors, which are used for registration between the reconstructed local three-dimensional points and the laser point cloud. This registration process is necessary because the registration results are to be used for subsequent overlapping three-dimensional point mergers.
Algorithm 3. Determining scale factor from point cloud registration.

Input: original-scale point cloud: \( P \), normalized-scale point cloud: \( Q \), alignment error threshold: \( \delta \).

Output: scale factor: \( s \), rotation matrix: \( R \), translation vector: \( t \).

Initially scale factor estimation
1. Calculate center of gravity and the centroid of \( P \) and \( Q \), respectively.
2. Calculate the initial value of \( s \) according to Equation (13).

Refine scale factor, rotation matrix and translation vector
1. Enlarge the normalized-scale point cloud \( Q \) according to the initial value of \( s \).
2. Refine scale factor, rotation matrix and translation vector by minimizing Equation (14).

Algorithm 4 Determining full-field displacements from three-dimensional shape reconstruction.

Input: correspondence points of each camera pair: \( I_l, I_r \), intrinsic parameters of each camera: \( f_x, f_y, c_x, c_y \), extrinsic parameters of each camera pair: \( s, R, t \).

Output: full-field displacement component: \( u, v, w \).

Local 3D shape construction
Reconstruct local 3D coordinates based linear triangulation algorithm.

Global 3D shape merging
Merge a complete 3D shape in the current state based on the proposed distance-based three-dimensional point merging method with the aid of laser point cloud.

Panoramic displacement fields measurement
Extract the panoramic displacements from the 3D position of the points under different states.

2.4. Three-Dimensional Shape Reconstruction and Full-Field Displacements Determination

Once the intrinsic and extrinsic parameters and scale factor of each stereo camera pair have been calibrated, the local 3D shape (reconstructed 3D coordinates) of the test specimen is reconstructed from the stereo correspondences by using a linear triangulation algorithm [46,47]. The local three-dimensional shapes obtained by each camera are independent and have no relationship with each other, but there is local overlap. In order to construct a continuous merged surface, the overlap between the three-dimensional points needs to be resolved and the adjacent three-dimensional points stitched together. In order to solve the overlapping problem, an algorithm is proposed. Based on the registration results of the reconstructed local three-dimensional points and laser point cloud, the algorithm starts from the boundary of the overlap regions, calculates the distance between the overlap points and the laser point cloud in the overlap regions, and removes the points with large distance to the laser point cloud until the overlap regions is spliced into a single continuous surface, as shown in Figure 2. The coordinates of the removed points are recorded for redundancy removal and merging of the overlapped three-dimensional points after deformation. Using the same intrinsic and extrinsic parameters of cameras and merging method, combined with the deformed point cloud data obtained by DIC, the three-dimensional surface of the deformed specimen is constructed. The three-dimensional displacement fields of the test specimen are finally estimated by subtracting the three-dimensional coordinates of all measurement points at initial state from those of deformed states. The relevant algorithm steps are presented in Algorithm 4.
Algorithm 4 Determining full-field displacements from three-dimensional shape reconstruction.

**Input:** correspondence points of each camera pair: $I_j, I_k$; intrinsic parameters of each camera: $f_i, f_j$; $c_i, c_j$; extrinsic parameters of each camera pair: $s, R, t$.

**Output:** full-field displacement component: $u, v, w$.

3. Experiments and Discussions

First of all, an experimental setup for measuring the whole-body shape and displacement was established by taking the log as the specimen. Then, the effectiveness and accuracy of the proposed method were verified by two validation experiments, including three-dimensional shape reconstruction and translation of a log. Finally, the measurement results of the whole-body shape and displacement field of the log were presented and discussed.

3.1. Experimental Setup

A 360-deg panoramic camera setup consisting of three sets of binocular cameras was constructed, as shown in Figure 3. The six cameras (industrial camera 130SM, with an MX 1.3-megapixel 5.270 × 3.960 mm$^2$ CMOS sensor) were placed coaxially to form three stereo camera pairs with field of view greater than 120° to ensure that the field of view between adjacent camera pairs overlaps to achieve the panoramic three-dimensional reconstruction. At the same time, it could provide an acceptable distortion level between each image pair to ensure accurate displacement measurement. In order to effectively suppress the inhomogeneous fluctuation of ambient light and chromatic aberration, three monochromatic blue LED light sources of 450–455 nm were employed. The object to be measured was placed on a translational stage in the center of the panoramic camera setup, where it could be evenly illuminated by blue LED light sources. All cameras were connected via an Ethernet hub and were controlled synchronously using a PC. A log with a height of about 320 mm and a diameter of about 260 mm with a natural texture on the surface was selected for the test sample, and the three-dimensional point cloud data of the log was obtained by using a handheld three-dimensional laser scanner (SIMSCAN, scanning accuracy 0.02 mm). The test sample and the scanning results are shown in Figure 4.
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Figure 3. A 360-deg panoramic experimental setup.

Figure 4. The test specimen and the scanning point cloud of the test specimen. (a) The test specimen at different viewpoints. (b) The scanning point cloud of the same viewpoints in (a).

3.2. Evaluation of Separate Camera Parameters Calibration Method

3.2.1. Intrinsic Parameter Details

The intrinsic parameters of each of the six cameras (which constitute three stereo camera pairs) were determined by using Zhang’s famous method [38], respectively. In this study, the calibration target we used was a flat checkerboard with 10×10 squares and 25 mm spacing, and 18 pairs of calibration images were captured by each camera. The results of intrinsic parameters of the six cameras are listed in Table 1. In the table, \( f_x \) and \( f_y \) denote the focal lengths, here expressed as the pixel value. \( c_x \) and \( c_y \) denote the coordinates of principal points of the camera. \( k_1 \) and \( k_2 \) denote the radial distortion coefficients of the lens.
Table 1. Intrinsic parameters determined by planar target.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Camera</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$C_1-L$</td>
</tr>
<tr>
<td>$f_x$ (pixel)</td>
<td>2399.27</td>
</tr>
<tr>
<td>$f_y$ (pixel)</td>
<td>2399.28</td>
</tr>
<tr>
<td>$c_x$ (pixel)</td>
<td>647.961</td>
</tr>
<tr>
<td>$c_y$ (pixel)</td>
<td>493.472</td>
</tr>
<tr>
<td>$k_1$</td>
<td>-0.073</td>
</tr>
<tr>
<td>$k_2$</td>
<td>1.834</td>
</tr>
</tbody>
</table>

3.2.2. Extrinsic Parameters Details

In order to estimate the extrinsic parameters of each stereo camera pair in the experimental setup as shown in Figure 3, three sets of images were acquired with three stereo camera pairs from a scene containing the log with the natural texture on the surface. The regions of interest were selected and a number of feature points (approximately 400,000 feature points per camera pair in this paper) were determined in the reference images of the left camera of each set of stereo camera pair, and the distortion parameters calculated in the previous step were used to correct the distortion on the detected image control points. The registrations were established in the current image of the right camera according to the method in Section 2.3.1. By employing the extrinsic parameters estimation method given in Algorithm 2, three sets of optimal relative rotations (obtained by the Rodriguez transform of the rotation matrix) and normalized translation vectors were obtained, respectively, and are listed in Table 2, where the reprojection errors are 0.08 pixels, 0.06 pixels, and 0.12 pixels, respectively, which are very low error levels.

Table 2. Extrinsic parameters determined by proposed method.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>$C_1$</th>
<th>$C_2$</th>
<th>$C_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rotation angle ($\circ$)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\theta_1$</td>
<td>0.2105</td>
<td>1.4844</td>
<td>4.6002</td>
</tr>
<tr>
<td>$\theta_2$</td>
<td>11.5137</td>
<td>9.5123</td>
<td>13.4627</td>
</tr>
<tr>
<td>$\theta_3$</td>
<td>0.6432</td>
<td>0.5367</td>
<td>0.7070</td>
</tr>
<tr>
<td>Translation vector (normalized)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$t_1$</td>
<td>-0.9790</td>
<td>-0.3548</td>
<td>-0.9677</td>
</tr>
<tr>
<td>$t_2$</td>
<td>-0.1282</td>
<td>-0.0143</td>
<td>0.2204</td>
</tr>
<tr>
<td>$t_3$</td>
<td>0.0838</td>
<td>-0.8895</td>
<td>0.1119</td>
</tr>
</tbody>
</table>

3.2.3. Scale Factor Details

Although the translation vector calculated by the above method is the result of normalization, it can be restored to its original dimension so long as there is a known dimension in the view. In this study, the laser point cloud data of the log specimen was used as the known dimensions in the view, and Algorithm 3 was used to calculate the scale factor of each stereo camera pair. Through iterations of the ICP algorithm, not only the optimal scale factor for each stereo camera pair was obtained, but also the rotation matrix and translation vector of each reconstructed real scale point cloud with respect to the laser point cloud are obtained simultaneously, which are listed in Table 3. In this step, each pair of corresponding image points was converted from image coordinates to three-dimensional coordinates by a linear triangulation algorithm [46] using the camera-related calibration parameters. The local three-dimensional shape of the log was optimized to the real scale during the ICP iteration, as shown in Figure 5. The three local reconstructed shapes contain all the information of the 360-deg contour features of the log. Although the edges were defective, there were overlapping regions in the edges of the three reconstructed shapes, and an overlap was observed between the data. In order to quantitatively assess the accuracy of the three-dimensional reconstruction results based on reliable scale information, the
reconstructed three-dimensional points were overlaid on the reference position of the laser point cloud. The root mean square error (RMSE) between the original laser point cloud and the constructed point cloud represents the stereo calibration error. The RMSEs in the three reconstructions were 0.61 mm, 0.75 mm, and 0.93 mm, respectively, indicating good reconstruction results.

**Table 3.** Scale factor, relative rotation and translation vector determined in the measurement.

<table>
<thead>
<tr>
<th>Camera Pairs</th>
<th>Scale Factor (mm/Pixel)</th>
<th>Rotation Angle (°)</th>
<th>Translation Vector (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>No.1</td>
<td>158.55</td>
<td>(91.94, 0.57, −98.22)</td>
<td>(1052.54, −130.97, −119.16)</td>
</tr>
<tr>
<td>No.2</td>
<td>160.72</td>
<td>(93.63, 0.50, 8.47)</td>
<td>(−180.12, 1046.81, −91.92)</td>
</tr>
<tr>
<td>No.3</td>
<td>154.94</td>
<td>(93.50, −0.44, 137.71)</td>
<td>(−717.77, −809.85, −91.84)</td>
</tr>
</tbody>
</table>

**Figure 5.** Real scale three-dimensional reconstruction results. (a–c) are the reconstructed surfaces of camera pairs C₁, C₂ and C₃, respectively. All units in the diagram are in mm.

### 3.3. 3D Displacement Measurement of Log Specimen

The next set of validation experiments involved the same log, whose surfaces were imaged using a set-up of 360-deg cameras and analyzed using panoramic DIC. The experimental system was evaluated by analyzing the merging errors of adjacent camera pairs, the accuracy of the reconstructed shape, the panoramic displacement errors, and the performance of the panoramic DIC algorithm.

#### 3.3.1. Merging Error

By reconstructing the visible part of two adjacent stereo camera pairs, the merging error of different stereo cameras on the reconstructed local surface was evaluated. The overlap of reconstructed three-dimensional point clouds of two adjacent stereo camera pairs should be theoretically the same. Therefore, the Euclidean distance between the reconstructed overlapping points was represented by the merging error by two adjacent stereo cameras. In this study, three groups of overlapping three-dimensional point clouds were selected, and the average combined error was calculated as 0.5 mm.

#### 3.3.2. 3D Reconstruction Error

In order to ensure the measured three-dimensional displacement field is credible, the correctness of the reconstructed panoramic three-dimensional profile of the log with the known three-dimensional laser point clouds was first investigated. This was achieved by matching the measured log surface topography with the wood surface topography obtained by laser scanning using the ICP algorithm. To do this, the measured three-dimensional point cloud of the logs was mapped onto the laser point cloud data and the Euclidean distance between each measured three-dimensional point and the corresponding point on the laser point cloud data was calculated to obtain the error map shown in Figure 6. As can be seen from Figure 6, the measured three-dimensional shape of the logs is identical to the true shape, with an average error of less than 2 mm. The average error for each single surface is shown in Table 4. The validation results prove the correctness of the proposed
measurement principle. As the three-dimensional displacement calculation is strongly dependent on the reliability of the three-dimensional shape reconstruction, validation from a geometrical point of view is reasonable and necessary. Combined with the validation results of camera calibration and surface merging, the proposed panoramic displacement measurement system can be considered reliable and can provide correct and reliable 360-deg three-dimensional displacement measurements for complex shaped objects.

Figure 6. 3D reconstruction result and error. (a) reconstruction point cloud matched with the laser point cloud. (b) the corresponding point distance error maps, the units in the diagram are in mm.

Table 4. The average error for each single surface.

<table>
<thead>
<tr>
<th>Camera Pair</th>
<th>C1</th>
<th>C2</th>
<th>C3</th>
</tr>
</thead>
<tbody>
<tr>
<td>average error</td>
<td>1.47 mm</td>
<td>1.61 mm</td>
<td>1.72 mm</td>
</tr>
</tbody>
</table>

3.3.3. 3D Displacement Error

The linear translation stage was used to translate the log specimen with the natural texture in five-step increments of 2 mm, and the displacement measured by the panoramic DIC method was compared with the displacement applied by the translation stage to calculate the displacement error. To verify the accuracy of the displacement measurement by the panoramic DIC method, based on the aforementioned verification, the displacement field of the translation experiment was retrieved and analyzed, as shown in Figure 7. In Figure 7a, The horizontal coordinates are the applied displacements and the vertical coordinates are the measured displacements by the panoramic DIC method, the measured displacements are averaged and plotted against the applied displacements, which, at first glance, almost coincide with the applied displacements. Subsequently, the errors of the displacement, including the mean error and standard deviation, are obtained, as shown in Figure 7b. In Figure 7b, the horizontal coordinates are the same as in Figure 7a. Quantitatively, for the translation experiment, the maximum absolute mean bias and maximum standard deviation were 0.0716 mm and 0.1066 mm, respectively. Both the mean bias and standard deviation in the translation experiment were small, as with the regular Stereo-DIC error, which provide a good validation of the displacement measurement capability of the panoramic DIC method.
Figure 7. Displacement measurement results. (a) Mean displacement for translation tests versus the pre-applied displacements; (b) mean bias error and standard deviation error of the measured displacements.

4. Conclusions

This paper presents a panoramic full-field three-dimensional shape and displacement measurement method for measuring complex shaped objects, assisted by laser point cloud data. A measurement system containing three simultaneous Stereo-DIC configurations is established based on an encircling configuration that captures clear images of cylindrical specimens from multiple views at fixed angular positions. In order to obtain correct and reliable measurements, key algorithms are proposed, including separate calibrations of intrinsic and extrinsic parameters, laser point cloud-assisted scale factor calibrations, and panoramic three-dimensional surface merging, which make up for some shortcomings of the camera calibration and surface merging methods commonly used in multi-view three-dimensional DIC measurements. Through a series of verification tests, the feasibility of the panoramic DIC system based on the above algorithms for panoramic shape and displacement measurements is demonstrated, and it is shown that the system can accurately and reliably measure complex 360-deg shape and three-dimensional displacement fields. A major advantage of the proposed panoramic measurement method is that only a simple calibration process is required with the aid of laser point cloud data and the surface texture of the object being measured, even when a large number of cameras are used. The measurement errors associated with the entire 360-deg panoramic DIC system were evaluated by measuring the merging errors, three-dimensional reconstruction errors, and displacement errors of the log with the natural texture. The local shape measurement error was less than 1 mm, the combined error was about 0.5 mm, the whole three-dimensional reconstruction error was less than 2 mm, and the displacement error was less than 0.1 mm. In our case, this is accurate enough to be acceptable in most applications involving complex shape displacement measurements of large dimensions.
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