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Featured Application: Our work aims to provide a media analytics framework for the Greek language 
that utilizes subjectivity similarities among the related classification t asks, w ith p otential for 
application to other low-resource languages.

Abstract: Media analysis (MA) is an evolving area of research in the field of text mining and an 
important research area for intelligent media analytics. The fundamental purpose of MA is to obtain 
valuable insights that help to improve many different areas of business, and ultimately customer 
experience, through the computational treatment of opinions, sentiments, and subjectivity on mostly 
highly subjective text types. These texts can come from social media, the internet, and news articles 
with clearly defined and unique t argets. Additionally, MA-related fields include emotion, irony, 
and hate speech detection, which are usually tackled independently from one another without 
leveraging the contextual similarity between them, mainly attributed to the lack of annotated datasets. 
In this paper, we present a unified framework to the complete intelligent media analysis, where we 
propose a shared parameter layer architecture with a joint learning approach that takes advantage 
of each separate task for the classification of sentiments, emotions, irony, and hate speech in texts. 
The proposed approach was evaluated on Greek expert-annotated texts from social media posts, 
news articles, and internet articles such as blog posts and opinion pieces. The results show that this 
joint classification approach improves the classification effectiveness of  each task in  terms of  the 
micro-averaged F1-score.

Keywords: natural language processing; media analysis; low resource languages; language model; 
domain adaption

1. Introduction

Modern day-to-day life is tightly coupled with interacting with various sources of infor-
mation. Such sources span from news outlets such as CNN (https://edition.cnn.com (accessed
on 28 February 2023)) and the BBC (https://www.bbc.com (accessed on 28 February 2023)),
to social media sites such as Facebook (https://www.facebook.com (accessed on 28 Febru-
ary 2023)) and Twitter (https://twitter.com (accessed on 28 February 2023)), or even online
retailers such as Amazon (https://www.amazon.com (accessed on 28 February 2023)) and
eBay (https://www.ebay.com (accessed on 28 February 2023)). Media analytics is tasked with
utilizing the ever-growing content presented in these public forums in an intelligent manner in
order to produce valuable insights for its end users [1].

Commonly, insights such as the sentiment and the emotion expressed in such forums
is important information and has been the subject of extensive research [2,3]. Additionally,
depending on the type of the content’s source, information such as the existence of irony
and hate speech are also highly sought after in the field of social media analytics [4–7].
Subjective expressions, such as those that describe an individual’s feelings towards a
particular topic, brand, or product, hold great value for industries that aim to gather,
analyze, and present this information in a meaningful way. Such insights can be used to
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drive business directions and product revisions, and in the case of hate speech and irony
detection, make platforms a safer, less toxic place [8,9]. Hence, a lot of effort is being put
into developing state-of-the-art approaches for this type of content analysis.

Intuitively, it becomes clear that while all these target outcomes (i.e., emotion, senti-
ment, irony, and hate speech) are very different in their desired intent, they are also very
tightly coupled in the way that they are expressed. However, most approaches treat them
as individual goals and do not investigate the existence of underlying connections, so that
one target can help define the others, and vice versa, in a uniform process and create better
performing intelligent systems. This can be partially attributed to the lack of annotated
parallel data, which could facilitate the investigation and exploitation of such parallel
interconnections within text, leading to sequential approaches following a continuous
learning paradigm.

Moreover, while this type of analysis is driven by intelligent systems, they lack the
support of some, if not all, of these target outcomes for many languages other than English.
These languages, characterized as low-resource due to the lack of fundamental resources,
such as available training data and language specific tools, lag behind their English counter-
part, as they are unable to develop intelligent tools and they face existing language specific
challenges [10].

In this paper, we propose an intelligent media analytics framework for the Greek
language, trained to identify sentiments, emotions, irony, and hate speech simultaneously.
To facilitate this research, we also describe a newly collected and manually annotated
dataset with parallel annotations for all target outcomes from diverse sources. We further
investigate the connection between these different subjective expressions with respect to
the performance in correctly classifying content for each target outcome through a series of
experimental settings and ablations studies. Finally, we present a state-of-the-art model for
Greek media analytics, which demonstrates a significant performance improvement over
the individual models.

The main contributions of our work are as follows:
• A novel end-to-end transformer-based multi-task model for a joint learning approach

to sentiment, irony, hate speech, and emotion classifications.
• Incorporation of a BERT-based LM and domain-adapted weights for knowledge trans-

fer and task-specific classification heads that take advantage of the task similarities.
• Release of the described dataset and final multi-task model to facilitate further research.
• A novel training approach that can be applied to other high and low resource languages.

The remainder of this paper is organized as follows. In Section 2, we provide a brief
review of related work and explore the techniques used for classification in media analytics.
In Section 3, we elaborate on the datasets used for the language model domain adaption
(LMDA), the multi-task classification, and our proposed framework (Section 3.3) in detail.
In Section 4, we present the experimental setup and results, and finally, in Section 5, we
present our conclusions and the direction of future research.

2. Related Works

While a number of works have been presented that deal with each aspect of our
proposed framework individually in the Greek language, no work has tackled all of
them simultaneously. As such, we describe and group works that individually deal with
sentiment, emotion, irony, and hate speech in Greek.

Sentiment analysis of Greek texts has been a prominent research subject for over a
decade [11]. However, most progress occurred during the early research years of the subject
and since then has seemed to stagnate, with most approaches investigating a combination
of sentiment resources and machine learning models such as naive Bayes classifiers and
support vector machines [12–16].

Specifically, the use of an English and Greek sentiment and emotion lexicon has been inves-
tigated in [12], while a more targeted approach to social media using entity recognition-guided
sentiment analysis, along with lexicon, is presented in [17]. Twitter specific features along
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with lexicons are also investigated in different contexts in [13,16], while the importance of
sentiment analysis in hotel reviews is discussed in [18]. Similarly, the focus of [19] is on iden-
tifying election trends via twitter data through sentiment analysis. Ref [14] investigated
sentiment analysis on different levels of document granularity, starting from the document
level and reaching the entity level, while [15] investigated the use of lexicons towards the
creation of hybrid embeddings. The most recent works focus on the usability of sentiment
analysis towards identifying trends in social media with respect to the pandemic, rather
than creating better sentiment analysis models [20,21]. One exception is [22], which aims
to create a dataset for sentiment classification of the Homeric Texts. This study identifies
difficulties in reviewer agreement between different classes, which is largely based on the
artistic side of the texts and the difference in perceiving contexts by the annotators.

The extensive use of lexicon has also driven research to finding better approaches
towards creation of Greek specific lexicons for the task of sentiment analysis and the
creation of a publicly available lexicon [23]. A recent survey on methods proposed for
Greek sentiment analysis identifies the importance of word representations for Greek
sentiment analysis, highlighting the performance gains acquired from different language
models and the limited number of available training data [11], findings also supported by an
investigative work of Greek product reviews [24]. This argument is also made stronger by the
finding that language has shifted over the years [25], which suggests that datasets created in
different periods to the embedding resources would not be a suitable input source.

It quickly becomes apparent, both through the findings of the previously discussed
works and the methodologies used, that Greek language resources are scarce. This differ-
ence in approaches becomes more prominent when comparing methodologies for Greek
sentiment analysis to those used on English documents and other non low-resource
languages [26]. What is more, all works have considered only a single source of data
(e.g., Twitter) and cater to the specific features present in them. In this work, we aim to
solve all of these issues by utilizing a significantly larger manually annotated dataset from
diverse media sources (Section 3.2). Furthermore, we use an even larger corpus from the
same sources to solve issues of language evolution and align the embeddings with our
modern data (Section 3.1).

Emotion classification of Greek texts is a significantly under-researched area compared
to sentiment analysis, mostly due to the lack of available resources. However, due to the
tight relation of the two tasks, emotion classification approaches are on par with modern
Greek sentiment analysis approaches. Specifically, transformer-based approaches have
been evaluated in [22,27], analyzing the effectiveness of emotion classification with different
source language models. The findings of both works highlight that approaches utilizing
Greek BERT [28] work best, with a domain-specific fine-tuned version of the model leading
to a better performance overall.

Irony detection, on the other hand, has not been directly researched in the Greek lan-
guage, primarily because it has been directly linked to aggressive rhetoric and consequently
associated with hate speech [29]. In contrast, hate speech has become a very important
subject of research in terms of Greek textual mining because of its importance for the
community. Fueled by research interest, an offensive language detection in tweets dataset
(OGTD) [30] was introduced, which sparked a plethora of approaches targeted at Greek
hate speech detection. What is more, the OGTD was also part of the OffensEval 2020 [31]
Task 12, targeted to offensive language in a multilingual setup, sparking the interest of the
global scientific community.

Notably, BERT-based approaches, either monolingual or multilingual, have seen
a lot of success with differentiating factors being the training setup and the sampling
techniques used to counter imbalance [32–34]. Contest winning approaches deployed more
sophisticated training paradigms and model designs [35–37]. Specifically, the addition
of CNN task-specific layers to the base language model prior to the prediction head
was proposed in [35]. Performance gains were also observed going from a monolingual
setup to a multilingual setup in which all languages were used simultaneously with a
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BERT-based model, which was also previously fine-tuned on unlabeled domain-specific
data [36]. The contest wining system utilized a combination of cross-lingual learning with
data augmentation techniques to enhance the data with soft labels [37].

Importantly, there have been no works that attempt to predict such a diverse range of
subjectivity targets, especially in non-English languages, and in turn works have focused
only on either sentiment, irony, emotion, or hate speech exclusively. In closely related works,
multi-task learning has been used for hate speech-targeted English systems, with hate
speech-targeted approaches utilizing similar targets to boost performance [38] and a much
simpler architecture design that combines emotion and sentiment for target-specific hate
speech classification [39]. Similarly, multilingual approaches for predicting monolingual
sentiment fail to achieve the desired performance and cannot be used as guides to form
policy [40]. Furthermore, progress appears to have stagnated to the detriment of the
predictive abilities, with most works focusing only on training strategies rather than model
design. Lastly, there is a limited, if any, availability of annotated data sourced from different
time periods, which eliminates the possibility of creating a larger corpus by combining
them due to language shifting [25].

3. Materials and Methods

This section describes in detail both the data and the proposed framework. Specifically,
we provide a detailed view of the data collection and annotation process, along with the
detailed characteristics of the datasets created as a result of the process and their intended
use and an in-depth overview of our proposed framework for the multi-task, multi-class
classification of sentiments and emotions and the binary classification of irony and hate
speech in text.

Low resource languages (LRLs), by definition, are languages that lack the required
resources to successfully tackle any NLP task. Greek is a LRL, given the scarcely available
resources, both in terms of datasets to tackle tasks and the tools to assist in the creation of
intelligent systems. Importantly, to successfully capture both target specific characteristics
as well as period specific characteristics, we require both unlabeled domain-specific data
and labeled target specific data to facilitate both an unsupervised and a supervised learning
phase, respectively. The unsupervised phase is used to align a BERT-based language model
(domain adaption), while the supervised phase is used to train our proposed framework’s
architectures on all downstream tasks. Notably, our data are collected from a variety
of sources, making them more diverse than benchmark corpora even of high resource
languages. Specifically, our collected data are divided into three source categories:

• Internet. A collection of articles containing blog posts, news sites, and news aggregators.
• Social Media. A collection of posts from social media sites, namely Facebook, Twitter,

and Instagram.
• Press. A collection of text clips from published newspapers, identical to the printed

copy and newsletters.

Both datasets consist of texts obtained through keyword-based searches on web
domains related to each category. The unlabeled texts were utilized for the LM alignment,
while the labeled texts were utilized for the classification tasks. Furthermore, the collected
texts were filtered to obtain texts published between 2018 and 2022, while for specific user
mentions on social media, search terms and accounts that were tied to official and personal
accounts of corporate brands were followed to capture the relevant data. A four year gap
allows for a certain degree of diversity in terms of textual content and avoids large language
shifts occurring within that time period.

The framework, called PIMA (Parameter-shared Intelligent Media Analytics), consists
of a parameter sharing module that is comprised of a transformer-based language model,
a transformer-based encoder block, and the individual classification heads. For a more
comprehensive understanding, more information regarding the attention mechanism and
the BERT LM can be found in the original works where these architectures were first
introduced [41,42].
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3.1. LM Alignment Dataset

The alignment (domain adaption) dataset was collected to further pre-train Greek
BERT to the media analytics domain. Adapting pre-trained LMs to domain-specific data
has shown improvements in downstream tasks due to the difficulties even high-parameters
models have in encoding the complexity of a single domain [43].

This dataset contains texts gathered from the same online sources and in the same
domain as the ones used for classification. However, texts are considered to be sentence-
level only, they come from different context than the classification dataset, and are sig-
nificantly larger in volume. In total, the dataset contains 1,590,409 instances, split into
25,118,855 sentences from all source categories, with a high variance mean length of
24.2 (±28.5) tokens. The dataset statistics are presented in Table 1, in which specific
information about the source type of the instances of each category are provided.

Table 1. Alignment (domain adaption) dataset statistics.

Domain Category

Internet Blogs News sites,
aggregators

26,507 1,178,814

Social media Facebook Twitter Instagram
144,813 144,530 18,798

Press Free press Sports Economics Local
5212 1930 38,656 31,149

3.2. Media Analytics Classification Dataset

The media analytics classification dataset contains textual multi-task sentence and
paragraph-level annotations for sentiment, irony, hate speech, and emotion detection.
The mixture of sentence- and paragraph-level annotations in the dataset facilitates learning
from minimum examples that contain any or all the task specific objectives, while allowing
to generalize on a bigger body of text.

The content was randomly selected from each source to gather individual articles,
posts, and text clips as uniformly distributed as possible among each source, user, and
topic. Non-Greek content was excluded and achieving a diversity of content for each class
was prioritized in the process.

Manual annotation was carried out by three expert annotators working professionally
as journalists and was divided into batches to control the process. During the initial
annotation period, a set of guidelines were devised and three rounds of 100 documents
from each domain were assigned to each annotator. After each round, we evaluated the
agreement of the annotators on these documents with Cohen’s kappa [44], as shown in
Table 2, and discussed the disagreeing texts and adjusted the guidelines. The final dataset
achieved a Cohen‘s kappa of 0.82, which was measured among the final annotations on the
complete dataset after the three pilot annotation rounds, indicating a high agreement rate.

Table 2. Cohen’s K during the initial annotation process for guideline adjustment.

Annotation Rounds Cohen’s K Interpretation

Round 1 0.72 Substantial agreement
Round 2 0.77 Substantial agreement
Round 3 0.86 Near perfect agreement

The final guidelines contained semantic descriptions of all targets in all four subjec-
tivity aspects, limiting false annotations in specific types of texts for all categories, and
included examples to resolve ambiguity where necessary. A few characteristic examples
are described in the following:



Appl. Sci. 2023, 13, 3265 6 of 16

• Promotional texts in which the launch of a new product was announced were unilaterally
defined as neutral sentiment, non ironic, non hate speech containing, and of no emotion.

• Stock market reports from official financial outlets were described as neutral sentiment
and no emotion.

• Ironic texts usually contain hyperbole, contradictions, metaphors and/or proverbs,
blunt language, language tone change (e.g., formal in an informal context), etc.

Commonly, not all guidelines were all inclusive in terms of the subjectivity aspects, as
the content can vary drastically. Evidently, there would be exceptions in these guidelines
and given the expert status of the annotators they had the freedom to deviate from these
guidelines in such scenarios.

To resolve disagreements, we followed a majority voting strategy on texts in which at
least two of the four subjectivity labels were agreed upon by all three annotators, while
discarding the disagreeing instances. The final dataset contained 14579 annotated examples
with all four subjectivity labels. Table 3 shows the labels and the distribution per label for
each task.

The evident imbalance in label distribution, especially for the irony and hate speech
labels, can be attributed to the focus on domain-related topics of the collected content.
Consequently, as post-processing step to filter and alleviate the dataset imbalance was
performed by taking each labels’ proportion in relation to all other labels into account,
effectively reducing the over-represented labels significantly, as shown in Table 3.

Table 3. Classification task dataset statistics before/after post-processing

Task Labels

Sentiments Negative Positive Neutral
2146/945 2721/928 9712/928

Irony No Yes
13325/2158 1254/643

Hate speech No Yes
14457/2708 122/93

Emotion None Happiness Contempt Anger Disgust Surprise Sadness
11589/2031 508/155 2170/431 203/108 70/58 12/7 27/11

The selection of the emotion class was based on research on the basic human emotions,
which was adapted for our use-case [45]. Specifically, we focused on studies performed
by Ekman and Cordaro [46,47], in which these emotions are identified. In these studies,
a total of seven human emotions are identified, six of which overlap with the ones used in
our study, with fear being the one that was not utilized in our emotion classes. During our
initial annotation evaluation rounds, consulting with the expert reviewers led to identifying
difficulty in pinpointing characteristics in textual data that would point to fear, apart from the
direct expression of the emotion using a similar word. Furthermore, given the initial sample
documents, we failed to identify any evidence of such an emotion being expressed in text
with none of our reviewers being able to confidently identify it. Lastly, as the original emotion
studies are more holistic, i.e., not limited to text as the only medium of conveying emotion,
fear was eliminated from the emotion classes. In comparison to these studies, we also include a
“None” label for emotion, as based on our domain of application, certain types of documents
are not meant to convey any emotion (i.e., reporting on events without commentary).

The final dataset used for the experiments and evaluation of our proposed framework
will be made available upon publication. For each of the instances, the main body of text,
the title, the related keyword, the source, and other information, such as date of publication,
type of publication, and page number, were also collected.
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3.3. Parameter-Shared Intelligent Media Analytics Framework

Our proposed framework, PIMA, is an end-to-end intelligent media analytics system
for the joint classification of sentiment, emotion, irony, and hate speech in a low resource
language, i.e., Greek. PIMA is comprised of a transformer-based LM and an encoder
block that constitutes the parameter sharing layer and the multi-headed classification
layer. The shared parameters leverage pre-trained and pre-existing knowledge from the
transformer-based LM and learn multi-task representations from the joint training approach.
Specifically, we use the Greek variation of BERT, named Greek BERT [28], as the baseline LM
in our framework. As it was trained on modern Greek text from Wikipedia, the European
Parliament Proceedings Parallel Corpus, and the Greek part of OSCAR [48], it serves as a
more suitable LM for our tasks.

An overview of the framework architecture is shown in Figure 1.

Shared
Parameter Layer

Tokenization

Input

NL=12

Add & norm

Feed Forw
ard

M
ulti-head

attention

Add & norm

Encoder

DAGB

TBEL

TBEL

S
I

H
E

s1
s2

s3
i1

i2
h1

h2
e1

e7
e2

Figure 1. Architecture overview of our proposed parameter-shared intelligent media analytics
framework. S, I, H, and E denote the sentiment, irony, hate speech, and emotion classification heads,
respectively,and DAGB and TBEL denote the domain-adapted Greek BERT language model and the
transformer-based encoder layer, respectively. NL denotes the number of encoder layers.

The basic architecture of the model consists of (i) the tokenized input layer, (ii) the
transformer-based parameter sharing layer, and (iii) the task-specific classification heads.
Initially, the model takes a sentence as a token sequence as input and captures contextual fea-
tures using the pre-trained Greek BERT-based weights. An additional encoder block is ap-
plied to the initial output to generate the multi-task representations via parameter sharing.

The encoder block captures contextual information in the hidden representation layer
and creates the output vector to effectively capture all relations in the input. The hidden
representation is passed through the parameter sharing layer to the classification heads
via linear projection. The applied task-specific feed forward layers classify the projected
representations with a So f tmax activation function.

Following this section, we first describe the parameter sharing layer and our joint
end-to-end multi-task model learning approach for multi-task classification.
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3.3.1. Parameter Sharing Layer

This layer, as its name implies, constitutes the base module of our framework, con-
sisting of the LM and the encoder block, where the model learns shared contextual repre-
sentations for all downstream tasks, namely sentiment, emotion, irony, and hate speech
classification, in the context of a single input sequence.

The multi-task classification dataset contains sentences of different lengths which need
to be encoded into contiguous batches of sequences. When creating these batches, padding
was used to make sure that all sequences fit a given length by providing a placeholder value
in the form of a “PAD” string. The LM uses a binary vector in the attention mechanism,
indicating the position of these padded indices to indicate which tokens in the input
sequence should be attended to.

Initially, the entire tokenized input sequence is read by the LM, generating repre-
sentations while attempting to predict the masked word based on the context provided
by the non-masked words in the sequence. The attention weights for each token in the
input sequence, which is a combination of three embeddings (position, segment, and
token embeddings), is constructed by summing them together and calculating them si-
multaneously. As a result, the parameter sharing layer with N multi-head self attention
layers attends to each word in the sequence and attention weights are learned through
parameter optimization.

The attention mechanism works by assigning weights to each word in the input
sequence based on its relevance to the output. The weights determine how much attention
the model should pay to each word when making predictions. In the example sentence in
Table 4, the model’s attention mechanism would likely assign higher weights to certain words
based on their relevance to each classification task. The words Εξαιρετική (excellent) and
ευχόμαστε (hope) would likely receive higher weights as they are strong indicators of positive
sentiment and emotion. The word pantene might also receive a relatively high weight, as it is
the subject of the sentence and may provide important contextual information.

Table 4. Example sentences in Greek, translated to English, with the true labels.

Sentence in Greek
Πρώτη φορά βλέπω ολόκληρη τη διαφήμιση της pantene στην TV.Εξαιρετική!
Δεν έγινε βέβαια από ελληνική εταιρία αλλά ευχόμαστε και οι Ελληνικές να

ακολουθήσουν το παράδειγμα της.

English translation
First time I am watching the pantene commercial on TV. Excellent! Of course,
it was not made by a Greek company, but we hope that Greek companies
will follow its example.

Sentiment Positive
Irony No

Hate speech No
Emotion Surprise

The LM’s output is then propagated to the BERT-based encoder block that has ran-
domly initialized weights, and thus is not pre-trained. Every linear layer in the model,
including the ones inside the encoder blocks, are initialized using “normalized initializa-
tion” or more commonly called “Xavier initialization” [49], which maintains the variance of
activations and back-propagated gradients all the way up or down the layers of the model.
The encoder block, consisting of N encoder layers, where N = 1. . . 12, converts the LM’s
output into representations that leverage syntactic and semantic meaning by focusing on
all tasks simultaneously.

3.3.2. Joint Multi-Task Learning

The parameters for all downstream tasks are shared through the transformer-based
parameter sharing layer, with the exception of the classification heads. This approach
enables the joint model to learn features and contextual information in each instance.
Moreover, with the use of pre-existing knowledge in the form of the pre-trained weights
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from the general and domain-specific Greek texts, the models representation learning
ability is improved.

In order to minimize the effect of the individual task-specific errors, the model is
trained in an end-to-end approach. However, the sentiment classification suffers during
the initial training phase due to the low volume of diverse examples attributed to the classi-
fication dataset balancing. To alleviate this, the training losses are weighted to optimize
the process for each task by calculating a weighted sum of the total loss, as shown in the
following equation (Equation (1)),

Ltotal = λ1Lsentiment + λ2Lirony + λ3Lhatespeech + λ4Lemotion (1)

where λ1, λ2, λ3, and λ4 denote the sentiment, irony, hate speech, and emotion loss
multipliers (LMPs), respectively.

We initially approached the joint learning task by optimizing the overall loss, where
each loss has equal contribution. However, by shifting the focus to optimizing the loss mul-
tipliers in combination with the overall loss, the model’s performance improved, raising the
sentiment classification score significantly without sacrificing the performance of the other
tasks. This approach in pre-training and multi-task focus shows an improved performance
(approximately 4% averaged across all tasks) compared to equal loss contribution, since the
irony and hate speech classification heads achieve good performance quickly and remain
stable after reducing the Lirony and Lhatespeech loss multipliers.

Our proposed framework is designed as a multi-class classifier for sentiment, irony,
hate speech, and emotion classification, where each text is assigned to a single cate-
gory/class exclusively. Although the model produces probabilities for each label, the final
prediction is based on the category with the highest probability value for each task.

4. Results and Discussion

This section describes the experimental setting, the data preparation process, and the
experimental results of our proposed framework on the four subjectivity tasks: sentiment,
irony, hate speech, and emotion classification.

4.1. Experimental Setting

To evaluate the performance of our framework, we conducted the experiments on
the balanced dataset and used the F1-score metric, which is the harmonic mean of the
precision and recall metrics. Precision and recall are the ratios of correctly predicted positive
observations to the total predicted positive observations and all observations in the actual
class, respectively.

We trained PIMA on all the tasks (sentiment, irony, hate speech, and emotion classifi-
cation) in a joint training approach simultaneously on the balanced training examples and
evaluated it on the test set, using a 80%/10%/20% split for the training, development, and
test sets, respectively. The development dataset was used for the hyperparameter tuning.
Furthermore, we utilized the offensive Greek Twitter dataset (OGTD) [30], which was also
part of the OffensEval 2020 competition [31], as an out of distribution evaluation for our
hate speech models. While both our dataset and OGTD contain Twitter posts, OGTD serves
as an out of distribution dataset due to the different collection strategy and the homogeneity
of the collected tweets.

We experimented with pre-trained weights from Greek BERT and our domain-adapted
Greek BERT (DAGB) variant for the LM base of our parameter sharing layer. The DAGB
followed the same training parameters of Greek BERT and the original BERT implementa-
tion and training objective and was trained for three epochs on the LM alignment dataset
presented in Section 3.1, using AdamW [50] as an adaptive optimizer with an initial learn-
ing rate of 0.001 and a decay of 0.01 per epoch. The BERT-based architectures consisted
of 12 encoder layers with a hidden layer size of 768, and input sentences were padded or
truncated to the maximum sentence length. A detailed overview of the training parameters
of our DAGB model are shown in Table A1 and in Appendix A.
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Finally, we performed hyperparameter tuning and included the batch size, number of
epochs, maximum sentence length, learning rate, dropout rate, optimizer warm-up steps,
loss multipliers, and the number of encoders and encoder heads in our best parameters
search objective for all experiments and models, as shown in Table 5. As the difficulty of
optimization increases roughly exponentially with regard to the number of parameters
in the search space, we implemented independent sampling with a pruning strategy to
find the best performing combination in terms of the F1-score. Independent sampling is
used for determining the value of a single parameter without considering any relationship
between parameters, while the pruning strategy automatically stops unpromising trials at
the early stages based on stored intermediate values. Finally, the performance evaluation
of our framework and its models was tested by applying the best parameter values.

Table 5. Experimental parameters optimization search range

Parameter Batch size Epochs Max length Learning rate Dropout

Range 4–64 1–20 64–512 1×10−6–5×10−5 0.1–0.3

Parameter warm-up
steps

loss
multipliers encoders attention heads

Range 10–200 0–1 1–12 4–12

LM alignment was conducted on a computer with two Nvidia RTX A6000 48GB
graphics cards and a 16-core Intel CPU with an approximate training duration of 11 days.
The PIMA framework was implemented with the Pytorch programming language and the
experiments, which required less computing resources, were conducted on a computer
with a single Nvidia RTX 3090 and a 6-core Intel CPU.

4.2. Dataset Preparation

The multi-task classification dataset presented in Section 3.2 is heavily imbalanced.
To balance the label distributions it was split into training, development, and testing
datasets using a stratified sampling strategy to ensure the proportions of the target vari-
ables (labels) are homogeneous. This strategy inherently forces the distributions and, by
extension, the imbalanced state of the dataset to remain the same. Given the application
domain of our study, failing to balance the dataset would lead to heavy bias towards
negative sentiment and emotions. This conclusion is supported by recent works which find
that negative content spreads faster than positive content in social media [51].

Consequently, the negative class labels for the irony and hate speech tasks cover more
than 90% of the examples. Moreover, the emotion task contains seven distinct labels that
similarly demonstrate imbalances within themselves. In order to address this issue, a subset
of the training dataset was sampled by taking each labels’ proportion in relation to all other
labels into account.

The official OGTD dataset, along with the training, development, and test sets,
was not available during the course of this research through the official website
(https://zpitenis.com/resources/ogtd/(accessed on 28 February 2023)). Fortunately, a version
of the dataset is available though the HuggingFace dataset repository [52]. Unavailingly, both
the official version and the one available to us were both imbalanced; hence, we opted to keep
the unevenness between class labels.

4.3. Experimental Results

In Table 6, we present our experimental results with baseline models in two settings:
single target training and sequential training. As our goal is to not only provide a state-of-
the-art system but also to investigate the relationship between these targets, in sequential
training we continued training individual target models on the next target by only resetting
the prediction head layer to match the respective target. We experimented with all possible
order combinations of the tasks and present only the results of the best performing order

https://zpitenis.com/resources/ogtd/
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which is represented by Irony, Hate Speech, Emotion, and Sentiment. In all experiments
presented in Table 6, we used Greek BERT in order to maintain a level of similarity with
past works.

Table 6. Baseline experimental results

Models Sentiment Irony Hate Speech Emotion
F1 (%) F1 (%) F1 (%) F1 (%)

Naive Bayes 38.18 48.56 36.20 20.30
Decision Tree 47.83 70.70 55.71 56.44
Random Forest 46.51 82.25 49.81 76.20
Logistic Regression 45.25 69.23 49.81 29.05
Support Vector Machine 27.50 48.11 49.81 12.76

Greek BERT + MLP 59.25 78.8 98.62 81.76
Greek BERT + Enc 67.76 93.17 99.54 81.99

Sentiment (IHES) 67.76 - - -
Irony (ESHI) - 93.17 - -
Hate speech (ISEH) - - 99.54 -
Emotion (IHSE) - - - 82.15

We tested several traditional machine learning algorithms, such as naive Bayes, de-
cision tree, random forest, logistic regression, and support vector machine, as baseline
models. To align with previous works, we also implemented NN models that incorporated
a language model with an MLP layer for classification (Section 2). However, our results
showed that even the NN-based baseline approaches outperformed the traditional machine
learning algorithms, and using a transformer-based encoder layer instead of an MLP layer
significantly improved the performance across all target classes compared to the NN-based
baselines. This is due to the higher-level latent representations produced by the additional
layer before the prediction stage.

Our sequential models did not improve in performance in most cases, with the excep-
tion of the emotion class, when sentiment is the direct parent task. While this does indicate
towards a possible connection among the target classes, this naive approach is not capable
of taking advantage of the task relevance.

Table 7 details our results with our proposed joint multi-task learning approach,
with parameter sharing among the target heads. We showcase results with both Greek
BERT and our domain-adapted version. In the equal contribution of each target class to the
model’s training setup, we notice an increase in performance in irony and emotion when
using our domain-adapted model, while sentiment suffers in comparison and hate speech
remains constant. The performance is either equal or worse when using Greek BERT for
word representations, which suggests that DAGB contributes to this performance increase.

Table 7. Proposed model experimental result

Models Sentiment Irony Hate Speech Emotion
F1 (%) F1 (%) F1 (%) F1 (%)

PIMA
- Greek BERT 64.1 93.1 99.54 81.3
- DAGB 65.2 93.8 99.54 82.18

PIMA /w LMP
- Greek BERT 69.4 92.5 99.4 82.4
- DAGB 70.2 92.5 99.4 93.0

In the scaled loss (LMP) setting, however, sentiment improves dramatically, along with
emotion, while irony experiences a slight performance decrease and hate speech maintains
the same level of performance. Taking all scores into account, we notice that LMP-based



Appl. Sci. 2023, 13, 3265 12 of 16

training yields a better overall performance, which is improved further with the use of our
domain-adapted Greek BERT.

In order to further understand the experimental results, we have to take into account
the label distribution in the dataset (Section 3.2). While we have made efforts to balance
the data through sampling techniques (Section 4.2) which ensures scarce class examples are
included, having parallel data makes it difficult to completely balance all classes. Based on
this imbalance, the contribution of each class to the model’s optimization needs to be
adjusted, hence the performance increase in LMP. It is also due to this imbalance in the
training data that sentiment experiences a performance drop when all targets are considered
equally. While methods do exist to artificially generate examples [53], they work on a single
class setting and would not work in our parallel corpus.

By having a parallel corpus, we were also able to effectively investigate the effects of
parallel training in these four aspects of subjectivity. Our results indicate that a suspected
connection between these targets exists, while the parameter sharing layer results in a
performance increase compared to individual models. In two out of the three combination
trained models, emotion is the final subjectivity before the target class. This result suggests a
strong connection between identified emotions and both sentiment and hate speech. This is
in line with findings in psychology, which highlight that the basic emotions which we use in
this study are clearly separated [45]. Hence, we can deduce that clear connections between
sets of emotions with different weights are directly related to sentiment and hate speech.
For emotion on the other hand, the best performance is achieved with sentiment as the most
recent subjectivity target. In comparison to irony and hate speech, emotion is expressed in
more classes, making it easier to transfer to the six classes of emotion. It is also extremely
important to note that, by definition, imbalance in the data will exist and methodologies to
handle this imbalance are required in order to exploit these implicit connections.

The advantages of predicting all four targets with a single forward pass is also very
important in real-world deployment of such models. Not only does it save time and
computational resources, but it has the potential to increase the throughput of the system.
Taking this into account, along with the overall increased performance, PIMA serves as a
state-of-the-art model for Greek subjectivity classification of media content. Furthermore,
while there is bound to be some information loss in the combination model between the
first and the final subjectivity targets, the joint model is able to balance the information for
a better overall performance, especially in sentiment and emotion target classes.

Lastly, we focus on our models’ performance in an out of distribution evaluation
of hate speech detection. We perform a two-fold evaluation of both NN-based baseline
models and our own PIMA models, in both zero shot and fine-tuned settings, as shown in
Table 8. Baseline models are composed of a BERT model, with a classification head attached
for predictions, with the same hyperparameters used in our PIMA models. Importantly,
the NN-based baseline zero shot models were not trained on any dataset and hence their
results are the product of randomly initialized classification heads.

Table 8. Evaluation of our best models on OGTD dataset

Models F1 (%)
Zero Shot Fine-Tuned

NN Baseline
- Greek BERT 20.62 33.61
- DAGB 24.65 77.32

PIMA (LMP and DAGB)
- Hatespeech CLS 81.66 86.11
- Joint CLS 84.44 -
- Combination (ISEH) 84.44 84.44

Taking a closer look at the results, we note that our aligned (domain-adapted) Greek
BERT (DAGB) performs significantly better in a fine-tuned scenario compared to Greek
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BERT, while we can safely ignore the zero shot performance due to randomly initialized
heads. For PIMA models, we observe a comparable performance in all three model
variations during zero shot evaluation. Importantly, both the joint classification and the
combination models performed equally and were improved over the directly trained hate
speech model. This result is indicative of the performance benefits of parallel training in
out of distribution settings. In turn, the fine-tuned hate speech model performs better due
to a simpler setup, while the combination model is not able to improve in the given setting.
In addition, the joint model could not be fine-tuned, as it required additional labels to
compute the LMP loss for the backward propagation.

Moreover, the results on OGTD indicate of the extended usability of the proposed
framework in the remaining three subjectivity targets. In zero shot, the improvements in the
hate speech class can be extrapolated to sentiment, irony, and emotion classes. Unavailingly,
this cannot be directly evaluated as most datasets are either dated, and hence prone to
language shift [25], or not publicly available. Evidently, combination models are easier to
extend to other works due to the detached nature of the subjectivity classes, while the joint
model requires parallel data to be fine-tuned. However, the evidence shows no performance
improvement in the combination model after being fine-tuned on the OGTD dataset.

5. Conclusions

In this paper, we present PIMA, an end-to-end intelligent media analytics framework
for the classification of Greek text for four separate tasks: sentiment, irony, hate speech, and
emotion classification. At the same time, we introduce a classification dataset that allows for
the joint multi-task training on the four targets that was manually collected and annotated
by experts. Our framework’s model utilizes neural network parameter sharing to take
advantage of the contextual similarities between the tasks in a joint fashion. We further
extend our framework by domain adapting (aligning) the underlying language model to
the media analytics domain with the introduction of a second dataset for this purpose.

The joint learning approach to the multi-task model in our framework leverages the in-
dividual loss functions by applying multipliers to adjust the learning process. Consequently,
our proposed framework achieves a state-of-the-art performance by employing minimal
feature engineering and preprocessing, coupled with parallel classifications. This approach
enables high-throughput, real-world deployment and application in many media-related
business areas.

In future work, we plan to extend both datasets for multi-task classification and
language model adaption, making them publicly available to facilitate further research.
This allows for training the underlying language model and other transformer-based
LMs from scratch, potentially leading to improved NLP tools for the Greek language and
low resource languages in general. Additionally, we also plan to explore other methods
for improving our framework’s performance by further investigating transfer learning
techniques that allow us to leverage pre-trained language models from other languages.
These methods have shown promising results in other domains and languages, and have
the potential to significantly enhance the effectiveness and efficiency of NLP tools for
low-resource languages in general.
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Abbreviations
The following abbreviations are used in this manuscript:

BERT Bidirectional Encoder Representations from Transformers
MA Media Analysis
NLP Natural Language Processing
CNN Convolutional Neural Network
MLP Multi Layer Perceptron
LM Language Model
LMDA Language Model Domain Adaption
LRL Low Resource Language
PIMA Parameter-shared Intelligent Media Analytics framework
DAGB Domain-Adapted Greek BERT
LMP Loss Multipliers
OGTD Offensive Greek Twitter Dataset

Appendix A

Table A1. Training parameters for the Greek BERT-based DAGB model.

Parameter Value

Attention layer dropout 0.1
Hidden layer dropout 0.1
Hidden layer activation function GELU
Hidden layer size 768
Initializer range 0.02
Intermediate layer size 3072
Layer normalization eps 1×10−12

Max position embeddings 512
Number of encoder layers 12
Vocabulary size 35,000
Optimizer AdamW
Epochs 3
Initial learning rate 0.001
Learning rate decay 0.01/epoch
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