Automatic Interpretation of Potential Field Data Based on Euler Deconvolution with Linear Background
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Featured Application: Our method can be applied to gravity and magnetic data to obtain the distribution of underground field sources and fault structural characteristics. Additionally, compared with traditional Euler deconvolution, it can obtain more reliable Euler solutions.

Abstract: Euler deconvolution is a popular technique used for analyzing potential field data because it requires little prior information. However, the reliability of Euler solutions can be impacted by interference from adjacent field sources, or background fields. In this manuscript, we present an effective Euler deconvolution algorithm that accounts for linear background fields. Our algorithm, called improved finite-difference Euler deconvolution, builds upon the finite-difference method and is less susceptible to interference from nearby sources. We use this algorithm to achieve a joint estimation of the coefficients of the source coordinates, the structure index, and the linear background trend. Compared to Euler deconvolution methods based on differential similarity transformations, which also account for linear background fields, our method is easier to understand and implement programmatically and is faster. We tested our method using both 2D and 3D synthetic data, and the results indicate that our algorithm has better computational accuracy than the finite-difference algorithm and is comparable to the Euler deconvolution algorithm based on differential similarity transformations. In addition, our method was shown to be effective when tested on real data.
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1. Introduction

Gravity exploration and magnetic exploration are the earliest and most widely used methods of geophysical exploration. They have been applied in mineral exploration, oil and gas surveys, and the geological mapping of different scales. In the above-mentioned applications, the calculation of the depth of the field source is one of the most important interpretation objectives, for which a number of automated methods have been proposed to quickly determine the depth, width, horizontal position and shape index of a geological body. The most widely used among these methods are Werner deconvolution [1–3], Euler deconvolution [4–7], analytic signal [8–11] and DEXP [12,13]. Among these methods, Euler deconvolution does not require a priori knowledge about anomalous source magnetization as far as it is homogeneous throughout the anomalous body and requires neither high-speed computers nor efficient algorithms.

Euler deconvolution is a semiautomatic interpretation technique proposed by Reid et al. [5] which allows the fast processing of large data sets. The technique is based on the Euler equation for homogeneous functions and relates potential field measurements and their
gradients. In Euler deconvolution, a sliding data window operator is applied in a piecewise way over the whole data set. Using the measured data inside the window, Euler deconvolution estimates the source positions by solving linear equations. However, because of the interference from adjacent field sources (background field data), the calculated solution is inconsistent with the source position. The background field is one of the main factors affecting the accuracy of inversion results. To reduce its influence, many methods have been developed. These methods can generally be divided into three categories.

Firstly, taking into account a constant background, the method that was developed earliest is the most popularly applied way to deal with background. Thompson [4] creatively added a constant term to the Euler equation to correct the deviation of the inversion result, and this indeed reduces the influence of background on Euler solutions to a certain degree. Reid et al. [5] implemented Thompson’s suggested approach to gridded data. After that, many people adopted this strategy, which treats the background field as a constant. Hsu [14] used the high-order vertical derivative of the anomaly to replace the measured anomaly for Euler deconvolution. The Hilbert transform of constant is zero, and Nabighian and Hansen [15] used the Hilbert transform of the anomaly to replace the measured anomaly in Euler deconvolution. Gerovska [16] considered the product of the structural index (SI) and background as a constant and proposed a finite-difference Euler deconvolution algorithm based on the finite-difference method. To some extent, the accuracy of inversion results was improved by taking the background field as constant. However, the background field data actually varies with the coordinates.

Second, taking into account a linear background, Stavrev [17] proposed an Euler algorithm based on the properties of the differential similarity transformation (DST), and the algorithm linearizes Euler’s equation in the case of a linear background. When the central point of similarity (CPS) coincides with the source singular point, the operator becomes a zero at all observation points. Gerovska et al. proposed two algorithms: MaGSoundDST [18] and MaGSoundFDST [19]. MaGSoundDST is also based on the differential similarity transformation, and when the CPS coincides with a source’s singular point, the property of DST of a magnetic or a gravity anomaly becomes zero or linear at observation points. In each sliding window, a series of assumed structural indices are used to calculate a 3D function that evaluates the linearity of the DST. MaGSoundFDST is based on the linearity of the finite-difference similarity transformation. When the central point of similarity (CPS) of the transformation coincides with a source field’s singular point and a correct N value is used, the FDST of a potential field anomaly becomes zero or linear at all observation points. In each sliding window, a field measured at two different observation levels and a set of structural indices are needed. The three methods described above are among the few algorithms that account for a linear background. In terms of anti-interference ability against noise, MaGSoundFDST is better than the MaGSoundDST and DST algorithms, because it does not need derivatives of measured data. In terms of calculation speed, DST is faster [19,20]. In general, the calculation accuracy of the Euler solutions that take into account linear background is better than that of the first-class algorithms.

Third, taking into account a nonlinear background, Pasteka [21] introduced an interference polynomial to the right-hand side of the Euler equation to reduce the influence of the background field. Dewangan [22] proposed a Euler deconvolution with a nonlinear background. The background is approximated using a rational function, and a nonlinear optimization technique (e.g., precondition conjugate gradient) is applied to calculate the solutions. Up to now, few authors apply the Euler deconvolution with nonlinear background to real data.

In this paper, we propose a new method to improve the accuracy of Euler inversion results, which is less susceptible to interference from nearby sources. The proposed method is based on the finite-difference algorithm and can estimate depth, shape, and the coefficient of the background field simultaneously. In addition, we applied the new approach to 2D and 3D datasets.
2. Methodology

The classical formulation of Euler deconvolution can be written as

$$\frac{\partial T}{\partial x} x_0 + \frac{\partial T}{\partial y} y_0 + \frac{\partial T}{\partial z} z_0 - N(T - B) = x \frac{\partial T}{\partial x} + y \frac{\partial T}{\partial y} + z \frac{\partial T}{\partial z}$$

(1)

where $x$, $y$, and $z$ are the observation positions. $T$, $\frac{\partial T}{\partial x}$, $\frac{\partial T}{\partial y}$, and $\frac{\partial T}{\partial z}$ are the potential field data and their gradients with respect to the variables $x$, $y$, and $z$. $x_0$, $y_0$, and $z_0$ are the source positions. $B$ is the background value, and $N$ is the structural index (SI).

In Euler deconvolution, the SI is generally assumed to be constant in each sliding-window. Assuming that for all the points in a window the background $B$ is constant, the product of $N$ and $B$ is constant and we can write

$$NB = (x_c - x_0)(\frac{\partial T}{\partial x}) + (y_c - y_0)(\frac{\partial T}{\partial y}) + (z_c - z_0)(\frac{\partial T}{\partial z}) + NT_c$$

(2)

where $c$ is the central window point. Substituting Equation (2) into Equation (1), we can obtain

$$x_0(\frac{\partial T}{\partial x} - a) + y_0(\frac{\partial T}{\partial y} - b) + z_0(\frac{\partial T}{\partial z} - c) - N(T - ax - by - cz - d)$$

$$= x(\frac{\partial T}{\partial x} - a) + y(\frac{\partial T}{\partial y} - b) + z(\frac{\partial T}{\partial z} - c)$$

(3)

In Equation (4), $d$ is constant and hence, $Nd$ can be treated as a constant. Based on the finite-difference Euler deconvolution algorithm, for all the window locations, we can write

$$Nd = x_c \frac{\partial T_c}{\partial x} + y_c \frac{\partial T_c}{\partial y} + z_c \frac{\partial T_c}{\partial z} - x_0 \frac{\partial T_0}{\partial x} - y_0 \frac{\partial T_0}{\partial y} - z_0 \frac{\partial T_0}{\partial z} + ax_0 + by_0 + cz_0$$

$$+ NT_c - Nax_c - Nby_c - Ncz_c - ax_c - by_c - cz_c$$

(5)

$c$ is the central window point. Substituting $Nd$ into Equation (4), we can obtain a new formula:

$$x_0(\frac{\partial T}{\partial x} - \frac{\partial T_c}{\partial x}) + y_0(\frac{\partial T}{\partial y} - \frac{\partial T_c}{\partial y}) + z_0(\frac{\partial T}{\partial z} - \frac{\partial T_c}{\partial z}) + a(N + 1)(x_i - x_c)$$

$$+ b(N + 1)(y_i - y_c) + c(N + 1)(z_i - z_c) + N(T_c - T_i)$$

$$= x_i \frac{\partial T}{\partial x} + y_i \frac{\partial T}{\partial y} + z_i \frac{\partial T}{\partial z} - x_0 \frac{\partial T_0}{\partial x} - y_0 \frac{\partial T_0}{\partial y} - z_0 \frac{\partial T_0}{\partial z}$$

(6)

The obtained equation, Equation (6), derived from Euler’s homogeneity equation for a case when the measured field contains a homogeneous anomalous field and a linear background, $B$ is linear to the coordinates of the field source. Therefore, the source parameters and the coefficient of the background field can be estimated simultaneously. If $N$ is given, there are only six unknown parameters, which can be obtained by solving overdetermined equations.
If we make the following abbreviations,

\[
\delta T_{xi} = \frac{\partial T_i}{\partial x} - \frac{\partial T_c}{\partial x}, \quad \delta T_{yi} = \frac{\partial T_i}{\partial y} - \frac{\partial T_c}{\partial y}, \quad \delta T_{zi} = \frac{\partial T_i}{\partial z} - \frac{\partial T_c}{\partial z},
\]

\[
\delta T_i = T_i - T_c, \quad \delta x = x_i - x_c, \quad \delta y = y_i - y_c, \quad \delta z = z_i - z_c,
\]

\[
\delta xyT = \frac{\partial T_i}{\partial x} + y_i \frac{\partial T_i}{\partial y} - x_i \frac{\partial T_i}{\partial x} - y_c \frac{\partial T_c}{\partial y} - z_i \frac{\partial T_i}{\partial z} - z_c \frac{\partial T_c}{\partial z}
\]

(7)

from Equation (6) for every grid point of a sliding window, we obtain

\[
\begin{align*}
    x_0 \delta T_{xi} + y_0 \delta T_{yi} + z_0 \delta T_{zi} + a(N + 1) & \delta x + \\
    b(N + 1) & \delta y + c(N + 1) \delta z + N \delta T_i = \delta xyT
\end{align*}
\]

(8)

or, in a matrix form,

\[
Gp = y
\]

(9)

where \( p \) represents the unknown parameters, \( G \) is a coefficient matrix, composed of the field anomaly, the gradient of the anomaly and the coordinate points within the window, and \( y \) is a vector of the sums of the product differences of the coordinates and the respective gradients of the field. The least squares value of \( p \) is given by

\[
p = (G^T G)^{-1} G^T y
\]

(10)

Theoretically, the background function can be regarded as a higher-order functional form (e.g., 2-order or 3-order) and the finite-difference method can still be applied to the Euler equation. Owing to the complexity and unknown nature of the background function, the variation form of the function is unknown. When the selected window size is large, treating the background function as a high-order case is reasonable. However, a large window size may lead to missing small-scale field sources. Therefore, in practical applications, the window size should not be too large. Windows containing between 5\( \times \)5 and 10\( \times \)10 grid points may be the best choice [23]. If the selected order of the background field is high (e.g., 2, 3, etc.), it will lead to overfitting and more valuable anomalies being separated, and this will eventually lead to inaccurate inversion results. Hence, accounting for a linear background in the anomalous field, the Euler deconvolution may perform well in the presence of interfering fields.

In the next section, we will compare the inversion accuracy of our algorithm with that of the Euler inversion algorithm based on DST and the finite-difference Euler deconvolution algorithm.

3. Model Test

3.1. Test 1: Two Dykes Model Test

To test our method, 2D model data were used, and they were generated from the original code that Cooper [24] provided. Figure 1a shows the synthetic magnetic profile generated by two dykes (I = \(-60^\circ\); D = \(-22^\circ\)). Figure 1b,c shows the original inversion results generated by the finite-difference Euler deconvolution algorithm and the improved algorithm, respectively. After performing the two Euler deconvolution algorithms, the moving-rate selection method (Liu et al. [25,26]) with the same parameter was applied to select solutions. The basic idea of the selection method is that when the sliding windows are near the source, the solutions are almost the same. If the distance between the Euler results produced by adjacent windows is less than \( n \) times the grid spacing \((n < 1)\), the solutions will be saved. Figure 1d,e shows the results after distinguishing them from Figure 1b,c. According to Figure 1d,e, we can easily find that our method has higher accuracy. For noise-corrupted data (0.5% random Gaussian noise), our method can still produce more reliable solutions (Figure 2).
The solutions are almost the same. If the distance between the Euler
points is added to the original data (Figure 3).

3.2. Test 2: Linear Background

Here, we use a synthetic example with a linear background field with a trend to test our algorithm. Gravity anomaly is produced by a vertical prism, and a linear background is added to the original data (Figure 3). The geometric and physical parameters of this model are listed in Table 1. The grid interval is 1.2 km.
Figure 2. Noise-corrupted synthetic magnetic profile and Euler solutions. (a) Synthetic magnetic profile generated by two dykes (red lines in Figure 2), corrupted with 0.5% random Gaussian noise shown in Figure 2b below. (b) Original Euler solutions generated by finite-difference Euler deconvolution. (c) Original Euler solutions generated by the improved method. (d) Selected solutions from (b, c); solutions are selected according to the moving-rate selection method.

3.2. Test 2: Linear Background

Here, we use a synthetic example with a linear background field with a trend to test our algorithm. Gravity anomaly is produced by a vertical prism, and a linear background is added to the original data (Figure 3). The geometric and physical parameters of this model are listed in Table 1. The grid interval is 1.2 km.

Table 1. Parameters of model 2.

<table>
<thead>
<tr>
<th>Length along x (km)</th>
<th>Length along y (km)</th>
<th>Thickness along z (km)</th>
<th>Depth to Top (m)</th>
<th>Density (g/cm$^3$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>20</td>
<td>5</td>
<td>1.5</td>
<td>0.3</td>
</tr>
</tbody>
</table>

When performing Euler deconvolution, a window size of 11 × 11 is selected and solutions are rejected if the vertical derivative of gravity at the center of the window is negative. Figure 4a displays the original results obtained by applying finite-difference Euler deconvolution to the data in Figure 3c. Figure 4b exhibits the original results obtained by applying the improved finite-difference Euler deconvolution method to the data in Figure 3c. Figure 4c shows the original results obtained by applying Euler deconvolution based on DST to the data in Figure 3c. The selected solutions in Figure 4a–c are shown in Figure 4d,e. The results indicate that our method can better distinguish abnormal boundaries compared to finite-difference Euler deconvolution. Moreover, the distribution of solutions generated by our method and DST Euler deconvolution is almost identical.

Noisy Data

Figure 3d shows the theoretical anomaly corrupted with (1%) random Gaussian noise. In this section, solutions are only saved if the vertical derivative of gravity of the window center is positive. The original Euler solutions, produced by finite-difference Euler deconvolution, our method, and DST Euler deconvolution, are presented in Figure 5a–c. The results, after being selected according to the above criterion, are shown in Figure 5d–f. Based on the data from Figure 5, it can be observed that the distribution of Euler solutions generated by our method and that generated by the DST method are nearly identical.
aical parameters of this model are listed in Table 2. Figure 6a shows the
third model test contains three vertical prisms. This is the same model used to
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Figure 4. Euler solutions. (a–c) Original Euler solutions generated by the finite-difference Euler
deconvolution, our method, and the DST method. Solutions are saved if the vertical derivative of
 gravity of the window center is not negative. (d–f) Selected Euler solutions.

Figure 5. Euler solutions obtained from the noise-corrupted model. (a–c) Original Euler solutions
generated by the finite-difference Euler deconvolution, our method, and the DST method. Solutions are saved if the vertical derivative of gravity of the window center is not negative. (d–f) Selected Euler solutions.

3.3. Test 3: Vertical Prisms Model Test

The third model test contains three vertical prisms. This is the same model used to
test new ways to improve the confidence of structural interpretation by an improved
Euler inversion and phase congruency method for the field data by Wang et al. [27]. The
geometric and physical parameters of this model are listed in Table 2. Figure 6a shows the gravity anomaly resulting from these prisms. The input data grid has 101 × 101 points.

Table 2. Parameters of model 3.

<table>
<thead>
<tr>
<th>Cuboid No.</th>
<th>Length along x (km)</th>
<th>Length along y (km)</th>
<th>Thickness along z (km)</th>
<th>Depth to Top (m)</th>
<th>Density (g/cm³)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1</td>
<td>20</td>
<td>20</td>
<td>5</td>
<td>1.5</td>
<td>0.3</td>
</tr>
<tr>
<td>A2</td>
<td>10</td>
<td>10</td>
<td>4</td>
<td>2</td>
<td>0.3</td>
</tr>
<tr>
<td>A2</td>
<td>80</td>
<td>1</td>
<td>5</td>
<td>1</td>
<td>0.3</td>
</tr>
</tbody>
</table>

Figure 6. True location of synthetic prisms (the black rectangles) and the gravity anomaly produced by them. (a) Theoretical gravity anomaly. (b) Theoretical gravity anomaly corrupted with 2% Gaussian random noise.

Solutions are calculated using a window size of 7 × 7 grid points and solutions are rejected if the vertical derivative of gravity of the window center is negative. Figure 7a shows the original results obtained from applying the finite-difference Euler deconvolution to the data in Figure 6. Figure 7d shows the results after selection. Figure 7b shows the original results obtained from applying the improved Finite-difference Euler deconvolution method to the data in Figure 6. Figure 7e shows the results after selection. Figure 7c shows the original results obtained from applying the Euler deconvolution based on DST to the data in Figure 6a. Figure 7f shows the results after selection.

Comparing Figure 7d and Figure 7e (or Figure 7a and Figure 7b), we can easily find that our algorithm better depicts the boundary of the prisms, and the inversion result is more accurate. Next, we will compare the inversion effects of the improved finite-difference Euler deconvolution method and Euler deconvolution based on DST. Comparing Figure 7f and Figure 7I (or Figure 7b and Figure 7c), we can find that the distribution shapes of the solutions generated by the two algorithms are almost the same. In Figure 7e,f, the mean value of all the x₀-estimate is 39,617 and 39,397, and the mean value of all the y₀-estimate is 39,161 and 38,898. The difference is less than the grid spacing. For these two methods, the difference of z₀-estimate is also far less than the grid interval. The difference in the mean value of the estimated x₀, y₀, and z₀ in Figure 7b,c is also far smaller than the grid interval. To further compare the accuracy of the two algorithms, two profiles are selected. Figure 8 shows the solutions. When the sliding window is in or near the projection area of field sources A1 and A2, the solutions generated from our algorithm and the DST Euler deconvolution algorithm are the same. However, when the sliding window is in or near the projection area of source A3, the solutions generated from the two algorithms are slightly different, and they also reflect the source position.
Solutions are calculated using a window size of 7 × 7 grid points and solutions are saved if the vertical derivative of gravity of the window center is positive. Figure 7 illustrates the results obtained by the Euler deconvolution methods. Based on the results, we find that, in contrast with solutions generated by the Euler deconvolution based on DST, solutions obtained by our method can better delineate the features of the causative source. Moreover, when the sliding window is in or near sources A1 and A2, the solutions generated from our algorithm and the DST Euler deconvolution algorithm are the same. However, for source A3, the solutions generated from the two algorithms are slightly different, and they also reflect the source position.

Figure 7. Original and selected Euler solutions (The base map shows the distribution of magnetic anomalies). (a) Original Euler solutions generated by finite-difference Euler deconvolution. (b) Original Euler solutions generated by improved finite-difference Euler deconvolution. (c) Original Euler solutions generated by the euler deconvolution based on DST. (d–f) Solutions distinguished from (a–c); Solutions are saved if the vertical derivative of gravity of the window center is positive.

To further test the stability of our method, we apply it to noise-corrupted data. Figure 6b shows the gravity anomaly corrupted with (2%) random Gaussian noise. Figure 9 shows the results of the Euler deconvolution methods. Based on the results, we find that, in contrast with solutions generated by the finite-difference Euler deconvolution, solutions obtained by our method can better delineate the features of the causative source. Moreover,
Figure 9 also shows that the estimated solutions including depths generated by our method are the same as those obtained by the Euler deconvolution method based on DST.

![Figure 9](image)

Figure 9. Original and selected Euler solutions (The base map shows the distribution of magnetic anomalies). (a) Original Euler solutions generated by finite-difference Euler deconvolution. (b) Original Euler solutions generated by improved finite-difference Euler deconvolution. (c) Original Euler solutions generated by Euler deconvolution based on DST. (d–f) Solutions distinguished from (a–c).

3.4. Test 4: Complex Model Test

This model has been widely used by many authors to test the accuracy of their algorithms [16,18,19,22,26–28]. Table 3 shows the parameters of the model, and Figure 10a shows the model location and the magnetic anomaly. Models S2, S4, and S5 are normally magnetized along the direction of the ambient field ($D = 2.4^\circ, I = 59^\circ$). Models S1 and S3 are reversely magnetized. In this test, for different algorithms, solutions were calculated using a window size of $11 \times 11$ (2.75 × 2.75 km) grids. To obtain reliable solutions, we accept solutions according to the following criteria: If the horizontal gradient in the window center is larger than the mean value of the horizontal gradient [29], if the estimated depth lies between 0 km and 3.5 km, if the estimated SI is between 0 and 3, and if the distance between THE two solutions obtained from THE adjacent windows is less than the grid interval.

![Figure 10](image)

Figure 10. Model location and the magnetic anomaly generated by the five models. (a) Noise-free total-field anomaly. (b) Noise-corrupted total-field anomaly (2% random Gaussian noise). Table 3 shows the details of the model.
Table 3. Estimated and true coordinates of singular points; 0 represents the true position of the sources, 1 represents the inversion results obtained by our method, and 2 represents the inversion results obtained by the DST algorithm.

<table>
<thead>
<tr>
<th>Source</th>
<th>$x_0$</th>
<th>$x_1$</th>
<th>$x_2$</th>
<th>$y_0$</th>
<th>$y_1$</th>
<th>$y_2$</th>
<th>$z_0$</th>
<th>$z_1$</th>
<th>$z_2$</th>
<th>$N_0$</th>
<th>$N_1$</th>
<th>$N_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1 sphere</td>
<td>17.5</td>
<td>17.50</td>
<td>17.50</td>
<td>17.5</td>
<td>17.52</td>
<td>17.53</td>
<td>3.06</td>
<td>3.04</td>
<td>3</td>
<td>3.11</td>
<td>3.07</td>
<td></td>
</tr>
<tr>
<td>S2 sill</td>
<td>25</td>
<td>25.09</td>
<td>25.11</td>
<td>10.5</td>
<td>10.39</td>
<td>10.42</td>
<td>1</td>
<td>0.80</td>
<td>0.85</td>
<td>1</td>
<td>0.69</td>
<td>0.77</td>
</tr>
<tr>
<td>S3 Dyke</td>
<td>22.5</td>
<td>22.51</td>
<td>22.51</td>
<td>19</td>
<td>18.72</td>
<td>18.72</td>
<td>1</td>
<td>0.84</td>
<td>0.84</td>
<td>1</td>
<td>1.13</td>
<td>1.13</td>
</tr>
<tr>
<td>S4 Hor. rod</td>
<td>8</td>
<td>7.88</td>
<td>7.88</td>
<td>25</td>
<td>25.00</td>
<td>25.00</td>
<td>1.5</td>
<td>1.49</td>
<td>1.49</td>
<td>2</td>
<td>2.00</td>
<td>2.00</td>
</tr>
<tr>
<td>S5 sphere</td>
<td>10</td>
<td>10.01</td>
<td>10.02</td>
<td>10</td>
<td>10.03</td>
<td>10.03</td>
<td>2</td>
<td>1.97</td>
<td>1.95</td>
<td>3</td>
<td>2.92</td>
<td>2.91</td>
</tr>
</tbody>
</table>

Figure 11a–c shows the original Euler solutions generated by finite-difference Euler deconvolution, improved finite-difference Euler deconvolution, and Euler deconvolution based on DST, respectively. Figure 11d–f shows the Euler solutions after selection based on the above strategy. Comparing Figure 11a and Figure 11b, we can find that the horizontal distributions of the estimated solutions generated from the two methods are different. Additionally, by analyzing the selected Euler solutions (Figure 11d,e), we find that the selected solutions generated by our method are more helpful to locate the source positions.

Comparing Figure 11b,c, we can find that the horizontal distribution of the original position estimates is almost the same. In Figure 11b,c, the mean values of all the $x_0$-estimate...
are 18.71 and 18.63, the mean values of all the $y_0$-estimate values are 17.12 and 17.06, and the mean values of the $z_0$-estimate are 1.497 and 1.503, respectively. Additionally, the difference between the mean value is less than the grid interval. To compare the precision of our method and that of Euler deconvolution based on DST, two profiles are selected. Figure 12 shows that the inversion results are nearly consistent. Table 3 shows the final estimated solutions, and by comparing them, we find that the results obtained from our algorithm are almost the same as those of Euler deconvolution based on DST. Based on the results of this model, we find that the precision of our algorithm and of Euler deconvolution based on DST is nearly the same.

![Figure 12](image_url)

**Figure 12.** Inversion results from two profiles; different colors represent different window positions. + represents the solutions obtained by DST. ○ represents the solutions obtained by our method.

**Noisy Data**

Figure 10b shows the noise-corrupted total-field anomaly data; the theoretical anomaly is corrupted with (2%) random Gaussian noise. Figure 13 shows the results of the Euler deconvolution methods. Based on the results, we find that there are some spurious solutions in Figure 13a, and the estimated horizontal solutions shown in Figure 13b,c are consistent with the horizontal coordinates of singular points of the source. In addition, according to the results of tests 1–3, we find that comparing the solutions generated by finite-difference Euler deconvolution and Euler deconvolution based on DST, the resolution of the results obtained by our method is higher than that of the former and is the same as that of the latter.

Compared with other inversion methods, Euler deconvolution is not a time-consuming method because of the use of the sliding window strategy. However, for large-scale potential field exploration, the data to be inverted are large, and improving the processing speed is good for real-time viewing and interpreting Euler solutions, especially when different SIs and sliding window sizes are needed to obtain useful solutions. We resampled the data shown in Figure 10a and the grid interval is 2, 1/2, 1/4, and 1/6 times the original grid interval. Figure 14 shows the time spent in each inversion process. The result shows that the processing speed of Euler deconvolution based on DST is high, and that our method can take less time to accomplish the deconvolution.
Figure 13. Filtered Euler solutions from different algorithms (The base map shows the distribution of magnetic anomalies). (a) Finite-difference Euler deconvolution algorithm. (b) Our algorithm. (c) Euler deconvolution algorithm based on DST.

Figure 14. Time spent in each inversion process. Circles of different colors represent different mesh sizes.

4. Application to Real Data

The study area (Figure 15), which straddles three major tectonic units, the Sino-Korean, Yangzi, and South China plates, underwent the consolidated diagenesis and reactivation of the Late Sibao Movement in the Mesoproterozoic Era and of the Jinning Movement in the Neoproterozoic Era, forming a two-layer crystalline basement of Meso-Neoproterozoic shallow metamorphic rock and Archean-Paleoproterozoic deep metamorphic rock [30–32]. Under the influence of the multi-period tectonic movement reformations and the action of various tectonic stresses, the study area has successively experienced tectonic activities of various natures, such as extensional fault depressions, and strike-slip subsidence [33]. It is a marine-continent multi-cycle superimposed petroliferous basin that has been formed based on the pre-Sinian metamorphic basement.

Based on the collected density information about the study area [34,35], vertically, the density decreases gradually from deep to shallow; horizontally, the density of different tectonic units varies. This density difference facilitates our use of gravity data to study the tectonic distribution of the zone. Figure 16 shows the Bouguer gravity map of the region.
Figure 15. Sketch map of the tectonic location of the northern basin of the south of the Yellow Sea and its adjacent area (modified from Xu [30]).

Figure 16. The Bouguer gravity map of the study area.
Next, we apply the enhanced total horizontal derivative, improved logistic filter (IL, [36]), and the Euler deconvolution method to the gravity data in this area. The IL is based on the logistic function and the horizontal gradient amplitude and outlines the source horizontal boundaries more clearly and with high accuracy and resolution. Figure 17a is the enhanced total horizontal derivative of the data in Figure 16, and Figure 17b shows the IL. Figure 18 shows the final Euler solutions. Before performing Euler deconvolution, the selected sliding window size is $11 \times 11$ (22 × 22 km), and the SI is 1.5. The same distinguishing method is applied to select the results generated by the three Euler algorithms, and the Euler solutions with a small standard error of estimated depth (top 30%) are saved.

Figure 17. Edge recognition results. (a) Enhanced total horizontal derivative. (b) IL (unitless).

Figure 18. Results of Euler deconvolution. (a) Final Euler solutions generated by finite-difference Euler deconvolution. (b) Final Euler solutions generated by improved finite-difference Euler deconvolution. (c) Final Euler solutions generated by Euler deconvolution based on DST.

In Figure 18, the depth of the solution is indicated by the color, so we do not ascribe much accuracy to these depths and prefer to use the descriptors ‘shallow’ and ‘deep’. By comparing Figure 18a and Figure 18b, we find that the distribution of Euler solutions generated from finite-difference Euler deconvolution and improved finite-difference Euler deconvolution is different, and our algorithm shows more detail. The depth range in Figure 18a is 0.1–21.9 km, and the depth range in Figure 18b is 0.4–22.8 km. By comparing Figure 18b and Figure 18c, we find that the distribution of Euler solutions generated from our method and DST Euler deconvolution is almost the same, including the estimated depth. By comparing the Euler solutions and the edge detection results, we find that their distribution patterns are very similar (Figure 19). Additionally, this fully demonstrates the effectiveness of our method. The distribution of the Euler solutions and the peaks of the IL present a good correlation with some faults in the region, which are shown by Xu [32].

Based on the stratigraphic distribution, structural trend, geomorphological characteristics, and distribution of magmatic rocks [33], the Euler solutions (NE (NNE)) are consistent with the regional tectonic trend. Additionally, the Euler results indicate that NEE-NE trending faults are distributed throughout the region, with NE-NEE trending faults being predominantly found in the northern basin and northwest areas outside the basin, and near-EW trending faults are mainly present in the central uplift area. These observations...
are mainly attributed to the influence of Tanlu fault strike-slip activity and its nearby north-south stress control [32,34].

Figure 19. Edge recognition results and the Euler solutions generated by our method. (a) Figure 17a + Figure 18b. (b) Figure 17b + Figure 18b.

5. Conclusions

In this paper, we present a new method for reducing the influence of background fields on Euler results, called improved finite-difference Euler deconvolution. It is based on the finite-difference method and accounts for a linear background field. We demonstrated our algorithm on synthetic and real potential field data and compared the results with those of finite-difference Euler deconvolution and Euler deconvolution based on DST. The inversion results show that our method can simultaneously estimate the source position, SI, and the coefficient of the linear background field, and that the precision of its results is higher than the results computed by the finite-difference Euler deconvolution method. The inversion results also show that the accuracy of the inversion results is close to that of the results of the DST inversion algorithm, even in the case of strong interference and noise.
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