Correction of Temperature from Infrared Cameras for More Precise As-Is 3D Thermal Models of Buildings
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Featured Application: The corrections presented in this paper can be applied in order to obtain a reliable empirical calculus of energy parameters in buildings by means of infrared imaging techniques.

Abstract: This paper studies how to create precise 3D thermal maps of building interiors by correcting the raw apparent temperature values yielded by the thermal cameras. This matter has not, to date, been dealt with in the literature, which leads us to conclude that the current methodologies that obtain thermal point clouds are incomplete and imprecise. Without a suitable correction, any further energy parameter calculation obtained from the thermal point cloud is incorrect. This paper presents a method that deals with important aspects to be corrected, such as the repeatability of thermal cameras, the use of the true emissivity of the materials sensed, and the inclusion of the reflected radiant energy caused by the environment. The method has been successfully tested in several indoor scenes using a thermal scanning platform. The results show that significant corrections of up to 8% of the raw temperature values must be carried out in the final thermal model, thus justifying the need for the correction. As an application of the method, an empirical calculation and a comparison of transmittances with and without temperature corrections are presented at the end of the paper. In this case, the relative errors with respect to the average nominal U-value decrease from 94% to 11%. The general conclusion is that precise calculations of energy parameters in which infrared cameras are involved must take these corrections to temperature into account.
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1. Apparent Temperature in 3D Thermal Point Clouds

Papers advising the insertion of thermal data into building information models (BIMs) and digital twins of buildings have appeared more frequently in the last 5–10 years [1–5]. Nevertheless, thermal point clouds (TPC) have recently been included in papers and conferences as a new challenging topic with tremendous potential in future applications in architecture, engineering and construction (AEC). In this environment, the term “as-is” 3D thermal model has been adopted as a record of the geometric and thermal measurements of an existing building at a specific time. These measurements are synthesized into a scalar geometric model, in which a point in the space has an assigned temperature. When compared with 2D thermographs, which provide a very limited and partial thermal representation of a building [4], TPC platforms yield integrated 3D geometry and temperature, which can later be extended to building energy models (BEMs) [6].

Very few works have appeared in the field of mobile thermal scanning platforms to date. The existing platforms concern terrestrial robots or unmanned aerial vehicle (UAV)
platforms [6–11] which, with a greater or lesser extension, collect thermal data from the indoors or outdoors of buildings. In all these works, the temperature provided by the infrared camera, which is later inserted into each of the points of the TPC, is not corrected as regards different factors that affect the temperature value. Therefore, it is possible to state that these TPC are, in some respects, incorrect.

When employed in a three-dimensional environment, thermal data are obviously obtained using thermal cameras. It is, therefore, necessary to include aspects regarding the errors and corrections of these infrared cameras, which are later included in the point clouds. Unfortunately, no previous work had dealt with the calibration of temperature in IR cameras when specifically applied to thermal point clouds. Apart from intrinsic calibration procedures, such as radiometric, blackbody and geometric distortion calibrations, some sort of extrinsic calibration must be carried out before considering that the apparent temperature provided by the IR camera is true. It is well known that the accuracy of IR cameras depends, to a greater or lesser extent, on the following factors: the correct emissivity of the objects; the distance to and orientation of the surface measured [12]; the repetitiveness of temperature in successive shots, or the temperature of the circuits of the camera. A brief reference is made to the studies that deal with some of these noise sources in the following paragraphs.

Some authors discuss the radiometric calibration of thermal cameras used together with SfM (structure from motion) digitization techniques and the geometric reconstruction of point clouds obtained using depth images. For example, Lin et al. [13] deal with two problems that should be considered when calibrating thermal cameras. These are temporal non-uniformity, which refers to the changes produced in the irradiance of the object, along with the temperature of the sensor that is dependent on time, and spatial non-uniformity, which is caused by the different responses in the pixels of the CCD (charge coupled device). In this respect, the authors of [14] present a thermal camera that allows the adjustment of different factors concerning the temperature and ambient humidity. However, they point out that these have relatively little effect in the case of close-range applications, with building facades not exceeding 26 m in height and continuous facade lengths of up to 100 m. The paper by Zhu et al. [15] comprises a study concerning the thermal inaccuracies that occur in cameras that are used to perform videogrammetry. A plane displacement function is proposed in order to adjust the temperatures measured, and several tests are subsequently carried out with different orientations of the camera so as to avoid the thermal drift caused by movement. A similar method is proposed in [16]. This system uses a beam splitter together with a convex lens and a photographic mask, all of which compensate for the thermal instability of the camera. In [17], the authors deal with the geometric distortion of 2D images but do not consider other sources of noise in the thermal calibration. In their work, Malmivirta et al. [18] perform a blackbody calibration and then apply a calibration technique based on deep learning. This method is able to minimize internal thermal changes within the camera. It is particularly useful in applications that require continuous thermal measurement, in which the camera tends to overheat during use. In [19], several experiments are carried out with a handheld camera and a UAV (unmanned aerial vehicle), showing how the temperature measured with the sensor varies and takes up to 60 min to stabilize, which adds complexity to the measurement procedure.

Although it can be considered a current issue, there is hardly any literature on the subject of the variability and correction of the temperature of IR cameras when used to create 3D thermal clouds inside buildings. The objective of this paper is, therefore, to show an automatic correction procedure that eventually yields a more reliable 3D thermal model of the scene.

2. An Overview of the Approach

A thermal camera detects a mixture of radiant energy with contributions originating from the sensed object, the object’s surroundings (reflection) and the atmosphere (ambient). All these radiant contributions determine the total radiation power incident on the detector and, therefore, the temperature value provided by the camera. Many other parameters also
affect the IR images generated by the detector inside the camera to a greater or lesser extent. Some of these are the following: the temperature of the external optics of the camera, the instability of the camera, the emissivity of the sensed object, the distance from the camera to the object, the observation angle and the size of the object.

Our context is that of the indoors of buildings in standard conditions, in other words, scenarios with short distances, low camera observation angles, non-extreme relative humidity, non-extreme interior temperature and good insulation. Factors such as distance from the camera to the object, observation angle, relative humidity, ambient temperature and atmospheric temperature are not, therefore, included in our research. However, apart from the black body calibration, which is conducted only once before using the thermal camera, we have considered the following important aspects: the temperature of the optics and electronic circuits of the camera, the emissivity of the sensed object and external radiation. These factors have a clear influence on the temperature value yielded by the IR camera.

The correction of the original temperature (i.e., provided by the camera) is performed in two stages. In the first stage, we deal with the factors related to problems concerning the camera becoming hot and the effect of repetitiveness, which generate the apparent temperature. This aspect is presented in Section 3. Factors that are external to the camera, such as the emissivity of the object and external radiation, are discussed in Section 4, in which we also show how the real temperature is obtained. In order to show an application of our method, Section 5 deals with the empirical estimation of the transmittance (U-value). A representative test carried out in a case study is presented in Section 6. Temperatures before and after successive corrections are compared, and the calculation of the respective transmittance values on two walls are also shown. Finally, the conclusions of the work are presented in Section 7.

3. Stage I: Dealing with the Repeatability of the Thermal Camera: The Apparent Temperature

When creating a thermal point cloud, one of the problems that arise is the variability in the temperature of the thermal camera, an issue that has been ignored in virtually all the references discussed in Section 1, with the exception of [18,19]. However, although the most recent related references were published in 2021, signifying that it can be considered a current issue, hardly any other literature on thermal data and its accuracy, when applied to the creation of 3D thermal clouds inside buildings, has appeared in the last year.

In our case, the effect of the variability or repeatability of infrared cameras means that the temperature value of the same pixel for shots with the same viewpoint separated by a short interval of time (seconds) can vary appreciably. It may also mean that adjacent thermal images in a full revolution of the IR camera have significant and inconsistent global temperature gradients. The eventual effect of this random variation is that the thermal cloud lacks the temperature precision required and has thermal inconsistencies in space. Examples of these variations will be provided in Section 5.

In order to correct this problem, a single scanner measurement (3D coordinates) but with a number \( n \) of consecutive thermal images of the same viewpoint of the scene are taken. In our system, this entails the system performing \( n \) complete turns (usually from 6 to 10) of 360°, taking 10 thermal frames in each turn. These data are then used to carry out a statistical procedure for the \( n \) frames corresponding to each camera rotation, in which atypical images that we denominate as outliers will certainly be identified. The pseudocode of the outlier image filtering algorithm is shown in Algorithm 1.

The thresholds \( U_{p1} \) and \( U_{p2} \) have been established by means of empirical procedures after testing the results on 260 images. The value of \( U_{p1} \) follows the criterion of a Matlab function that detects outliers in a dataset. This function returns true for all elements (in this case, images) with more than three standard deviations from the mean. The value of \( U_{p2} \) has been established as 3% of the total number of pixels in the image.
Algorithm 1: Algorithm for the detection of outlier images and the creation of valid average thermal images.

Inputs:
- \( a \times n \) Ir_images: \( I_{a,n} \) (\( a \) = number of sessions, \( n \) = number of camera positions)
- \( \text{Pixel\_Threshold: Maximum deviation with respect to the variance: } U_{p1} \)
- \( \text{Image\_Threshold: Maximum percentage of outlier pixels in } I_{a,r}: U_{p2} \)

% Do for each session of the Ir\_camera.
FOR \( i = 1 \) TO \( a \)
% Do for each pixel \((x,y)\) of \( I_{a,r} \)
FOR \( 0 < x < \text{dim}_x \) AND \( 0 < y < \text{dim}_y \)
  Temperature array assigned to \((x,y)\) \( \rightarrow V_{i,xy} \)
  % Do for each position of the Ir\_camera
  FOR \( j = 1 \) TO \( n \)
    % Label a pixel \((x,y)\) in \( I_{i,j} \) as valid (0) or outlier (1):
    IF \( |V_{i,xy} - I_{i,j}(x,y)| < U_{p1}, E_{i,j}(x,y) = 0 \) ELSE \( E_{i,j}(x,y) = 1 \) END
  END
% Do for each position of the Ir\_camera
FOR \( j = 1 \) TO \( n \)
  % Label \( I_{i,j} \) as valid or outlier
  IF \( 100 \times \sum_{x=0}^{\text{dim}_x} E_{i,j}(x) < U_{p2}, I_{i,j} \) is valid ELSE \( I_{i,j} \) is outlier END
% Obtain the average thermal image of the \( i \)-th position of the Ir\_camera
\( I_i = I_{i,j}, (j = 1,...,n, I_{i,j} \) and \( I_{i,j} \) valid) END

This algorithm evaluates whether or not an image is classified as an outlier within a set of \( n \) images that should, in theory, be very close in terms of pixel temperature. This process is first based on the labelling at a pixel level, whereby each pixel in each image is labelled as an outlier pixel or as a valid pixel. Depending on the percentage of the outlier pixels in an image, the image is ultimately labelled as an outlier image or as a valid image. After performing this process, an average image is generated with the set of valid images. The temperature contained in this average image will, from here on, be denominated as the apparent temperature.

4. Stage II: Obtaining the True Temperature of an Object

From this point on, a surface of any structural element that has been recognised in the point cloud model of the scene will be denominated as an “object”; that is, the object classes are the following: the structural element (SE) (floor, ceiling and wall), the window frame or the door frame. It will, in turn, be assumed that a scene or zone will consist of a standard room (with doors and windows).

We shall additionally assume that the thermal point cloud has been corrected for the repeatability effect (as shown in Section 3) and that it has been segmented into points corresponding to the floor, ceiling and each of the walls. We initially created a raw 3D point cloud in which each point has four associated values (RGB + Temperature). This point cloud is then segmented into smaller point clouds corresponding to the floor, ceiling and each of the walls. Orthoimages are subsequently obtained by projecting each segment from a specific point of view (for example, perpendicular to a certain wall) and creating the corresponding 2D images. The pixel of an image consequently maintains its associated RGB and temperature values. In the first case, we obtain a Colour Orthoimage (CO), and in the second, a thermal orthoimage (TO), which contains apparent temperatures. It is also assumed that the thermal camera has worked by default with emissivity one throughout this process.
In this section, the temperatures of the objects contained in a TO are corrected by taking into account the emissivity and radiation effects. From here on, the corrected temperature will be denominated as the \textit{real temperature}.

Several targets comprising electrical tape and wrinkled pieces of aluminium foil are spread on the existing objects in the scene beforehand. Assuming that the target is a rectangle, the length of the sides of the electric tape and aluminium piece are in the ranges of 4 to 10 and 10 to 20 pixels, respectively, which in real dimensions are of 8 to 20 and 20 to 40 cm. As will be shown in the following subsections, these targets are necessary in order to make corrections derived from the reflected radiation and calculate the real emissivity of the objects.

Let us suppose an \textit{object} \(O\), detected and delimited in the colour and thermal orthoimages, which belongs to a certain facing on which an apparent average temperature of \(T_{\text{object\_ap}}\) has been detected. The apparent temperature correction is performed by employing the following steps.

4.1. Step 1: Reflected Apparent Temperature

The reflected apparent temperature can be measured for one or several wrinkled pieces of aluminium foil placed on the \textit{object}. This region can be delimited in CO when a high-frequency filter is applied to it. The aluminium target is usually placed in the geometric centre of each object (e.g., the centre of a wall). This piece is located automatically by means of a high-pass filter algorithm. This filter makes an image appear sharper and also emphasizes fine details in the image. After applying this filter, the wrinkled piece of aluminium foil will appear in the image as a region with rapid intensity changes within a non-texture background and will be easily detected. If there is more than one target on the surface of an object, the average temperature is calculated.

When the emissivity is fixed to 1, it is assumed that radiation originating from outside or from other SEs is emitted by a diffuse reflector. The assumption of that distance from the camera to the object is ideally 0, thus making it possible to assume a null atmospheric effect. The average temperature of the dual region in T0, \(T_{\text{alum}}\), is, therefore, then taken as the valid \textit{Reflected Apparent Temperature} of \(O\).

\[
T_{\text{refl}} = T_{\text{alum}}
\]  

(1)

4.2. Step 2: Real Temperature of a Piece of Electrical Tape near the Object \(O\)

Since the emissivity of electrical tape is known \((\varepsilon_{\text{tape}} = 0.95)\), its real temperature can be obtained by means of Equation (2), in which \(T_{\text{tape\_ap}}\) represents the temperature measured by the thermal camera. \(T_{\text{tape\_ap}}\) is again calculated after segmenting the area corresponding to the tape in CO. In this case, a simple colour segmentation algorithm provides the solution. The closest segment to the object \(O\) is delimited in CO, and the average temperature corresponding to the dual region in TO is taken as the real temperature of the electrical tape.

\[
T_{\text{tape\_real}} = \left( \frac{T_{\text{tape\_ap}}^4 - (1 - \varepsilon_{\text{tape}}) T_{\text{refl}}^4}{\varepsilon_{\text{tape}}} \right)^{\frac{1}{4}}
\]

(2)

4.3. Step 3: Emissivity of Object \(O\)

The emissivity of the \textit{object} \(O\) is obtained from Equation (3). In this case, it is necessary to measure the temperature provided by the thermal camera in the proximity of the electrical tape. This can be performed by exploring the temperature of a narrow ring around the tape region detected previously in Step 2. The average temperature in this ring
is again defined as the apparent temperature of the region near the object and the tape,

\[ T_{\text{nearby\_object\_ap}} \]

\[ \varepsilon_{\text{object}} = \frac{T_{\text{nearby\_object\_ap}} - T_{\text{refl}}}{T_{\text{tape\_real}} - T_{\text{refl}}} \]  \hfill (3)

4.4. Step 4: Real Temperature of Object O

Since it is assumed that the region that covers the complete object O in TO has been calculated beforehand, the average apparent temperature of the object, \( T_{\text{object\_ap}} \), is easily obtained. Equation (4) provides the value of the final real temperature of object O.

\[ T_{\text{object\_r}} = \left[ \frac{T_{\text{object\_ap}} - \left( (1 - \varepsilon_{\text{object}}) \cdot T_{\text{refl}} \right)}{\varepsilon_{\text{object}}} \right]^{1/4} \]  \hfill (4)

5. Obtaining Transmittances with Real Temperatures

As an application of our method, the corrected temperatures are eventually used to empirically estimate the transmittance (U-value) of the objects on walls (such as door frames, window frames and wall areas). As will be shown in Section 6.4, the experimentation regarding this approach has been conducted under the recommended premises (following ISO 9869:2014, 2018, [20]) of large and stable indoor-outdoor temperature gradients, and without heating and cooling systems.

It is possible to classify the experimental U-value assessment methods into methods that do and do not employ the heat flux measurement. With regard to the latter method, the temperature-based methods shown in [21] utilise both the indoor surface temperature and the indoor and outdoor ambient temperature in order to calculate the U-value of the walls. As it is considered that the real temperature is attained by using infrared cameras, it is assumed that this can be included as a new thermography-based method that is extended to the 3D dimension. A literature review on infrared thermography (IRT) based methods was performed by the authors of [22], who stated that infrared thermography-based methods are rapid and reliable under certain specific conditions but that the technique must continue to be refined. Many different approaches and formulas with which to calculate the U-value in this context have been published. The formulation appertaining to Jankovic al. [23] has been employed herein, as follows.

The transmittance of an object is defined as the inverse function of the thermal resistance of the object (Equation (5)), which is decomposed into convective and radiative components. Equation (7) corresponds to the convective part of Equation (6), in which the surface convection coefficient \( \alpha_{\text{con}} \) is usually taken from a standard tabulated value (normally 7.69 W/m\(^2\)°C), whereas \( T_{\text{inside\_air}} \) and \( T_{\text{outside\_air}} \) correspond to internal and external temperatures measured by local sensors.

The radiative component of the thermal resistance of the object is calculated from Equation (8). In addition to again containing \( T_{\text{inside\_air}} \) and \( T_{\text{outside\_air}} \), this equation also includes the emissivity of the object, \( \varepsilon \), which is calculated from Equation (3), and the Stefan Wolfman constant \( \sigma = 5.67 \times 10^{-8} \) W/m\(^2\)K\(^4\).

\[ U = \frac{1}{R} \]  \hfill (5)

\[ R = R_{\text{conv}} + R_{\text{rad}} \]  \hfill (6)

\[ R_{\text{conv}} = \frac{T_{\text{inside\_air}} - T_{\text{outside\_air}}}{\left( T_{\text{inside\_air}} - T_{\text{object\_r}} \right) \alpha_{\text{con}}} \]  \hfill (7)
The thermal camera takes 10 images of 120 × 160 pixels with a reduced field of view of 71° × 56° (v × h), thus equally covering 360° × 71°. These ten images are subsequently used to assign temperatures to 3D points. It functions in a temperature range of between −10 °C and 65 °C, and its thermal sensitivity is 0.05 °C. Figure 1 shows the assignment of thermal images to 3D points for each IR image in Zone 0 (lab). The thermal image and the portion of the point cloud with the assigned temperature are displayed in pairs.

![Figure 1. Assignment of temperature to the point clouds for each rotation of the thermal camera. Spins are numbered from 1 to 8.](image)

The platform is programmed under ROS Melodic Morenia on Ubuntu 18.04.05 LTS with C++ and Matlab R2022a scripts.

Apart from the correction processes presented in this paper, the thermal camera has previously been corrected with a black-body device and subsequently calibrated with the help of contact devices with a precision of below 0.2 °C, all of which is performed in order to measure the offset and conversion of the radiance value that the thermal camera provides. This process has been performed with 200 measurements of temperature, obtaining an average precision of 0.06 °C.

Note that this section is devoted solely to showing the automatic temperature correction procedure. More information on the extraction of the data and the calculation of a thermal point cloud can be found in [24,25].

6.2. Detecting Outlier Images and Obtaining Average Thermal Images: Results of Stage I

As explained in Section 3, the thermal camera variability issue is solved by repeating thermal images from the same viewpoint and then detecting and removing the outlier images. Figure 2a provides an example of this process. In this case, ten thermal images for the first rotation of the platform are analysed. The discrepancy between the temperatures can be clearly appreciated since it reaches up to 1.5 °C in repetitions 1 and 10. Below are the standard deviation images with respect to the original mean thermal image. In this

$$R_{rad} = \frac{T_{inside,air} - T_{outside,air}}{(T_{inside,air}^4 - T_{outside,air}^4) \epsilon}$$ (8)
example, the outlier detection algorithm concludes that images 1, 2, 9 and 10 are **outlier images**. The average image of repetitions 3, 4, 5, 6, 7 and 8 is, therefore, taken as the corrected and representative thermal image corresponding to the first rotation of the thermal camera. Figure 2b presents the average original and standard deviation images before and after carrying out the outlier image filtering process. As can be seen, the average standard deviation image now has a mean value of 0.24 °C, which is a considerable improvement to the earlier value of 0.51 °C. The average image will later be used to calculate a partial thermal cloud corresponding to the first rotation of the platform.

The same process is carried out for the images corresponding to the remaining nine rotations, thus obtaining the corresponding ten partial thermal point clouds. Note that the temperatures contained in these average thermal images are **apparent temperatures** that will later be corrected with the calculated emissivity and the reflected radiation effects. Figure 2c shows a composition containing all the **apparent temperature images**, presented as a panoramic image, and the **apparent thermal cloud** calculated with them.

**Figure 2.** Outlier thermal image detection for turn $i = 1$. (a) Original thermal images (up) and standard deviation images (down). (b) Average thermal image and standard deviation average images before and after applying the correction algorithm. Note that the mean standard deviation is reduced from 0.51 °C to 0.24 °C when outlier images 1, 2, 9 and 10 are eliminated. (c) Resulting in average thermal images for all camera turns and an apparent thermal point cloud of Zone 1.

6.3. Obtaining Real Temperatures: Results of Stage 2

The **apparent thermal point cloud** (ATPC) is used to calculate the **real thermal point cloud** (RTPC). As mentioned in Section 4, the ATPC is segmented into points belonging to the walls, ceiling and floor (assuming that the scene is a standard room), and the
corresponding colour orthoimages (COs) and apparent thermal orthoimages (ATOs) are obtained automatically.

Upon processing COs and ATOs, as explained in the four steps shown in Section 4, the real thermal orthoimages are eventually obtained. Figure 3 illustrates the COs and TOS corresponding to SEs #3, #6, #9 and #10 of Zone 1 (Room East1), in which wrinkled pieces of aluminium foil and electrical tape have been placed on four faces of the room. All these targets are automatically recognised and delimited in the COs. The dual ATOs are then used to first calculate the reflected apparent temperature by means of Equation (1). The real temperatures of pieces of electrical tape near a door frame (if any), a window frame (if any) and wall areas are calculated according to Equation (2). Figure 4 shows how the aluminium foil and electrical tape targets are automatically detected. The emissivity of the objects “window frame”, “door frame” and “wall area” is obtained from Equation (3) using the mean temperature of narrow rings around the corresponding targets. Finally, the real temperatures of all the objects are calculated using Equation (4).

Table 2. Apparent (AT) and real temperatures (RT) for detected door frames, window frames and wall areas in Zone 1. SE stands for structural element (floor (SE1), ceiling (SE2) and faces (SE3 to SE10)).

<table>
<thead>
<tr>
<th>Targets</th>
<th>AT Door</th>
<th>RT Door</th>
<th>Δ Door</th>
<th>AT Wind</th>
<th>RT Wind</th>
<th>Δ Wind</th>
<th>AT Wall</th>
<th>RT Wall</th>
<th>Δ Wall</th>
</tr>
</thead>
<tbody>
<tr>
<td>SE 1</td>
<td>17.02</td>
<td>17.29</td>
<td>0.27</td>
<td>14.46</td>
<td>14.28</td>
<td>0.18</td>
<td>16.47</td>
<td>16.43</td>
<td>0.04</td>
</tr>
<tr>
<td>SE 2</td>
<td>17.28</td>
<td>17.70</td>
<td>0.42</td>
<td>16.00</td>
<td>15.59</td>
<td>0.41</td>
<td>16.96</td>
<td>17.24</td>
<td>0.28</td>
</tr>
<tr>
<td>SE 3</td>
<td>16.87</td>
<td>17.05</td>
<td>0.18</td>
<td>14.47</td>
<td>14.29</td>
<td>0.18</td>
<td>17.37</td>
<td>17.67</td>
<td>0.30</td>
</tr>
<tr>
<td>SE 4</td>
<td>16.60</td>
<td>16.61</td>
<td>0.01</td>
<td>14.71</td>
<td>14.55</td>
<td>0.16</td>
<td>17.07</td>
<td>17.08</td>
<td>0.01</td>
</tr>
<tr>
<td>SE 5</td>
<td>16.34</td>
<td>16.20</td>
<td>0.14</td>
<td>14.40</td>
<td>14.21</td>
<td>0.19</td>
<td>17.51</td>
<td>17.55</td>
<td>0.04</td>
</tr>
<tr>
<td>SE 6</td>
<td>14.46</td>
<td>14.28</td>
<td>0.18</td>
<td>14.47</td>
<td>14.29</td>
<td>0.18</td>
<td>14.71</td>
<td>14.55</td>
<td>0.16</td>
</tr>
<tr>
<td>SE 7</td>
<td>16.47</td>
<td>16.43</td>
<td>0.04</td>
<td>14.40</td>
<td>14.21</td>
<td>0.19</td>
<td>14.18</td>
<td>13.96</td>
<td>0.22</td>
</tr>
<tr>
<td>SE 8</td>
<td>16.96</td>
<td>17.24</td>
<td>0.28</td>
<td>14.17</td>
<td>13.96</td>
<td>0.21</td>
<td>17.89</td>
<td>17.95</td>
<td>0.06</td>
</tr>
<tr>
<td>SE 9</td>
<td>17.37</td>
<td>17.67</td>
<td>0.30</td>
<td>14.17</td>
<td>13.96</td>
<td>0.21</td>
<td>18.05</td>
<td>18.12</td>
<td>0.07</td>
</tr>
<tr>
<td>SE 10</td>
<td>17.07</td>
<td>17.08</td>
<td>0.01</td>
<td>17.20</td>
<td>17.39</td>
<td>0.19</td>
<td>17.51</td>
<td>17.55</td>
<td>0.04</td>
</tr>
</tbody>
</table>

![Figure 3](image-url)  
**Figure 3.** Examples of the detection of targets in colour orthoimages and identification of the corresponding temperatures in the dual thermal orthoimages.

![Figure 4](image-url)  
**Figure 4.** Cont.
Figure 4. (a–c) Visualization of apparent (left) and real (right) 3D thermal models for (a) door-frames, (b) window-frames and (c) wall areas. (d) Final corrected thermal temperature models. In each case, the colour palette has been set, adjusted to the minimum and maximum values.

Table 1 shows the values of the apparent and real temperatures measured on the aluminium foil (T) and the electrical tape targets (AT and RT) on all the walls in the scene,
which are denominated as structural elements (SE). As can be seen, SE # 10 contains two doors, and SE # 6 contains windows. In general, it is possible to state that increases of less than 0.2º are detected between the apparent and the real temperatures of the targets.

Table 1. Values of reflected temperature (first column) and apparent and real temperatures of the targets on door frames, window frames and wall areas in Zone 1. SE stands for structural element (floor (SE1), ceiling (SE2) and wall (SE3 to SE10)).

| Targets → | T Alum. | AT Door | RT Door | | AT Door | RT Door | | AT Wind. | RT Wind. | | AT Wall | RT Wall | | AT Wall | RT Wall |
|-----------|---------|---------|---------||         |         | |         |         | |         |         | |         |         |
| SE 1      | 16.61   | 16.60   | 16.65   | 0.05 | 16.60 | 16.65 | 0.05 |
| SE 2      |         |         |         | |         |         | |         |         | |         |         | |         |         |
| SE 3      | 16.54   | 14.32   | 14.14   | 0.08 | 16.18 | 16.03 | 0.15 |
| SE 4      |         |         |         | |         |         | |         |         | |         |         | |         |         |
| SE 5      |         |         |         | |         |         | |         |         | |         |         | |         |         |
| SE 6      |         |         |         | |         |         | |         |         | |         |         | |         |         |
| SE 7      |         |         |         | |         |         | |         |         | |         |         | |         |         |
| SE 8      |         |         |         | |         |         | |         |         | |         |         | |         |         |
| SE 9      |         |         |         | |         |         | |         |         | |         |         | |         |         |
| SE 10     | 16.9    | 17.15   | 17.26   | 0.11 | 16.92 | 16.96 | 0.04 |

Table 2 presents the correction of temperatures for the objects “door-frame”, “window-frame” and “wall-area” for each of the SEs of the room. Differences of up to 0.41 ºC can be observed in this case. While differences for door frames are insignificant, window frames and especially the wall areas yield greater differences in the range of from 0.1 to 0.4 ºC.

Table 2. Apparent (AT) and real temperatures (RT) for detected door frames, window frames and wall areas in Zone 1. SE stands for structural element (floor (SE1), ceiling (SE2) and faces (SE3 to SE10)).

| Targets → | AT Door | RT Door | | AT Door | RT Door | | AT Wind. | RT Wind. | | AT Wall | RT Wall | | AT Wall | RT Wall |
|-----------|---------|---------||         |         | |         |         | |         |         | |         |         |
| SE 1      | 17.02   | 17.29   | 0.27 | 17.02 | 17.29 | 0.27 |
| SE 2      | 17.28   | 17.70   | 0.42 | 17.28 | 17.70 | 0.42 |
| SE 3      | 16.87   | 17.05   | 0.18 | 16.87 | 17.05 | 0.18 |
| SE 4      | 16.60   | 16.61   | 0.01 | 16.60 | 16.61 | 0.01 |
| SE 5      | 16.34   | 16.20   | 0.14 | 16.34 | 16.20 | 0.14 |
| SE 6      | 14.46   | 14.28   | 0.18 | 14.46 | 14.28 | 0.18 |
|           | 14.47   | 14.29   | 0.18 | 14.47 | 14.29 | 0.18 |
|           | 14.71   | 14.55   | 0.16 | 14.71 | 14.55 | 0.16 |
|           | 14.40   | 14.21   | 0.19 | 14.40 | 14.21 | 0.19 |
|           | 14.18   | 13.96   | 0.22 | 14.18 | 13.96 | 0.22 |
|           | 14.17   | 13.96   | 0.21 | 14.17 | 13.96 | 0.21 |
| SE 7      | 16.47   | 16.43   | 0.04 | 16.47 | 16.43 | 0.04 |
| SE 8      | 16.96   | 17.24   | 0.28 | 16.96 | 17.24 | 0.28 |
| SE 9      | 17.37   | 17.67   | 0.30 | 17.37 | 17.67 | 0.30 |
| SE 10     | 17.07   | 17.08   | 0.01 | 17.51 | 17.55 | 0.04 |
|           | 17.89   | 17.95   | 0.06 | 18.05 | 18.12 | 0.07 |
|           |         | 17.89   | 17.95 | 0.06 | 18.05 | 18.12 | 0.07 |
|           |         |         | 17.89 | 17.95 | 0.06 | 18.05 | 18.12 | 0.07 |

Finally, Figure 4 illustrates the correction of the temperature before and after performing the correction of temperature explained in Section 4. Figure 4a,b show the results for doors in SE #10 and windows in SE #6, whereas Figure 4c represents the thermal model that includes the faces corresponding to the floor, ceiling and walls. Figure 4d shows the final corrected model with all the objects and assigned temperatures.

In order to better visualize the differences in temperature, we show the simplified thermal model in which the average temperature is assigned to each object class. Moreover, the range of the colour code for each part of Figure 4 has been fitted to the minimum
and maximum temperature, thus allowing the differences between apparent and real
temperatures to be clearly seen. Note that both the wall areas and the external window-
frames undergo the highest correction.

6.4. Total Temperature Variations

Table 3 summarizes the results obtained for the variation in temperature for the afore-
mentioned objects after considering the corrections from Stages I and II. In this table, we
consider the variations between original vs. apparent temperatures \( |\Delta_I| \) and apparent vs.
real temperatures \( |\Delta_{II}| \). The third column is the total sum of both corrections \( |\Delta_{\text{total}}| \).
The row below each structural element corresponds to the contribution (percentage) of
each specific correction.

Table 3. Corrections I and II of temperatures for detected door frames, window frames and wall areas
in Zone 1. SE stands for structural element (floor (SE1), ceiling (SE2) and faces (SE3 to SE10)).

|       | \( |\Delta_I| \) Door | \( |\Delta_{II}| \) Door | \( |\Delta_{\text{total}}| \) Door | \( |\Delta_I| \) Win | \( |\Delta_{II}| \) Win | \( |\Delta_{\text{total}}| \) Win | \( |\Delta_I| \) Wall | \( |\Delta_{II}| \) Wall | \( |\Delta_{\text{total}}| \) Wall |
|-------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| SE1   | 0.38            | 0.27            | 0.65            | 58.5            | 41.5            | 100.0           | 87.3            | 12.7            |                  |
| %     | 0.38            | 0.27            | 0.65            | 58.5            | 41.5            | 100.0           | 87.3            | 12.7            |                  |
| SE2   | 0.12            | 0.42            | 0.54            | 22.2            | 77.8            | 100.0           |                  |                  |                  |
| %     | 0.12            | 0.42            | 0.54            | 22.2            | 77.8            | 100.0           |                  |                  |                  |
| SE3   | 0.53            | 0.18            | 0.71            | 74.6            | 25.4            | 100.0           |                  |                  |                  |
| %     | 0.53            | 0.18            | 0.71            | 74.6            | 25.4            | 100.0           |                  |                  |                  |
| SE4   | 0.5             | 0.01            | 0.51            | 98.0            | 2.0             | 100.0           |                  |                  |                  |
| %     | 0.5             | 0.01            | 0.51            | 98.0            | 2.0             | 100.0           |                  |                  |                  |
| SE5   | 0.96            | 0.14            | 1.10            |                  |                  |                  |                  |                  |                  |
| %     | 0.96            | 0.14            | 1.10            |                  |                  |                  |                  |                  |                  |
| SE6   | 1.40            | 0.19            | 1.59            | 88.0            | 12.0            | 100.0           | 63.1            | 36.9            | 1.59            |
| %     | 1.40            | 0.19            | 1.59            | 88.0            | 12.0            | 100.0           | 63.1            | 36.9            | 1.59            |
| SE7   | 0.03            | 0.04            | 0.07            |                  |                  |                  | 0.03            | 0.04            | 0.07            |
| %     | 0.03            | 0.04            | 0.07            |                  |                  |                  | 0.03            | 0.04            | 0.07            |
| SE8   | 0.26            | 0.28            | 0.54            |                  |                  |                  | 0.26            | 0.28            | 0.54            |
| %     | 0.26            | 0.28            | 0.54            |                  |                  |                  | 0.26            | 0.28            | 0.54            |
| SE9   | 0.43            | 0.3             | 0.73            |                  |                  |                  | 0.43            | 0.3             | 0.73            |
| %     | 0.43            | 0.3             | 0.73            |                  |                  |                  | 0.43            | 0.3             | 0.73            |
| SE10  | 0.37            | 0.03            | 0.41            | 88.5            | 11.5            | 100.0           | 67.8            | 32.2            | 100.0           |
| %     | 0.37            | 0.03            | 0.41            | 88.5            | 11.5            | 100.0           | 67.8            | 32.2            | 100.0           |

It is clear that the first correction has the greatest impact on the final temperature,
achieving a total average impact of 62.1%, whereas the second factor covers 37.9% of
the total variation. The quality of the measurements that the infrared camera provides is,
therefore, the main issue to be minimized. Overall, the corrections are in the range of
0.07 °C to 1.11 °C, which signifies a variation with respect to the original temperature
provided by the infrared camera of up to 7.9%.

6.5. Calculation of Transmittances

As an example of the application of our approach, we present the results obtained
when estimating the transmittance, which is an indoor surface heat transfer coefficient, on
the basis of experiments carried out on two walls of a building. Although the transmittance
is usually in the range of 1.5–2.5 W/m²K, without insulation, we expected to attain values
in the range of 0.1–0.5 W/m²K, as occurs in most of the buildings in Europe.

As is already known, U-values are obtained by employing a large variety of empirical
methods, but some authors [26,27] consider that certain energy parameters, such as the
surface heat transfer coefficient, cannot yet be estimated at a reasonable level of uncertainty.
Estimations are in the range of 60% for instantaneous values, while this decreases to an av-
erage of 12–20% for 8-h and always increases for low-temperature gradients. Furthermore,
there is a relevant impact on the overall uncertainty of the U-value with sensor quality. In our case, this refers to the thermal camera used in the experimentation.

Lastly, ISO 9869-2:2018, 2018 provides a standardized method that incorporates infrared imaging into the on-site, experimental assessment of U-values on the walls of buildings. This method is limited to walls with a low thermal mass, and measurement campaigns span several days, during which only night-time measurements are used for calculation. However, some authors state that a reliable value of the U-value can be extracted in short measurement times [28].

Our experiments were conducted on the first floor of the Business Incubator Centre Building at the University of Castilla La Mancha by following the U-value measurement guidance, which requires a relevant (large and stable) indoor-outdoor temperature gradient (following [20]). Moreover, the measurements were performed without heating and cooling systems. The U-values were calculated for the objects “window-frames” and “wall areas” of the structural elements #SE6 of Zone 1 (East01) and #SE11 of Zone 5 (West02). These are two exterior structural elements with different orientations (east and west, respectively). In all cases, we took 5-h average values with indoor-outdoor gradients of around 10 °C.

The constructive and thermal characteristics that constitute these spaces correspond to the standards for the place and the date of construction of the building. The first and fourth columns of Table 4 present the average nominal transmittances (U_t) corresponding to the window-frames and wall areas of this building, which must be taken as approximate values. This information is included merely in order to evaluate the variation with respect to the empirical values computed from Equations (5)–(8).

### Table 4. Comparison of transmittance values (W/m² °K) in #SE6 of Zone 1 and #SE11 of Zone 5.

<table>
<thead>
<tr>
<th>T_o (°C)</th>
<th>T_i (°C)</th>
<th>R (%)</th>
<th>U_t</th>
<th>U_0</th>
<th>E_o (%)</th>
<th>U_c</th>
<th>E_c (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>#SE6</td>
<td>Zone1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7.5</td>
<td>17.5</td>
<td>42</td>
<td>2.1</td>
<td>0.83</td>
<td>60.4</td>
<td>1.67</td>
<td>20.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>window-frame</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1.32</td>
<td>0.07</td>
<td>94.6</td>
<td>0.97</td>
<td>26.5</td>
</tr>
<tr>
<td></td>
<td>wall-area</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>#SE11</td>
<td>Zone5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7.4</td>
<td>17.6</td>
<td>41</td>
<td>2.10</td>
<td>1.56</td>
<td>25.7</td>
<td>1.87</td>
<td>10.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>window-frame</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1.32</td>
<td>0.07</td>
<td>94.6</td>
<td>0.93</td>
<td>29.0</td>
</tr>
<tr>
<td></td>
<td>wall-area</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The results obtained when using the original temperatures provided by the thermal camera are shown in the columns denoted as U_o. In this case, Equations (1)–(4) were omitted, and the variable T_(object_r) was replaced with the original temperature (that provided by the thermal camera) without correcting Equation (7). In addition, for these cases, the standard emissivity of materials similar to existing ones were taken, in our case, aluminium (window-frames) and plaster (wall area). Column U_c corresponds to the U-values calculated after making corrections I and II. Finally, relative errors E_o and E_c with respect to the nominal values are included.

These results show a significant variation in the empirical U-values without and with the correction proposed in this paper. It is clear that the relative errors decrease when corrections I and II are carried out.

7. Conclusions

The objective of this paper is to show a methodology that corrects the apparent temperature provided by a thermal camera which, together with a 3D scanner, generates the thermal point cloud of an indoor scene. As shown in Section 1, this problem has not yet
been properly dealt with in the current literature, and it is, therefore, possible to conclude that the few works focused on obtaining thermal clouds in buildings provide apparent temperatures.

The difference between the apparent temperature and the real temperature of objects in the construction field (i.e., walls, floors, ceilings, doors and windows) is conditioned by multiple factors and may be significant. In our tests, the specific original temperature values provided by the thermal camera have been corrected by up to 1.5 °C (with an average of 0.47 °C) from the original data captured by the thermal camera.

This paper proposes an automatic temperature correction approach that covers the most important effects in our framework. We specifically address variations owing to the internal effects of the IR camera, which lead to an uncontrolled variability in temperature, the calculation of the real emissivity of the objects and the reflected radiation effect. The experimentation carried out in order to test the method shows that, particularly in the case of the first effect, and to a lesser extent in that of the remaining two, the temperature correction is necessary. This is particularly the case if the eventual objective is to calculate quantitative measures of energy parameters, such as transmittance and others.

Several experimental tests have been presented using 3D thermal point clouds taken from a 3D thermal digitizing platform. This system provides dense thermal point clouds that facilitate more reliable average temperature values than mere point temperature records. All this has allowed us, in a first step, to undertake thermal frame filtering procedures, thus improving the quality of the measurement provided by the thermal camera. Furthermore, the dense information contained in the data clouds obtained has allowed us to carry out image processing techniques on the thermal orthoimages, detecting and delimiting objects on the walls in the scene. These techniques were then used to carry out a second correction.

As shown at the end of the paper, the inclusion of an application regarding the empirical calculation of the transmittance of several existing objects on a wall could be extended to other energy parameters in which a reliable temperature value is required and that is obtained from infrared cameras. In the case study described, it will be noted that there is an improvement in the values obtained after making the corrections presented.

8. Limitations and Future Work

This paper proposes an automatic temperature correction approach that requires very robust algorithms in the stages concerning the detection of aluminium and electric tapes. This image processing stage could fail in the case of textured and inhabited indoor buildings. Another disadvantage is that, owing to the fact that the thermal camera variability issue is solved by repeating thermal images from the same viewpoint and then detecting and removing the outlier images, the data-collection stage takes quite a long time, and a larger volume of data is obtained when compared to single sessions.

This work will be improved in the coming months. In the first place, we aim to extend the experimentation carried out with the method for scenes with more extreme temperature ranges, which will be both low (below 5 °C) and high (above 30 °C), and the temperature correction is expected to be much higher. Moreover, we intend to attain a higher degree of automation throughout the process, especially as regards the creation of thermal orthoimages of walls and the recognition and assignment of the average temperatures of the objects detected.

The future developments of this research will lead us to provide a more precise thermal characterisation of the indoors of buildings by using automatic hardware and software tools. On the one hand, the use of robotics platforms will allow us to accomplish thermal scanning sessions without human interaction, thus reducing time and gaining accuracy. On the other, more efficient and robust algorithms that process higher amount of data will be necessary for larger scenarios.
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