 Discrimination of Healthy and Cancerous Colon Cells Based on FTIR Spectroscopy and Machine Learning Algorithms

Maria Lasalvia, Crescenzio Gallo, Vito Capozzi and Giuseppe Perna *

Department of Clinical and Experimental Medicine, University of Foggia, 71122 Foggia, Italy; maria.lasalvia@unifg.it (M.L.); crescenzio.gallo@unifg.it (C.G.); vito.capozzi@unifg.it (V.C.)

Abstract: Colorectal cancer was one of the most frequent causes of death due to cancer in 2020. Current diagnostic methods, based on colonoscopy and histological analysis of biopsy specimens, are partly dependent on the operator’s skills and expertise. In this study, we used Fourier transform infrared (FTIR) spectroscopy and different machine learning algorithms to evaluate the performance of such method as a complementary tool to reliably diagnose colon cancer. We obtained FTIR spectra of FHC and CaCo-2 cell lines originating from healthy and cancerous colon tissue, respectively. The analysis, based on the intensity values of specific spectral structures, suggested differences mainly in the content of lipid and protein components, but it was not reliable enough to be proposed as diagnostic tool. Therefore, we built six machine learning algorithms able to classify the two different cell types: CN2 rule induction, logistic regression, classification tree, support vector machine, k nearest neighbours, and neural network. Such models achieved classification accuracy values ranging from 87% to 100%, sensitivity from 88.1% to 100%, and specificity from 82.9% to 100%. By comparing the experimental data, the neural network resulted to be the model with the best performance parameters, having excellent values of accuracy, sensitivity, and specificity both in the low-wavenumber range (1000–1760 cm⁻¹) and in the high-wavenumber range (2700–3700 cm⁻¹). These results are encouraging for the application of the FTIR technique, assisted by machine learning algorithms, as a complementary diagnostic tool for cancer detection.
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1. Introduction

The World Health Organization estimated nearly 10 million deaths due to cancer worldwide in 2020 [1]. In particular, colon and rectal cancer was one of the most common cancerous pathologies, ranking third place regarding the number of diagnosed cancer cases and second place for the number of cancer deaths. Early and accurate diagnosis can allow for more precise and targeted surgery, which could decrease the death rate. Currently, colonoscopy remains the gold standard for colorectal cancer screening [2], although it can only make preliminary diagnoses, which should be confirmed by histological evaluation of a biopsy specimen. The analysis of cytological and histological samples occurs through the microscopic observation of the morphology of cells, tissue, and lesions. This technique might be partially subjective because the evaluation is dependent on the experience and skill of the pathologist, instruments, staining procedure, and the approaches used to analyse the cytological and histological images [3].

Therefore, it is interesting to combine traditional diagnostic techniques with methodologies which are able to provide reliable diagnoses depending on the biochemical characteristics of the investigated cell and tissue samples, since the transformation of a normal cell to a cancerous state involves changes in the cellular biochemical environment.
Fourier transform infrared (FTIR) spectroscopy could achieve this goal, because it provides biochemical information about the functional groups inside the main cell components, such as nucleic acids, proteins, and lipids [4–6], without requiring complex cell sample processing prior to measurements [7]. Indeed, FTIR microspectroscopy has largely been used to image and discriminate cancerous colon tissues from normal ones [8–14], whereas there are few FTIR investigations regarding cytological colon samples [15,16].

Nonetheless, FTIR spectra measured for healthy and cancerous cells are quite similar to each other, because the spectral features related to specific biochemical components are only slightly modified by the onset of pathology. Thus, a simple visual observation of the measured spectrum of cytological samples in most cases cannot discriminate positive from negative outcomes. The comparison of the intensity values of specific absorption peaks from the spectra of different cell types is in many cases insufficient to obtain a reliable diagnosis. The problem with making a diagnostic evaluation via cell samples can be addressed by measuring the FTIR spectra of such samples. Moreover, mathematical models based on specific algorithms should be built in advance in order to properly diagnose the pathology according to the measured spectra: they are known as “classification models”. In particular, the algorithms firstly operate on spectra of cellular samples whose classification (healthy, cancerous, metastatic, etc.) is known: these spectra are used to build classification models that will suitably allow for the classification of other unknown spectra. To build the classification models, the algorithms rely on the multivariate structure of the spectra that are provided to them. That is, instead of relying on the values of one or more specific variables (such as the absorption intensities at specific wavenumbers of the spectrum), they utilize a mathematical combination of several variables into new variables (often called “latent variables”) that have a certain desired property which discriminates the spectra of cells belonging to different classes. Therefore, such latent variables can be used to predict this property for unknown spectra [17].

Machine learning algorithms are mechanisms that can learn the hidden patterns from input data (whose classes are known) and predict the output of new unknown data. They have proven effective in solving classification problems in the biomedical field according to measured vibrational spectra [18–20]. Several types of classification software have been developed and optimized, and they are now available to support researchers in properly addressing the problem of attributing unknown spectra to a suitable class. One of such software is “Orange” (https://orangedatamining.com/), which is freely available and contains many classification algorithms [21]. Some popular and efficient algorithms included in Orange are CN2 rule induction (CN2-RI), logistic regression (LR), classification tree (CT), support vector Machine (SVM), k nearest neighbours (kNN), and neural network (NN).

The CN2-RI algorithm is a classification technique designed for the efficient induction of simple and comprehensible rules of form, “if cond then predict class” [22]. The CN2-RI algorithm generates, according to an iterative process, a list of rules for classifying samples [23]. In particular, first the algorithm sequentially searches for reliable rules that allow us to correctly classify a large number of samples of the dataset. The reliability of a given rule is estimated with a proper evaluation function [24]. Then, the samples covered by this rule are removed from the dataset, whereas the remaining samples are successively classified by other rules. The process eventually stops if all samples are classified and no more rules can be found [23]. Recently, the CN2-RI model was used to predict the risk level of cervical and ovarian cancer in association to stress [25], as well as to predict the severity of obstructive sleep apnoea syndrome [26], although the classification of vibrational spectra by this technique has not yet been reported in the literature.

LR is a binary classification model capable of providing the probability that an unknown sample belongs to one of two classes. During the training step, all selected variables, x, which characterize a sample are appropriately summarized to contribute to a new variable, z. In particular, the coefficients linking the variable z to the variables x are properly determined so that the values of the variable z approximate the values of 0 and
1 for the two classes, respectively. Next, the z values for the training samples are fitted with a sigmoid function (ranging between 0 and 1). By computing the sigmoid function of z (that is, a weighted sum of the input features), we obtain a probability (between 0 and 1) of an observation belonging to one of the two classes. Then, for the prediction of an unknown sample, first, the z value should be computed (using the previously determined coefficients) before it is entered into the sigmoid function: the probability of belonging to one of the two classes is established [17]. The LR model was used for the classification of new analogues of drugs at a high risk of being abused, belonging to the class of hallucinogenic amphetamines, based on their FTIR spectra [27]. L.A. Arevalo et al. reported that a LR model can discriminate between healthy controls and Alzheimer’s patients with a precision of 98% when the input for the model combines data from both Raman and FTIR spectra measured for cerebral spinal fluid [28].

The CT algorithm classifies data according to a hierarchical model composed of decision rules that are applied recursively to the variables in order to separate the dataset into single-class subsets [29]. The decision rules are found according to a tree structure, which consists of a root node, branches, internal nodes, and leaf nodes. The root node identifies a spectral feature that allows for the division of data into classes in the best possible way. The branches that originate from the root node report the decision rules regarding the value of the spectral features that separate the whole dataset into subsets according to the classes. If the decision rules do not allow for a complete separation of the whole dataset into classes, internal nodes are formed based on other spectral features. Further branches originating from the internal nodes report further decision rules, which allow us to continue the partition of the unclassified data until all data are separated according to the proper classes. The leaves are the terminal structures and represent the classification results of the data set [30]. Diagnostic models based on FTIR spectra classified by CT achieved an accuracy of 99.24% for discrimination between hepatocellular carcinoma and normal tissue [31]. Also, Raman spectra of neoplastic and normal nasopharyngeal cell lines were classified by CT with 98.5% accuracy [32].

SVM is a binary classification algorithm based on the optimization of separation of observation (i.e., spectra) belonging to different classes by finding hyperplanes, in a transformed space of the variables, that maximize the margin from the boundaries of observations belonging to the two classes. The optimal hyperplanes are identified during the training step and a criterion is established to separate the observations belonging to different classes, located on opposite sides of the hyperplanes (for example, the values -1 and +1 are used to encode the observations belonging to different classes). Then, an unknown observation is projected onto these hyperplanes and classified according to the criterion defined in the training step [18,33]. Recently, urine surface-enhanced Raman spectroscopy combined with the SVM algorithm enabled the diagnosis of liver cirrhosis and hepatocellular carcinoma with accuracy levels of 85.9% and 84.8%, respectively [34]. Also, FTIR of serum samples, in conjunction with the SVM algorithm, proved to be a sensitive tool for the detection of HCV infection and to assess the non-cirrhotic/cirrhotic status of patients [35].

The kNN algorithm is a classification method for estimating the likelihood that a sample will belong to one group or another based on which group the samples nearest to it belong to. The first step is the proper selection of the k value, because kNN attempts to predict the correct class for an unknown sample by calculating the distance between the sample and all the training samples, and, successively, selecting the k number of samples which are closest to the unknown sample. Then, the unknown sample is assigned to the prevalent class among the classes of the k neighbours. Raman spectroscopy of serum samples, coupled to the kNN classification model, has been used as a diagnostic technique for endometriosis [36]. The kNN algorithm has also been used for the classification of white blood cells in different types of acute myeloid leukaemia according to cells’ morphological characteristics [37].
The NN is a classification algorithm whose aim is to search for relationships among samples in a dataset through a process that mimics the way in which the human brain operates. The NN method is based on many artificial nodes (corresponding to neurons in the human brain) arranged in layers: each node is connected to all other nodes in the adjacent layers. Such layers are organized into input layers, output layers, and (one or more) hidden layers. The variables x of a dataset feed the input layer. All these variables are fed as input to every node in the hidden layer, where different linear combinations of the variables are built and a nonlinear function is applied to obtain new variables z, which depend on the original variables. This process occurs inside the hidden layer, where each neuron takes several variables x as inputs and produces one single output z. Finally, the new variables z can be used in different ways to obtain the final output y, which is the codified target variable [38]. NN-based algorithms applied to vibrational spectra data have been often used to solve classification problems in medicine [30,39,40].

In a previous paper, we discriminated, with excellent accuracy, healthy colon cells (FHC line) from cancerous ones (CaCo-2 line) according to FTIR spectra measured in transmission mode [16]. These cells were grown on glass coverslips and the discrimination was limited to absorption values measured in the 2700–3700 cm\(^{-1}\) spectral range, because glass slides are transparent to IR radiation only in such a range. In this work, we extended the investigation to a wider spectral range, including both the 1000–1760 cm\(^{-1}\) (LWR) and the 2700–3700 cm\(^{-1}\) (HWR) regions. Such measurements were allowed (i) by using a slide reflecting the IR radiation as a substrate on which the cells were grown and (ii) by using the transflection measurement method. A few machine learning algorithms were used to develop classification models in order to assign unknown spectra to the proper class. The aim of this work was to investigate which algorithm and which of the two spectral ranges allowed for a better classification of unknown cells. The obtained results point out that the employed classification models were able to discriminate the spectra from different types of cells with high accuracy, sensitivity, and specificity, particularly as far as the NN model is concerned. The performance of the classification models resulted to be excellent even when applied independently to the LWR and HWR spectra. This result is interesting because it suggests that it is possible to perform FTIR analysis of cell samples on glass slides (which are commonly used in medical practice) with excellent classification performance. Thus, this study represents a further investigation supporting the use of the FTIR spectroscopy and machine learning algorithms as complementary diagnostic tools in cytology.

2. Materials and Methods

2.1. Cell Culture and Preparation

Foetal human colon (FHC) is a human cell line, extracted from normal foetal colon tissue, that can be used to model healthy colon cells. An FHC line was purchased from ATCC (CRL-1831) (Manassas, VA, USA). These cells were grown in DMEM F12, to which 10 mM Hepes, 10 ng/mL cholera toxin, 5 μg/mL insulin, 5 μg/mL transferrin, 100 ng/mL hydrocortisone, 20 ng/mL EGF, and foetal bovine Serum with a 10% final concentration were added.

Human colorectal adenocarcinoma (CaCo-2) is a cell line consisting of human colorectal adenocarcinoma epithelial cells extracted from the colon tissue of a 72-year-old male. The CaCo-2 line is used to model cancerous colon cells. It was purchased from ATCC (Manassas, VA, USA). CaCo-2 cells were grown in Dulbecco’s Modified Eagle’s medium (DMEM), supplemented with 4 mmol/dm\(^3\) L-glutamine, 1% penicillin/streptomycin, 10% foetal bovine serum (FBS), and 1% non-essential amino acids (NEAA) at 37 °C and 5% CO\(_2\).

The cells were cultured on poly-lysine-coated MirrIR low-e slides (Kevley Technologies, Chesterland, OH, USA). The slides were located inside petri dishes incubated at 37
°C and 5% CO₂. Before FTIR measurements, the cells were fixed by means of paraformaldehyde 3.7% and preserved inside a desiccator.

### 2.2. FTIR Measurements

FTIR spectra were measured in the transflection mode by using a FTIR Microscope HYPERION 2000 (Bruker Optik GmbH, Ettlingen, Germany), where the IR radiation beam came from a Vertex 70 Bruker interferometer (Bruker Optik GmbH). The IR signal was detected by a mercury cadmium telluride (MCT) device, cooled at liquid N₂ temperature. Each spectrum was measured in the 1000–4000 cm⁻¹ spectral range by averaging the signal of 64 scans, with a resolution of 4 cm⁻¹. Then, the 1000–1760 cm⁻¹ (LWR) and 2700–3700 cm⁻¹ (HWR) spectral ranges were selected and analysed for each spectrum. The IR radiation was focused with a 15X objective onto a few cells included in the sampling area with a size of about 80 µm × 80 µm. The background signal was detected within a slide area without any cells. The numbers of measured cells were 50 and 60 for the healthy and cancerous types, respectively. The spectra were normalised using the standard normal variate (SNV) method, which decreases the spectrum baseline shifts related to scattering effects [41] and minimises the differences in absorption intensity due to cells having different thicknesses. The SNV normalization was performed independently for the LWR and HWR of each FTIR spectrum. The t-test analysis was performed using SigmaPlot software (version 12.5, Systat Software, San Jose, CA, USA).

### 2.3. Spectra Analysis

Each of the two different sets of spectra, related to healthy FHC cells and cancerous CaCo-2 cells, was separated into a calibration set, containing 70% spectra from each cell type, and a test set, including the remaining 30% of the spectra. Therefore, the calibration set included spectra of 35 healthy cells and 42 cancerous cells, whereas the test set comprised spectra of 15 healthy cells and 18 cancerous cells. The spectra of the calibration set were randomly selected by a random number generator; thus, the samples included in the calibration and test sets for the LWR and HWR corresponded to the same FTIR spectra.

The machine learning training analysis was performed for the calibration sets using six classification models included in Orange software 3.35.0. In particular, the following algorithms were considered: CN2-RI, LR, CT, SVM, kNN, and NN. For each algorithm, the different parameter values that were used to control the learning process were tuned until the accuracy of the model was optimized. Full cross-validation was used to validate the results obtained via the investigated machine learning models with the spectra of the calibration set.

### 3. Results and Discussion

The comparison between the SNV-normalized spectra of FHC and CaCo-2 cells from the calibration set is shown in Figure 1. In particular, the mean (continuous lines) and standard deviation (dashed lines) spectra are displayed for both LWR and HWR. Since the two mean spectra are almost overlapping, they have been intensity-shifted in Figure 1 for clarity. These spectra are similar to those reported for colon cells and tissues by other authors [8,15]. They are characterized by several spectral peaks, which can be related to the IR radiation absorption from specific functional groups inside the main biochemical cellular components. Specifically, the most evident and resolved peaks (labelled in Figure 1) in the LWR were due to absorption from nucleic acids and from protein and lipid groups, whereas the HWR was dominated by absorption from protein and lipid components [42].
Figure 1. Mean FTIR spectra of healthy FHC (continuous black line) and cancerous CaCo-2 (continuous blue line) cells of the calibration set after SNV normalisation. Standard deviation spectra are also reported as dashed lines. The assignment of some evident vibrational peaks to cell components is also reported. The spectra have been vertically shifted for clarity.

The standard deviation values in Figure 1 emphasize that the absorption signals of healthy cells are more broadly distributed with respect to those of cancerous cells, suggesting that healthy cells present larger differences in the relative content of cellular components with respect to the cancerous ones. In addition, we remark that no baseline was subtracted to the spectra during the pre-processing step, because the analytical function corresponding to the scattering signal, which is mainly responsible for the background, was unknown. Thus, the hypotheses we could make regarding this could be unreliable, and, consequently, they could influence the spectra in an arbitrary way. The increasing and decreasing trends of the spectral intensity signals in the LWR and HWR, respectively, suggest that a baseline signal was still present. Therefore, the SNV normalization failed to totally remove the scattering signal. However, the similar trends of the standard deviation curves indicate that the scattering contribution is comparable for both spectral ranges of the two cell types; therefore, we believe that the incomplete removal of the scattering signals does not drastically influence the spectral analysis.

In order to correctly identify the spectral position of the absorption peaks which mainly contribute to the FTIR spectra, the second derivative signal of the mean spectrum was calculated and is reported in Figure 2 (red line), as far as the healthy cells are concerned. In fact, second-order derivatives are characterized by negative bands with minima at the spectral position corresponding to maxima on the zero-order bands (as indicated by the dot-dashed lines). Therefore, the spectral positions of minima in the second derivative spectrum can be assumed to correspond to the spectral positions of single FTIR absorption peaks. Each of such absorption peaks is related to the contribution of specific functional groups inside the cellular components: the assignment of the absorption peaks is reported in Table 1, as was deduced in [42].
Figure 2. Mean FTIR spectrum of healthy FHC cells (black lines) after the SNV normalisation. The spectral position of the absorption features, as deduced by minima of the second derivative spectra (red continuous lines), is indicated by dash-dotted lines. The wavenumber position is reported for each spectral feature. The spectra have been vertically shifted for clarity purposes.

Table 1. Assignment of FTIR spectral structures, according to previous results reported in the literature [42] and in the present investigation.

<table>
<thead>
<tr>
<th>Spectral Position (cm$^{-1}$)</th>
<th>Assignment</th>
</tr>
</thead>
<tbody>
<tr>
<td>1087</td>
<td>symmetric PO$_2$ stretching of nucleic acids</td>
</tr>
<tr>
<td>1167</td>
<td>C-OH stretching of proteins</td>
</tr>
<tr>
<td>1236</td>
<td>asymmetric PO$_2$ stretching of nucleic acids</td>
</tr>
<tr>
<td>1310</td>
<td>amide III of proteins</td>
</tr>
<tr>
<td>1395</td>
<td>COO$^-$ stretching of proteins and lipids</td>
</tr>
<tr>
<td>1455</td>
<td>CH$_3$ bending of proteins and lipids</td>
</tr>
<tr>
<td>1542</td>
<td>amide II of proteins</td>
</tr>
<tr>
<td>1645</td>
<td>amide I of proteins</td>
</tr>
<tr>
<td>1740</td>
<td>C=O stretching of lipids</td>
</tr>
<tr>
<td>2852</td>
<td>symmetric CH$_2$ stretching of lipids</td>
</tr>
<tr>
<td>2875</td>
<td>symmetric CH$_3$ stretching of proteins and lipids</td>
</tr>
<tr>
<td>2921</td>
<td>asymmetric CH$_2$ stretching of lipids</td>
</tr>
<tr>
<td>2958</td>
<td>asymmetric CH$_3$ stretching of proteins and lipids</td>
</tr>
<tr>
<td>3012</td>
<td>CH stretching of lipids</td>
</tr>
<tr>
<td>3066</td>
<td>N-H stretching of amide B</td>
</tr>
<tr>
<td>3290</td>
<td>N-H stretching of amide A</td>
</tr>
</tbody>
</table>

The absorption values of several selected features are partially able to differentiate healthy from cancerous cells, as shown in Figure 3. In particular, the absorption intensity values at 1740 cm$^{-1}$ and 2921 cm$^{-1}$ were larger in healthy cells than in cancerous ones, as evident in Figure 3a,b. This observation suggests that the healthy cells have a larger relative amount of lipids with respect to the cancerous cells. The greater intensity of lipid absorption peaks in the normal samples than in the cancerous ones was also reported by L. Dong et al., regarding colon tissue [43]. In addition, E. Kaznowska et al. found a greater intensity of lipid FTIR peaks in healthy colon tissue with respect to cancerous tissue and
post-chemotherapy tissue. They proposed that the intensity values of these spectral peaks (as well as those from nucleic acids and protein components) be considered as markers in diagnostic management and treatment monitoring for colorectal cancer [9]. However, although a significant statistical difference between the distributions of absorption values in the two groups of cells can be deduced from Figure 3a,b (as indicated by the box plots on the right side), the separation was not sharp, and several absorption intensities were similar between the two cell types.

Figure 3. Distribution of intensity values of some spectral features due to the lipid ((a) 1740 cm$^{-1}$ and (b) 2921 cm$^{-1}$), protein ((c) 1542 cm$^{-1}$ and (d) 1645 cm$^{-1}$), and DNA ((e) 1087 cm$^{-1}$ and (f) 1236 cm$^{-1}$) components of healthy (black dots) and cancerous (blue dots) colon cells. The corresponding box plots of each distribution are shown on the right-hand side.

Also, the intensity values of some protein-related FTIR peaks were quite different for the two types of cells: they are shown in Figure 3c,d for the amide II and amide I peaks, respectively. In particular, the absorption values of cancerous cells were larger than those of healthy ones and the differences were statistically significant. Such a result is in good
agreement with that reported by S. De Santis et al. regarding FTIR microspectroscopy of collagen from human colon specimens which was surgically removed after diagnosis of adenocarcinoma [44]: they found larger FTIR spectral signals from malignant tissue than normal tissue in the amide III spectral range [44]. Even B. Brozen-Pluska reported that protein-related peaks in the Raman spectra of Caco-2 cells were characterized by greater intensities with respect to the corresponding peaks in the Raman spectra of noncancerous colon cells [45]. However, discordant results have also been reported [9], and, in addition, in Figure 3c,d, many similar and not clearly distinct intensity values for the two cell types are evident, particularly as far as the amide I peak is concerned.

Lastly, the absorption intensity values of the DNA-related peaks, shown in Figure 3e,f, largely overlapped for the two cell types, especially as for the peak at 1236 cm⁻¹, for which there was not a statistically significant difference between the distributions of intensity values of the group of healthy cells compared to that of cancerous cells. Therefore, in our opinion, this univariate analysis is not reliable enough to discriminate cancerous cells from healthy ones and, consequently, its use in the clinical diagnostic field remains limited. On the contrary, it is interesting to evaluate the effectiveness of multivariate analysis methods in the discrimination between the two types of cells.

Therefore, we evaluated the results obtained from several classification algorithms for each of the two wavenumber ranges. In particular, six classification algorithms (kNN, LR, CT, CN2-RI, SVM, and NN) were trained. The spectral features used for the classification were manually selected as corresponding to the spectral positions of absorption peaks, which were identified in Figure 2 according to the negative minima of second derivative signals of the mean spectra.

For each algorithm, the values of the parameters used to control the learning process were optimized, as described as follows:

✓ CN2-RI: ordered rules, exclusive covering, entropy evaluation with beam width equal to 5 for rule searching, minimum rule coverage of one, and maximum rule length equal to 5;
✓ LR: non-regularization type;
✓ CT: a binary tree, with minimum two samples per leaf; subsets were not split if they contained fewer than five samples and the maximal tree depth was equal to 100;
✓ SVM: radial basis function (RBF) kernel, SVM with cost 1.0 and regression loss epsilon 0.1, tolerance 0.001, and maximum 100 iterations;
✓ kNN: the number of neighbours equal to four for LWR and two for HWr, by using an Euclidean metric and weights by distances;
✓ NN: 95 neurons in the hidden layer, ReLu activation, Adam solver, and 300 maximum iterations.

The performance obtained by the mentioned models during the training step of the original calibration data is reported in Table 2. Although all machine learning techniques achieved good classification results, accuracy values greater than 95% were obtained by SVM, NN, and kNN (for the latter, as far as the HWR was concerned). In particular, these three models were characterized by accuracy values from 97.4% to 98.7% for the HWR, whereas SVM and NN showed better performances than kNN for the LWR (100% and 98.7% for the former, respectively, and 90.9% for the latter). The sensitivity and specificity values reported in Table 2 were calculated by considering that the target of machine learning techniques is to detect cancerous cells: therefore, healthy cells were considered as negative and cancerous cells as positive.
Comparative analyses of machine learning algorithms are becoming increasingly popular in the use of spectroscopic data for the purpose of classifying biological samples. In many of these comparative studies, neural-network-based techniques usually achieve excellent classification performances. JW Tang et al. compared 10 supervised machine learning methods on 2752 surface-enhanced Raman spectra (SERS) from 117 *Staphylococcus* strains belonging to 9 clinically important *Staphylococcus* species. This investigation was conducted in order to test the capacities of different machine learning methods for rapid bacterial differentiation and accurate prediction. They found that convolutional neural network (CNN) performed better with respect to other supervised machine learning methods in predicting *Staphylococcus* species via SERS spectra, achieving an accuracy value of 98.21% [46]. Recently, MG Fernandez-Manteca et al. applied many machine learning techniques for the classification of Candida species according to Raman spectra: they also found that the CNN algorithm achieved the greatest accuracy (91%) in the classification of a spectral dataset according to 11 classes [47]. Also, the SVM method was successfully used for the classification of spectra with good accuracy: D. Carvalho Caixeta et al. used the ATR-FTIR tool associated with the SVM classifier in order to detect modifications to salivary components to be used as biomarkers for the diagnosis of type 2 diabetes mellitus with an accuracy of 87% [48]. The SVM algorithm was also able to distinguish the Raman spectra of extracellular vesicles in the serum of cancer patients from those of healthy controls with a classification accuracy of 100% when reduced to the spectral frequency range from 1800 to 1940 cm<sup>-1</sup>, although the accuracy values significantly decreased to 67% and 57% when the complete Raman spectrum and FTIR spectrum, respectively, were used [49]. Good classification performances were also reported for the kNN model. In particular, accuracy values from 79% to 97% were reported for several kNN-based models in the classification of FTIR spectra measured for serum samples collected from healthy and ductal carcinoma patients [50]. The KNN classification model was also successfully applied to Raman spectra of tissue samples to diagnose lung cancer with an accuracy value of 97%, although it decreased to 90% for the discrimination of adenocarcinoma from squamous carcinoma samples [51]. Therefore, our results are in good agreement with those reported by other authors for similar models applied to the classification of vibrational spectra.

In fact, the SVM, NN, and kNN algorithms are characterized by high sensitivity values (from 97.6% to 100.0%) in both spectral ranges. Such values indicate a low missed diagnosis rate and, consequently, a reduced risk that the disease will not be diagnosed (and, therefore, the patient will not be treated and may progress to a more severe condition). As for specificity values, the SVM and NN methods performed better than the kNN and other models, particularly in the LWR, where specificity values of 97.1% to 100.0% were obtained, respectively. These values revealed a low misdiagnosis rate and, consequently, a low probability of patients receiving unnecessary treatments. Instead, the specificity value of the kNN algorithm was 94.3% in the HWR and even lower in the LWR (82.9%). Therefore, it can be deduced that the reduced accuracy of the kNN and other

Table 2. Performance parameters obtained by applying the investigated classification algorithms to the original calibration set of FTIR spectra of healthy and cancerous colon cells, measured in the low-wavenumber range (LWR) and high-wavenumber range (HWR).

<table>
<thead>
<tr>
<th>Algorithm (Original Data)</th>
<th>Accuracy LWR (%)</th>
<th>Accuracy HWR (%)</th>
<th>Sensitivity LWR (%)</th>
<th>Sensitivity HWR (%)</th>
<th>Specificity LWR (%)</th>
<th>Specificity HWR (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>kNN</td>
<td>90.9</td>
<td>97.7</td>
<td>97.6</td>
<td>100.0</td>
<td>82.9</td>
<td>94.3</td>
</tr>
<tr>
<td>LR</td>
<td>94.8</td>
<td>93.5</td>
<td>95.2</td>
<td>95.2</td>
<td>94.3</td>
<td>91.4</td>
</tr>
<tr>
<td>CT</td>
<td>87.0</td>
<td>94.8</td>
<td>88.1</td>
<td>95.2</td>
<td>85.7</td>
<td>94.3</td>
</tr>
<tr>
<td>CN2-RI</td>
<td>90.9</td>
<td>89.6</td>
<td>95.2</td>
<td>95.2</td>
<td>85.7</td>
<td>82.9</td>
</tr>
<tr>
<td>SVM</td>
<td>100.0</td>
<td>97.4</td>
<td>100.0</td>
<td>97.6</td>
<td>100.0</td>
<td>97.1</td>
</tr>
<tr>
<td>NN</td>
<td>98.7</td>
<td>100.0</td>
<td>97.1</td>
<td>100.0</td>
<td>100.0</td>
<td>97.1</td>
</tr>
</tbody>
</table>
models with respect to SVM and NN in the LWR is mainly related to the specificity values. Indeed, the specificity values are slightly lower than the sensitivity values for all investigated models. By considering that, in our case, the specificity values depend on the ratio between the FTIR spectra evaluated as belonging to healthy cells with respect to those actually belonging to healthy cells, the lower specificity value is probably related to the greater dispersion of the absorption values in the healthy cell spectra compared to the cancerous spectra (see standard deviation values in Figure 1).

Overall, the values of the performance parameters reported in Table 2 suggest that the HWR can be reliably used to train classification models for colon cancer diagnosis. Nonetheless, it is characterized by a minor number of spectral features compared to the LWR. This is an interesting result, as it allows us to foresee the translation possibility of the FTIR technique and machine learning models in medical diagnostics. In fact, medical practice involves samples (cells, tissues) located on glass supports, which, from an optical point of view, are unusable in LWR due to the absorption of IR radiation by the glass in this spectral range.

To evaluate the eventual presence of overfitting and the loss of the ability to generalize the model predictions, we performed a re-training of the data after randomly varying the class labels of the spectral features from the calibration set. In this case, a good performance of the classification models would have been an index of the presence of overfitting due to spurious information unrelated to inter-class differences [47,52]. Conversely, the poor performance of the models applied to randomized class data indicate that the models applied to non-randomized original data assess differences which are actually related to different classes. The obtained results are shown in Table 3. It was reported that the obtained accuracy was close to 50% for most of the models. This low accuracy (close to chance) suggests a low degree of overfitting in the training step of the original data, and, consequently, it also suggests that the results shown in Table 2 are actually due to inter-class differences. However, we noted that a relatively high sensitivity value was obtained from the SVM model. This indicates a tendency of the SVM model to overestimate the positivity of the data, i.e., the belonging of the spectral data to cancerous cells.

Table 3. Performance parameters obtained by applying the investigated classification algorithms to the calibration set of FTIR spectra of healthy and cancerous colon cells, measured in the low-wavenumber range (LWR) and high-wavenumber range (HWR), after randomization of the class labels.

<table>
<thead>
<tr>
<th>Algorithm (Randomized Data)</th>
<th>Accuracy LWR (%)</th>
<th>Accuracy HWR (%)</th>
<th>Sensitivity LWR (%)</th>
<th>Sensitivity HWR (%)</th>
<th>Specificity LWR (%)</th>
<th>Specificity HWR (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>kNN</td>
<td>45.5</td>
<td>51.9</td>
<td>57.1</td>
<td>52.4</td>
<td>31.4</td>
<td>51.4</td>
</tr>
<tr>
<td>LR</td>
<td>54.5</td>
<td>50.6</td>
<td>64.3</td>
<td>64.3</td>
<td>42.9</td>
<td>34.3</td>
</tr>
<tr>
<td>CT</td>
<td>51.9</td>
<td>53.2</td>
<td>61.9</td>
<td>59.5</td>
<td>40.0</td>
<td>45.7</td>
</tr>
<tr>
<td>CN2-RI</td>
<td>49.4</td>
<td>46.8</td>
<td>54.8</td>
<td>50.0</td>
<td>42.9</td>
<td>42.9</td>
</tr>
<tr>
<td>SVM-RI</td>
<td>51.9</td>
<td>54.5</td>
<td>73.8</td>
<td>78.6</td>
<td>25.7</td>
<td>25.7</td>
</tr>
<tr>
<td>NN</td>
<td>50.6</td>
<td>57.1</td>
<td>50.0</td>
<td>64.3</td>
<td>51.4</td>
<td>48.6</td>
</tr>
</tbody>
</table>

Therefore, after training the spectral data, it was found that the algorithm with the best performance regarding accuracy, sensitivity, and specificity values was the NN model. Hence, it is suitable for the identification of cancerous colon cells and their discrimination from healthy cells. The other models also showed good performances, even if inferior to that of the NN algorithm. The SVM model should be excluded, although it yielded an excellent performance regarding sensitivity when it was applied to randomized data.

To further assess the ability of machine learning models to classify colon cells into two types, i.e., healthy and cancerous, we tested the machine learning algorithms on a set...
of unknown FTIR spectra. The obtained values of the performance parameters are reported in Supplementary Materials Table S1 and Figure S1. In particular, the values of accuracy, sensitivity, and specificity obtained from the NN algorithm were excellent (100%) for both spectral ranges, and were comparable to those of Table 2. This is a further remark that rules out the presence of overfitting in the spectroscopic data and ensures that the developed NN classification model is able to generalize the results to unknown new data.

4. Conclusions

The obtained results point out that the FTIR spectra measured on cell samples are able to discriminate healthy colon cells from cancerous ones. Although the spectra are very similar, the analysis of the intensity of the absorption peaks highlights small differences mainly in the lipid content, which is greater in normal cells, and in the protein content, which is higher in cancerous cells. However, the intensity of specific absorption peaks is not a reliable parameter for spectral classification with high accuracy.

Therefore, we combined the measured FTIR spectra of healthy FHC cells and cancerous CaCo-2 cells with several machine learning algorithms in order to estimate the prediction capability of such models and possibly identify which of them is able to provide the best results regarding spectra classification, so that they can be proposed and translated in the clinical diagnostic field. The performance evaluation of the investigated algorithms was carried out in two successive steps. First, the whole FTIR spectra dataset was divided into a calibration set, including 70% of the spectra for the two cell types, and a test set, including the remaining 30% of the spectra. The first set had the role of allowing for a comparison between the various models, particularly regarding the classification accuracy. The second set served to confirm this accuracy for the models that offered the best performance during the first step.

The experimental results indicate that the classification accuracy was >87% for all of the investigated models in both LWR and HWR. In particular, the NN method was revealed to be the most effective, with an accuracy of 98.7%, a sensitivity of 100%, and a specificity of 97.1% in both spectral ranges. The SVM algorithm, which classified spectra with 100% accuracy, was not considered as a very reliable model for our data due to the high classification sensitivity of spectra whose classes were randomized. A significant result obtained from our experiments is that the classification performance was similar in the two spectral ranges. This is particularly important for the use of the FTIR technique in the diagnostic field, as the glass-based supports commonly used in medical practice are opaque to IR radiation in the LWR. Hence, FTIR reflection measurements are not possible in any range with biological samples on glass slides, whereas FTIR transmission measurements are possible only in the HWR. Nonetheless, the measurements carried out only in the latter range were sufficient for a correct classification of biological samples.

However, our investigation had some critical issues which should be overcome before considering the possibility of transferring the FTIR measurements and machine learning analysis from the research field to diagnostic practice. First, this study was based on cultured cell lines rather than cells from patients. Thus, this work can be considered as a proof of feasibility of the proposed diagnostic analysis, and further experiments should be performed involving cytological samples from hospital patients. Second, our method should be tested on samples characterized by pathologies other than colon cancer and/or characterized by different degrees of a certain pathology. Lastly, the investigation should include a classification of tissue and liquid biopsies in order to allow for a clear evaluation of how the method can be adopted in the clinical setting.

Supplementary Materials: The following supporting information can be downloaded at: https://www.mdpi.com/article/10.3390/app131810325/s1, Table S1: Performance parameters of algorithms for test set spectra; Figure S1: ROC curves and AUC parameters of algorithms for test set spectra.
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