Abstract: In the process of integrating renewable energy sources into DC microgrids, the isolated bidirectional bridge plays a crucial role. Under load disturbances, voltage fluctuations in the microgrid can affect system stability. This study focuses on using a Genetic Algorithm to optimize the parameters of three typical DAB controllers (PI controller based on pole placement, sliding mode controller, and model predictive controller) with the aim of improving voltage stability, especially during sudden load drops. The results demonstrate that controllers optimized using Genetic Algorithm outperform the methods of pole placement and traditional manual tuning significantly. For the PI controller, the maximum drop rate reduced from 8.00% to 4.00%. The phase margin increased from 123° to 126°. In the case of the sliding mode controller, the maximum drop rate decreased from 7.50% to 5.00%. The phase margin increased from 127° to 155°. As for the model predictive controller, the maximum drop rate reduced from 1.00% to 0.70%. The gain margin increased from 25.8 dB to 26.2 dB. These results highlight the potential of using the Genetic Algorithm in optimizing control parameters, offering the prospect of improving the performance and stability of DC–DC converters.
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1. Introduction

In recent years, rapid economic and technological development has led to an increasing demand for electricity in various industries. At the same time, traditional energy crises and environmental issues have become more serious, leading to the widespread adoption of renewable energy sources [1–3]. DC power distribution systems and microgrids have been widely applied to integrate renewable energy, energy storage units, and DC loads, demonstrating better performance compared to AC systems [3]. DC distribution networks offer significant advantages in terms of transmission capacity, controllability, improved power supply quality, reduced line losses, isolation of AC–DC faults, and facilitating the integration of new energy sources [4]. They effectively enhance power quality, reduce the frequency of power electronic converters usage, minimize power losses and operational costs, and resolve the conflicts between large power grids and distributed energy sources, fully harnessing the value and benefits of distributed energy resources. As a result, DC distribution networks and microgrids are expected to play a vital role in the future development of power grids. In these DC distribution networks and microgrids, the Power Electronic Transformer (PET) is widely used as an interface for power sources to efficiently manage energy and meet various power demands. Among the DC–DC converters, the Dual Active Bridge (DAB) has garnered significant attention due to its high power density, bidirectional power transfer capability, Zero Voltage Switching (ZVS), wide voltage conversion gain range, and symmetrical structure [5,6]. The above characteristics of DAB determine that DAB is worth studying.

DAB is widely used in DC bus management applications that require bidirectional DC–DC power conversion [7,8]. One of the key functionalities of DAB is to maintain...
a stable DC bus voltage to cope with loads and other external disturbances. For DAB control, the research focuses on achieving accurate reference voltage tracking, fast output voltage dynamic response, and large-signal stability. Common control methods involve phase-shift control to regulate average power flow, with Single Phase-Shift (SPS) based on the Reduced-Order Model having been proposed [9]. Additionally, to improve efficiency, optimized phase-shift control strategies have been proposed, such as Dual Phase-Shift (DPS), Extended Phase-Shift (EPS), and Triple Phase-Shift (TPS) control, among others [10,11]. Although these control schemes have advantages over SPS, SPS is easy to implement and convenient for use in larger multi-port DC distribution systems [3]. In terms of enhancing robustness, the introduction of nonlinear control methods such as Sliding Mode Control (SMC) is considered one of the most effective approaches, as it exhibits strong robustness and fast response to disturbances [7,12]. By combining the advantages of SMC and DAB, it is possible to achieve precise reference tracking, fast dynamic responses, large-signal stability, and high robustness to line and load disturbances. Furthermore, in DC–DC converters, Model Predictive Control (MPC) methods have also been extensively considered, offering fast dynamic performance, ease of incorporating constraints, and simple digital implementation [13]. Finite-Control-Set Model Predictive Control (FCS-MPC) has been studied in AC power conversion [14], but its application in DC–DC converters still requires further exploration. L. Chen et al., proposed an MPC method that calculates the optimal future control variable values using circuit information, applied in a medium-voltage naval DC microgrid considering pulse power loads [14].

However, in all DAB applications, designing the controller for the DAB converter and selecting the control parameters are crucial. The choice of control methods and parameters significantly impacts the control performance and quality of the DAB converter. For both PI control and SMC control, parameter design is primarily reliant on the pole-placement method. Nevertheless, the pole placement method is extremely sensitive to initial conditions and initial values. Even slight variations in initial values can result in vastly different control performance, challenging the robustness of the controllers. On the other hand, for MPC control, traditional manual adjustment is the prevailing approach. Manual parameter tuning typically involves a series of experiments and tests to iteratively adjust parameter values. This process is often time-consuming and may not be suitable for applications that require rapid responses. Consequently, it significantly hampers the efficiency of control adjustment. To overcome these limitations, researchers are increasingly inclined towards utilizing automated methods to fine-tune controller parameters. These methods include optimization algorithms (such as Genetic Algorithm and Particle Swarm Optimization) or adaptive control approaches. Such techniques are better equipped to adapt to system changes and uncertainties, thereby enhancing the performance and robustness of DAB control. Hence, the motivation for our study is to bridge this research gap by employing heuristic algorithms to optimize control parameters, ultimately improving the performance and stability of DAB converters.

Genetic Algorithm (GA) is a heuristic search and optimization algorithm inspired by the principles of biological genetics in nature [15]. It is a method of finding solutions to optimization problems by simulating natural selection and genetic mechanisms [16,17]. One of its characteristics is population-based search, which simultaneously processes multiple solutions, increasing the search’s globality and diversity. GA is adaptive, adjusting the probability of an operation according to the fitness value of an individual in order to progressively optimize the quality of the solution. GA is a powerful optimization tool suitable for various problem domains, including engineering, economics, and others [18]. It has been widely applied in practice and continuously improved and extended by combining with other optimization techniques. Control systems often involve a large number of parameters, with complex interactions and nonlinear relationships between them. Pole placement and traditional tuning methods may be limited in complex problems, while GA can handle such complexity and find optimal parameter combinations. Its flexibility, diversity, and adaptability make it widely applicable in control system design and op-
timization [19], making it worth studying and considering. Meanwhile, although other heuristic algorithms like Particle Swarm Optimization (PSO) have also shown impressive performance in optimization problems, GA has accumulated more practical experience and success cases in dealing with the complexities of control system parameter optimization. GA exhibits flexibility, diversity, and adaptability in global searching and parameter optimization, rendering them widely applicable in control system design and optimization. Opting for other heuristic algorithms might require more practice and case validation to ascertain their performance and applicability [20]. Azab and Serrano-Fontova [21] further elaborate that in microgrid controllers, the most stable performance occurs when parameters are adjusted using GA, while the use of PSO for parameter tuning tends to yield less stability. GA achieves the best dynamic response, whereas PSO results in the least dynamic response. Additionally, employing GA for parameter adjustment provides the lowest voltage ripple.

So far, research on optimizing the control parameters of the three typical DAB controllers using GA is relatively limited. This paper aims to address this research gap by focusing on the application of GA to optimize the parameters of three typical DAB controllers. A novel metaheuristic algorithm-based control approach, namely, the method of optimizing the parameters of three typical DAB controllers using GA, is proposed. The contribution of this approach stems from GA’s status as a metaheuristic algorithm, which excels at finding the best combinations of control parameters within complex parameter spaces to enhance control system performance. The results clearly demonstrate a significant improvement in DAB stabilization performance following GA optimization.

The remainder of this paper is organized as follows. Section 2 describes the mathematical model of the DAB, which contains nonlinear model, small signal model and transfer functions. Section 3 describes the PI control, SMC, and MPC control methods of the DAB, as well as the basic principles of the GA. Section 4 reports the results of parameter tuning of the controller by the GA, which verifies that the GA optimizes the control performance and response speed of the DAB converter, as well as the effectiveness and superiority of the proposed method through the simulation experiments.

2. Mathematical Model of DAB Converter

The topology structure of the DAB converter is shown in Figure 1. The primary bridge (PB) and the secondary bridge (SB) are composed of switch transistors ($S_1 - S_8$), anti-parallel diodes ($D_1 - D_8$), and capacitors ($C_1 - C_8$). An equivalent leakage inductance $L$ and a transformer connect the primary and secondary sides. In the topology, $V_i$ represents the input voltage, $V_o$ represents the output voltage, $C_i$ represents the input capacitance, $C_o$ represents the output capacitance, $N$:1 represents the transformer turns ratio, $V_p$ represents the voltage on the primary side, $V_s$ represents the voltage on the secondary side, $i_L$ represents the leakage inductance current, $i_1$ represents the input current, $i_2$ represents the output current, $i_o$ represents the load current, $d$ represents the phase-shift duty cycle in single-phase modulation, and $T_s$ represents the switching period of the converter.

The average power transfer from PB to SB in the DAB converter can be expressed as:

$$P = \frac{NV_o V_i d (1 - |d|)}{2 L f_s}$$  \hspace{1cm} (1)

Assuming $d > 0$ and neglecting power losses in the switches and transformer, the output power must be equal to the input power, $P_o = P_i$. According to Equation (1), the output current $i_2$ can be expressed as [22]:

$$i_2 = \frac{NV_o d (1 - d)}{2 L f_s}$$  \hspace{1cm} (2)
where $R_o$ represents the output load. This dynamic average model exhibits high accuracy, simplicity, strong verifiability, and scalability, making it widely used in the analysis and optimization of DAB control strategies in subsequent circuit simulations and designs. Since all these dynamic variables include DC components and small-signal AC components, these variables can be expressed as:

$$i_2 = \bar{i}_2 + \dot{i}_2$$
$$v_i = \bar{v}_i + \dot{v}_i$$
$$v_o = \bar{v}_o + \dot{v}_o$$
$$d = \bar{d} + \dot{d}$$

where $\bar{I}_2$, $\bar{v}_i$, $\bar{v}_o$, $\bar{d}$ represent the DC components of the output current, input voltage, output voltage, and duty cycle, respectively, while $\dot{i}_2$, $\dot{v}_i$, $\dot{v}_o$, $\dot{d}$ represent the AC components of the output current, input voltage, output voltage, and duty cycle, respectively. By substituting the above equations into Equation (3), the small-signal model of the DAB can be derived as [23]:

$$\dot{i}_2 = C_o \frac{d\bar{v}_o}{dt} + \frac{1}{R_o} \dot{v}_o = \frac{NV_s(1 - 2\bar{d})}{2f_sL} \dot{d} + \frac{N\bar{d}(1 - \bar{d})}{2f_sL} \dot{v}_i$$

Using Laplace transform, the transfer functions of the DAB system can be obtained as [24]:

$$G_{i_2d} = \frac{NV_s(1 - 2\bar{d})}{2f_sL}$$
$$G_{i_2v_i} = \frac{N\bar{d}(1 - \bar{d})}{2f_sL}$$
$$G_{v_o,d} = \frac{R_o}{1 + C_o R_o} G_{i_2d}$$

3. Controller Design and Genetic Algorithm Optimization Approach

Based on the DAB mathematical model presented in the previous section, this section provides a brief introduction to PI control based on the pole placement method, SMC and MPC. Additionally, it outlines the optimization approach of using GA for controlling parameter optimization.

3.1. PI Control Based on Pole Placement Method

PI control is a classical control method that adjusts the controller output by comparing the error between the actual output and the desired output. In this article, a pole-placement-based PI control method is employed, which achieves control objectives by placing the poles at desired locations in the system. Specifically, based on the system model and
desired performance requirements, the required pole positions are calculated and applied to the PI controller.

According to Equation (5), the small-signal model of the DAB can be expressed as:

$$\frac{d\delta_o}{dt} = -\frac{1}{R_oC_o}\delta_o + \frac{N \mathcal{V}_1(1-2\varepsilon)}{2f_sLC_o}d + \frac{N \mathcal{D}(1-\varepsilon)}{2f_sLC_o}\delta_i$$  \hspace{1cm} (7)

Taking $\delta_o$ as the first state variable and $\int_0^t (\delta_o - \tilde{\delta}_o) \, dt$ as the second state variable, where $\tilde{\delta}_o$ represents the desired output voltage value, the state variables can be defined as:

$$X(t) = \begin{bmatrix} X_1(t) \\ X_2(t) \end{bmatrix} = \begin{bmatrix} \delta_o \\ \int_0^t (\delta_o - \tilde{\delta}_o) \, dt \end{bmatrix}$$  \hspace{1cm} (8)

The state equation is given by:

$$\dot{X}(t) = \begin{bmatrix} -\frac{1}{R_oC_o} & 0 \\ -1 & 0 \end{bmatrix} X(t) + \begin{bmatrix} \frac{N \mathcal{V}_1(1-2\varepsilon)}{2f_sLC_o} \\ \frac{N \mathcal{D}(1-\varepsilon)}{2f_sLC_o} \end{bmatrix} \tilde{d} + \begin{bmatrix} 0 \\ -1 \end{bmatrix} \tilde{\delta}_o$$  \hspace{1cm} (9)

Ignoring the terms $\delta_i$ and $\tilde{\delta}_o$, the above equation can be expressed as an open-loop state-space representation:

$$\begin{cases} \dot{X}(t) = AX(t) + BU(t) \\ y(t) = CX(t) + DU(t) \end{cases}$$  \hspace{1cm} (10)

where

$$A = \begin{bmatrix} -\frac{1}{R_oC_o} & 0 \\ -1 & 0 \end{bmatrix}, B = \begin{bmatrix} \frac{N \mathcal{V}_1(1-2\varepsilon)}{2f_sLC_o} \\ \frac{N \mathcal{D}(1-\varepsilon)}{2f_sLC_o} \end{bmatrix}, C = \begin{bmatrix} 1 \\ 0 \end{bmatrix}, D = 0$$

As shown in Figure 2, let the state feedback control be $\dot{d} = -KX(t)$, where $K = [k_p \quad k_i]$ and $B_1$ is the first component of input matrix $B$. Determine $K$ such that the eigenvalues (poles) of the matrix $A - BK$ are placed at specified locations, which are also the roots of the characteristic polynomial of the matrix $A - BK$:

$$\det(\lambda I - (A - BK)) = \lambda^2 + \left(\frac{1}{R_oC_o} + B_1k_p\right)\lambda + B_1k_i = \lambda^2 + 2\xi\omega_n\lambda + \omega_n^2$$  \hspace{1cm} (11)

where $\xi$ is the damping coefficient of the second-order system, and $\omega_n$ is the undamped natural frequency of the second-order system. $\xi$ and $\omega_n$ can be calculated based on the desired overshoot and peak time of the system using the following formulas:

$$\begin{cases} \delta = \exp\left(-\frac{\pi\xi}{\sqrt{1-\xi^2}}\right) \\ t_p = \frac{\pi}{\omega_n \sqrt{1-\xi^2}} \end{cases}$$  \hspace{1cm} (12)

where $\delta$ represents the overshoot of the second-order system, and $t_p$ represents the peak time of the second-order system. By solving the characteristic polynomial and placing the poles at the locations determined by the desired overshoot and peak time of the second-order system, the coefficients of the feedback control can be obtained as:

$$\begin{cases} k_p = \frac{2\xi\omega_n - \frac{1}{R_oC_o}}{B_1} \\ k_i = \frac{\omega_n^2}{B_1} \end{cases}$$  \hspace{1cm} (13)
3.2. Sliding Mode Control

Due to the inability of the small-signal model to predict the stability of the converter under large transients, other control approaches need to be considered. SMC has many advantages as a control method. Firstly, SMC provides guaranteed stability and robustness against parameter uncertainties [22]. Secondly, SMC is a nonlinear control method that introduces the sliding mode to compensate for the system's nonlinear characteristics and effectively handles stability issues during large transients. Therefore, adopting SMC is highly beneficial in ensuring the stability and robustness of the system in practical applications. In the DAB, a sliding mode can be introduced to control the output of the bidirectional transformer and full-bridge topology. This paper adopts a super sliding mode-based SMC approach, where the sliding mode is composed of the error between the system output and the desired output, as well as the rate of change of the error. Specifically, based on the system model and desired performance requirements, the required super sliding mode parameters are calculated and applied to the controller.

Firstly, the error between the output voltage and the reference voltage is selected as $x_1 = V_{\text{err}} = V_o^* - V_o$, along with its integral as the state variable of the sliding surface. To eliminate the steady-state error introduced by the equivalent SMC, the quadratic integral of the aforementioned error is further chosen to eliminate the steady-state error. Therefore, the state variables of SMC are defined as:

$$x = \begin{bmatrix} x_1 \\ x_2 \\ x_3 \end{bmatrix} = \begin{bmatrix} V_{\text{err}} \\ \int_0^t V_{\text{err}} \, dt \\ \int_0^t x_2 \, dt \end{bmatrix}$$  \hspace{1cm} (14)

The sliding surface represents the instantaneous feedback tracking trajectory of the system, and a linear combination of the weighted values of the state variables is selected as the sliding surface:

$$S(x, t) = \sum_{i=1}^{3} a_i x_i$$  \hspace{1cm} (15)

where $a_i$ denotes the weighting coefficients of the sliding surface. Setting the first derivative of the sliding surface to zero ensures that the system state slides quickly on the sliding surface. In SMC, the direction of the control force is determined by the first derivative of the sliding surface, thus setting it to zero eliminates interference from the control force, ensuring that the system state slides quickly along the normal direction of the sliding surface, achieving fast and stable control effects. Using the invariance condition [25]:

$$\frac{dS(x, t)}{dt} = 0$$  \hspace{1cm} (16)
The equivalent control can be achieved, and based on Equation (15), we have:

\[ i_2 = C_o \frac{dV_o}{dt} + V_o = \frac{V_o}{R_o} + C_o \frac{a_2}{a_1} V_{err} + C_o \frac{a_3}{a_1} \int_0^t V_{err} \, dt \]  

(17)

Secondly, setting the second derivative of the sliding surface to zero ensures that the control force has good robustness and adaptability. In SMC, due to uncertainties and disturbances affecting the system, the first derivative of the sliding surface will vary, thereby affecting the magnitude and direction of the control force. To maintain the stability and robustness of the control force, it is necessary to set the second derivative of the sliding surface to zero, which ensures that the control force has an appropriate adjustment speed and range when regulating on the sliding surface, avoiding excessive or insufficient adjustments that lead to system instability. Thus, we can set the second derivative of the sliding surface to zero [26],

\[ \frac{d^2 S(x,t)}{dt^2} = 0 \]  

(18)

which leads to:

\[ \frac{d^2 V_o}{dt^2} + \frac{a_2}{a_1} \frac{dV_o}{dt} + \frac{a_3}{a_1} V_o - \frac{a_3}{a_1} V_o^* = 0 \]  

(19)

The dynamics are designed as a critically damped second-order response, so the coefficients are chosen as:

\[
\begin{align*}
\frac{a_2}{a_1} &= 2\xi \omega_n \\
\frac{a_3}{a_1} &= \omega_n^2
\end{align*}
\]  

(20)

where \( \xi \) represents the damping coefficient of the second-order system, and \( \omega_n \) represents the undamped natural frequency of the second-order system. \( \xi \) and \( \omega_n \) can be calculated based on the desired overshoot and peak time of the system. According to Equations (3)–(5), the static value of the phase-shift duty cycle can be expressed as:

\[
d = \begin{cases} 
\frac{1}{2} - \sqrt{\frac{1}{4} - \frac{2f_sL_i}{NVl}} & i_2 \geq 0 \\
-\frac{1}{2} + \sqrt{\frac{1}{4} + \frac{2f_sL_i}{NVl}} & i_2 < 0
\end{cases}
\]  

(21)

Based on the above equations, the control block diagram of sliding mode control can be obtained as shown in Figure 3.

![Figure 3. Control block diagram of DAB sliding mode control.](image)

3.3. Model Predictive Control

MPC is a model predictive control method that calculates control inputs by predicting the future states of the system and updates the control inputs at each sampling instant. Specifically, MPC models the system as a discrete-time dynamic model and uses this model to predict the future system states. Then, based on these predictions, an optimization
problem is solved to determine the optimal control inputs that drive the system states towards the desired target states within a future time horizon. According to Equation (3), we have:

$$C_0 \frac{dV_o}{dt} = i_2 - i_o$$

(22)

Using forward approximation, we can obtain:

$$V_o[k + 1] = \frac{i_2[k] - i_o[k]}{C_0 f_s} + V_o[k]$$

(23)

Assuming $i_o[k] = i_o[k + 1]$, substituting Equation (23) into the output voltage at time step $k + 2$, we can derive the discrete average model of DAB as:

$$V_o[k + 2] = V_o[k] + \frac{i_2[k + 1] + i_2[k] - 2i_o[k]}{C_0 f_s}$$

(24)

Considering the cost function as [27]:

$$cost = \alpha_1 G_1 + \alpha_2 G_2$$

(25)

$$\begin{cases} G_1 = (V_o^* - V_o[k + 2])^2 \\ G_2 = (V_o[k + 2] - V_o[k])^2 \end{cases}$$

(26)

$G_1$ and $G_2$ are two components in the controller. $G_1$ is responsible for regulating output voltage $V_o$ to the reference value $V_o^*$, while $G_2$ is responsible for reducing the voltage deviation. When $V_o$ deviates significantly from $V_o^*$, $G_1$ dominates the cost function. However, when $V_o$ approaches $V_o^*$, $G_2$ starts to play a role. $G_2$ limits the voltage variation, effectively suppressing the voltage ripple caused by analog-to-digital sampling noise and ensuring system stability [14].

Within one sampling period, three points are evaluated, centered around the previous operating point “a”, as shown in Figure 4.

![Figure 4. DAB model predictive control working principle diagram.](image-url)
\[ \Delta f = \frac{f_c}{f_s} \] is defined as the finest achievable phase-shift value in the digital control platform, where \( f_c \) is the peripheral clock of the microprocessor. The current discrete control set is \( d \in [a - \Delta f, a, a + \Delta f] \). The value \( a + \Delta f \) minimizes the cost function, and thus, it is used at time step \( k + 1 \). The same overshooting is repeated in the next sampling period. An adaptive step size is employed instead of the minimum search step size \( \Delta f \), defined as [28]:

\[
V' = \begin{cases} 
|V_o^* - V_o[k]|, & |V_o^* - V_o[k]| < V_m \\
V_m, & |V_o^* - V_o[k]| > V_m 
\end{cases}
\]  

(27)

\[
\Delta a = \Delta f (1 + \lambda V')
\]  

(28)

where \( V' \) represents the voltage deviation, \( V_m \) is the saturation voltage, and \( \lambda \) is a coefficient to be determined based on transient performance. Based on this adaptive step size, Figure 4 illustrates the working principle of DAB model predictive control. The next instant’s phase-shift duty cycle is calculated using the evaluation process shown in Figure 5, and this value is then transmitted to DAB for operation. The control block diagram of DAB model predictive control is depicted in Figure 6.

---

**Figure 5.** DAB model predictive control algorithm flowchart.
3.4. Genetic Algorithm

The selection of parameters in the DAB control method has a significant impact on the control performance and quality of the DAB system. While the PI control and SMC control can be adjusted and designed using expected peak time and overshoot, for MPC control, parameter selection relies on basic theory and experience. Therefore, choosing the appropriate control method and parameters for optimization becomes a key issue in improving the control performance and response speed of DAB. In this paper, GA is used to optimize the parameters of PI control, SMC control, and MPC control in DAB. By establishing the system model and control algorithms mentioned earlier, GA is applied for parameter tuning to optimize the control performance and response speed of DAB.

The concept of GA originates from evolutionary biology and is a random optimization search technique based on natural selection. The basic principle of the GA is to evolve better solutions by performing selection, crossover, and mutation operations on individuals (possible solutions) in the problem space. Each individual is represented as a chromosome, and the chromosome is composed of genes. Genes can be meaningful numerical values, symbols, or binary codes [21]. Figure 7 shows the flowchart of GA, while Algorithm 1 presents the pseudocode of GA, and its basic steps include the following.

1. **Population Initialization**—Create an initial random population consisting of multiple individuals, with each individual corresponding to a potential solution. For the method of encoding the initial population, this paper defines the optimized variable range within \(lb\) and \(ub\), and adopts real number encoding to encode the variables. Real number encoding is a common GA encoding method that transforms real-valued variables to gene values in the chromosome, where each gene represents a real-valued solution. In real number encoding, floating-point numbers are commonly used to represent gene values since the optimized variable range is usually a continuous real-valued range. Assuming the length of the chromosome is \(L_C\), each individual can be represented as an \(L_C\)-length binary string or floating-point string. For real number encoding, the representation can be done using floating-point strings instead of binary strings. In real number encoding, it is necessary to perform the conversion between gene values and actual variable values to ensure that the optimized solutions fall within the variable range [29]. The detailed process of real-valued encoding is as follows:

   1. **Determine Chromosome Length**—Initially, the length of the chromosome (number of genes) is established, which governs the encoding precision. Typically, this length depends on the number of problem variables and the required accuracy. Let us denote the chromosome length as \(L_C\);
   2. **Initialize Individuals**—For each individual, a random array of floating-point numbers is generated, with a length of \(L_C\). The range of each element (upper and lower limits) is set to \([0, 1]\);
   3. **Mapping Gene Values to Actual Variable Values**—Transform each gene value into the range of the actual variable. Assuming the range of the variables to be optimized is \([min_{val}, max_{val}]\), the following formula is used to map the gene value \(gene_{value}\) to the actual variable value \(x_{val} = min_{val} + gene_{value} * (max_{val} - min_{val})\).
Specifically, for each gene value $\text{gene}_\text{value}$, it is mapped to an actual variable value $x$, where $x$ lies within the range $[\text{min}_\text{val}, \text{max}_\text{val}]$.

Figure 7. The flowchart of the Genetic Algorithm.

2. **Evaluation of Fitness**—Evaluate each individual in the population based on the problem's objective function to obtain its fitness value, which measures the quality of the solution. In GA, the fitness function plays a crucial role in assessing the superiority of each individual. In this paper, the fitness function is defined as $\text{Error} = \text{sum}(|V^*_o - V_o|)$. Selecting this expression as the fitness function aims to choose control parameters with smaller voltage mutations during transient processes when operating conditions change, to better control the voltage stability of the DC bus;

3. **Selection**—Based on the fitness values, select some individuals as “parents”, with the selection probability proportional to their fitness. In the selection operation, this paper adopts the elitism strategy. Elitism is a strategy that preserves the best individuals, passing the most excellent ones directly to the next generation in each population, ensuring the retention of excellent solutions [30]. This prevents the GA from losing the optimal solution during the optimization process. The individuals in the population are sorted from high to low based on the fitness values obtained in the previous step. The top few individuals with the highest fitness are selected as elite individuals and directly passed on to the next generation population;

4. **Crossover**—Perform crossover operations on the selected parent individuals to generate new individuals (offspring) in the hope of obtaining better characteristics. This paper uses a random discrete crossover algorithm called crossoverscattered. It ran-
domly selects two parent individuals and randomly chooses some gene positions for crossover. Then, it exchanges the selected genes at those positions between the two parent individuals, resulting in two offspring individuals [31];

5. **Mutation**—Perform mutation operations on the offspring individuals, introducing random perturbations to maintain population diversity and explore new solution spaces [31]. This paper uses a uniform mutation algorithm called mutationuniform, which evaluates each gene in the individual based on the specified mutation probability. If the mutation probability requirement is met, the value of that gene is randomly perturbed within its range;

6. **Update Population**—Combine the generated offspring individuals with the parent individuals to form a new population;

7. **Termination Criteria**—Repeat the above steps until the predetermined termination criteria are met, such as reaching the maximum number of iterations or finding satisfactory solutions.

### Algorithm 1: Genetic Algorithm

Input: DAB parameters  
GA parameters  
GA options  
Output: the best control parameters of DAB

// Initialize population using the “initializePopulation” function with population size “options.populationSize”.
1 population = initializePopulation(options.populationSize, numVars, \( l_b \), \( u_b \))  
// Evaluate fitness for each individual in the population using the “evaluateFitness” function.
2 evaluateFitness(population)  
// Sort the population based on fitness values.
3 sortPopulationByFitness(population)  
// Iterate over each generation.
4 FOR generation = 1 TO options.numGenerations  
  // Initialize a new population to store the next generation.
5 newPopulation = []  
  // Iterate over each individual.
6 FOR i = 1 TO options.populationSize  
    // Select parents using the “selectParent” function from the current population.
7 parent1 = selectParent(population)
8 parent2 = selectParent(population)  
    // Generate offspring through crossover and mutation using the “crossover AndMutate” function, based on parents’ genes and within the bounds defined by “\( l_b \)” and “\( u_b \)”.
9 child = crossoverAndMutate(parent1, parent2, \( l_b \), \( u_b \))  
    // Append the offspring to the new population.
10 newPopulation.append(child)  
11 END FOR  
// Update the population.
12 population = newPopulation  
// Reevaluate fitness and sort the population based on the updated fitness values.
13 evaluateFitness(population)
14 sortPopulationByFitness(population)  
// Retrieve the best individual.
15 bestIndividual = population [1]  
16 END FOR  
17 RETURN bestIndividual

### 4. Simulation Results and Performance Evaluation

Table 1 presents the circuit parameters of the DAB, while Table 2 provides specific values and the ranges for the parameters related to the GA used. In practical operating con-
ditions, the DAB exhibits better performance in operating conditions involving reference tracking and load increase, while it shows relative difficulties in operating conditions with load decrease. Therefore, based on these parameters, a simulation circuit is constructed using MATLAB/SIMULINK. Against the background of a sudden decrease in load resistance from 20 Ω to 12 Ω (t = 0.1 s), the control parameters of PI control, SMC control, and MPC control are optimized using the error between the actual output voltage and the desired value as the objective function.

Table 1. DAB circuit parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V_i$</td>
<td>2500 V</td>
<td>$V_o$</td>
<td>1000 V</td>
</tr>
<tr>
<td>$P$</td>
<td>50 kW</td>
<td>$f_s$</td>
<td>10 kHz</td>
</tr>
<tr>
<td>$o$</td>
<td>20 Ω</td>
<td>$N$</td>
<td>2.5</td>
</tr>
<tr>
<td>$L$</td>
<td>$8 \times 10^{-4}$ H</td>
<td>$C_o$</td>
<td>$5 \times 10^{-4}$ F</td>
</tr>
<tr>
<td>$C_i$</td>
<td>$5 \times 10^{-5}$ F</td>
<td>$t_{max}$</td>
<td>$2 \times 10^{-6}$ s</td>
</tr>
</tbody>
</table>

*Maximum dead time of switching devices in DAB.*

Table 2. Parameters of Genetic Algorithm.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Population size</td>
<td>20</td>
</tr>
<tr>
<td>The maximum number of generations</td>
<td>50</td>
</tr>
<tr>
<td>Crossover probability</td>
<td>0.8</td>
</tr>
<tr>
<td>Mutation probability</td>
<td>0.01</td>
</tr>
<tr>
<td>The Number of elite individuals</td>
<td>2</td>
</tr>
<tr>
<td>PI Control parameter</td>
<td>$k_i \in [0, 0.1]; k_p \in [0, 1]$</td>
</tr>
<tr>
<td>optimization boundary</td>
<td></td>
</tr>
<tr>
<td>SMC Control parameter</td>
<td>$a_2/a_1 \in [0, 2000]; a_3/a_1 \in [0, 1 \times 10^6]$</td>
</tr>
<tr>
<td>optimization boundary</td>
<td></td>
</tr>
<tr>
<td>MPC Control parameter</td>
<td>$\alpha_1 \in [0, 1000]; \alpha_2 \in [0, 1000]$</td>
</tr>
<tr>
<td>optimization boundary</td>
<td></td>
</tr>
</tbody>
</table>

4.1. The Optimization Results of the Control Parameters for PI Control

GA is capable of effectively searching the parameter space and finding the optimal control parameters. For the PI control based on pole placement, setting an expected peak time of 10 ms and an expected overshoot of 5% can yield satisfactory control performance. The control parameters for the PI controller are selected to match these expected results: $k_i = 0.3453$ and $k_p = 9.1459 \times 10^{-4}$. The optimized PI parameters obtained through GA are $k_i = 0.8908$ and $k_p = 0.0049$. Figure 8 illustrates the optimization results for PI control parameters. Figure 8a shows the output voltage of the DAB. When the load suddenly decreases, the voltage drop value decreases from a maximum drop value of 920 V before optimization to 960 V after optimization, resulting in improved voltage stability.

Additionally, the maximum drop rate decreases from 8.00% to 4.00% after optimization, indicating better stability. Figure 8b illustrates the evolution of the parameters. It contains the pre-optimization and post-optimization parameter values. It is worth noting that there are some concentrated values of local minima in the figure. These values can be used to achieve different stability requirements in different cases of operating conditions variation.

The Frequency Response module in Simulink is used to perform frequency sweep on the closed-loop DAB system. Figure 8c presents the Bode diagram of the DAB system, showing an increase in phase margin from 123° (prior to optimization) to 126°, further enhancing system stability. A comparison with the parameters designed using the pole placement method reveals that the control performance of the GA-optimized control parameters is better.
Figure 8. The optimization results for PI control parameters: (a) The output voltage of the DAB; (b) the evolution of control parameters; (c) Bode diagram of the closed-loop system with pre- and post-optimized control parameters.

4.2. The Optimization Results of the Control Parameters for SMC Control

Figure 9 presents the optimization results for SMC control parameters. For the SMC, aiming for an expected peak time of 10 ms and an expected overshoot of 5% leads to good control performance. The control parameters for the SMC controller are chosen to yield these expected outcomes: \( \alpha_2/\alpha_1 = 599.1465 \) and \( \alpha_3/\alpha_1 = 1.8844 \times 10^5 \). The optimized SMC control parameters obtained through GA are \( \alpha_2/\alpha_1 = 1.6291 \times 10^3 \) and \( \alpha_3/\alpha_1 = 1.8410 \times 10^5 \).
4.2. The Optimization Results of the Control Parameters for SMC Control

Figure 9 presents the optimization results for SMC control parameters. For the SMC, aiming for an expected peak time of 100 ms and an expected overshoot of 5% leads to good control performance. The control parameters for the SMC controller are chosen to yield these expected outcomes:

\[
\frac{1}{\alpha_1} = 599.1465 \quad \text{and} \quad \frac{1}{\alpha_2} = 1.8844 \times 10^5. \]

The optimized SMC control parameters obtained through GA are

\[
\frac{1}{\alpha_1} = 1.6291 \times 10^5 \quad \text{and} \quad \frac{1}{\alpha_2} = 1.8410 \times 10^5. \]

Figure 9a illustrates the output voltage of the DAB, showing a reduced voltage drop from the pre-optimized maximum drop value of 925 V to 950 V after optimization. Moreover, the maximum drop rate decreases from 7.50% to 5.00% following optimization, signifying an improved stability. Figure 9c depicts the Bode diagram of the DAB system, showcasing an increase in phase margin from 127° to 155° after optimization, further highlighting the enhanced stability achieved by the optimized parameters.

4.3. The Optimization Results of the Control Parameters for MPC Control

Figure 10 displays the optimization results for MPC control parameters. In the case of MPC, the selection of weighting coefficients \(\alpha_1\) and \(\alpha_2\) influences the controller’s performance. A larger \(\alpha_1\) leads to quicker system response in bringing the output voltage close to the reference value, while a larger \(\alpha_2\) enhances the stability of maintaining the output voltage around the reference value. After multiple manual adjustments, the parameters \(\alpha_1 = 100\) and \(\alpha_2 = 1\) are chosen for comparison with subsequent optimization.
results. The optimized MPC control parameters obtained through GA are $a_1 = 655.5732$ and $a_2 = 78.1755$.

Figure 10. The optimization results for MPC control parameters: (a) The output voltage of the DAB; (b) the evolution of control parameters; (c) Bode diagram of the closed-loop system with pre- and post-optimized control parameters.

Figure 10a illustrates the output voltage of the DAB, demonstrating a reduced voltage drop from the maximum drop value of 990 V to 993 V when the load suddenly decreases. Additionally, the maximum drop rate reduced from 1.00% to 0.70%, indicating an enhancement in stability. Figure 10c showcases the Bode diagram of the DAB system, with the gain margin increasing from 25.8 dB to 26.2 dB after optimization, further highlighting the enhanced stability achieved by the optimized parameters.

In summary, although the settling time slightly increases due to the reduced voltage drop, the use of GA to optimize the control parameters of the DAB results in improved control of the output voltage and reduced steady-state error. Therefore, GA exhibits great
potential in optimizing controller parameters, effectively enhancing the performance and stability of control systems.

5. Discussion

The results obtained from the optimization of control parameters using GA for the DAB in different control strategies (PI control, SMC control, and MPC control) have shown significant improvements in control performance and system stability. The optimized controllers demonstrate reduced voltage drop and increased phase and gain margins, indicating better transient and steady-state responses under sudden load decrease conditions. These findings are crucial in enhancing the overall performance of the DAB in various practical operating conditions.

The optimized controllers’ improved performance, stability, and reduced steady-state error hold significant implications for the broader field of DC–DC converters and power electronics. The enhanced control of the DAB’s output voltage ensures reliable operation in practical scenarios with varying loads and disturbances. The application of GA in controller optimization can have a broad impact, not only in DABs but also in other power electronics systems, where precise control and stability are crucial.

Although the GA-optimized controllers demonstrate significant improvements, it is essential to acknowledge potential limitations. The optimized controllers’ performance may vary under extreme operating conditions or when facing highly nonlinear disturbances—for example, a shift in the direction of the DAB’s work or the input and removal of energy storage modules. Further investigations and robustness testing should be conducted to identify such scenarios and ensure the optimized controllers’ reliability in diverse situations. Meanwhile, the parameter tuning of GA can be challenging, requiring expertise and trial-and-error adjustments. Furthermore, the GA does not guarantee finding the global optimal solution, and may converge to local optima. Hence, in practical applications, it is essential to carefully tailor and refine the algorithm based on the problem’s characteristics and requirements. Particular attention should be given to the design of the fitness function, as it significantly influences the algorithm’s performance. By strategically addressing these concerns, one can enhance the effectiveness and efficiency of genetic algorithms for optimization tasks.

6. Conclusions

This paper introduces a novel metaheuristic algorithm-based control approach, namely, the method of optimizing the parameters of three typical DAB controllers using GA. The objective is to determine control parameters that enhance voltage stability, particularly under extreme operating conditions. Simulation results indicate that employing GA to optimize control parameters significantly reduces voltage drops in extreme conditions, reducing them by 40 V, 25 V, and 3 V for the three controllers, respectively. In comparison with pole-placement-based PI control and SMC control, the proposed GA optimization increases the phase margin by 3 degrees and 28 degrees, respectively. Compared to MPC control, the GA optimization enhances the gain margin by 0.4 dB. These results highlight the efficacy of GA optimization, with GA excelling in optimizing voltage drops for pole-placement-based PI control and significantly enhancing system stability for SMC control. Therefore, the utilization of GA for control parameter optimization greatly improves system stability, effectively addressing the limitations of traditional methods based on pole placement and manual parameter tuning. The optimized controllers demonstrate their potential ability to enhance the performance and stability of DC–DC converters. These findings have broader implications in the field of power electronics and offer valuable insights into the application of GA for controller optimization.
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