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Abstract: In recent years, U-Net and its extended variants have made remarkable progress in the
realm of liver and liver tumor segmentation. However, the limitations of single-path convolutional
operations have hindered the full exploitation of valuable features and restricted their mobility
within networks. Moreover, the semantic gap between shallow and deep features proves that a
simplistic shortcut is not enough. To address these issues and realize automatic liver and tumor area
segmentation in CT images, we introduced the multi-scale feature fusion with dense connections and
an attention mechanism segmentation method (MDAU-Net). This network leverages the multi-head
attention (MHA) mechanism and multi-scale feature fusion. First, we introduced a double-flow linear
pooling enhancement unit to optimize the fusion of deep and shallow features while mitigating the
semantic gap between them. Subsequently, we proposed a cascaded adaptive feature extraction unit,
combining attention mechanisms with a series of dense connections to capture valuable informa-
tion and encourage feature reuse. Additionally, we designed a cross-level information interaction
mechanism utilizing bidirectional residual connections to address the issue of forgetting a priori
knowledge during training. Finally, we assessed MDAU-Net’s performance on the LiTS and SLiver07
datasets. The experimental results demonstrated that MDAU-Net is well-suited for liver and tumor
segmentation tasks, outperforming existing widely used methods in terms of robustness and accuracy.

Keywords: semantic segmentation; liver tumor; attention mechanism; feature fusion; U-Net

1. Introduction

The liver is a crucial organ in the metabolic process of the human organism, and
liver tumors, as a highly prevalent disease, seriously threaten human life and health. The
accurate segmentation of tumor regions from computed tomography (CT) images is an
important step in the subsequent diagnostic and therapeutic phases. This process can
provide doctors with more precise information about the location of lesions, enhancing
diagnostic efficiency and accuracy and offering higher clinical value.

However, it is challenging to effectively and precisely distinguish tumor areas from
the background due to the diversity of tumor shapes and locations. In recent years, deep
learning methods have progressively taken center stage in the segmentation of liver tu-
mors [1]. Among them, the U-Net [2] model has proven to have a high level of segmentation
capabilities. To deal with difficult segmentation tasks, scientists have created numerous
U-Net variant networks.

Dickson et al. [3] proposed DCMC-Unet based on two-channel multi-scale convolution
for liver tumor segmentation. Meanwhile, they employed a thresholding method to elimi-
nate extraneous tissues for noise elimination. The network can effectively extract features
at multiples scales and is applicable to tumors of varying sizes and shapes. However,
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due to the oversimplified jump connections, the model’s ability to facilitate interaction
between shallow and deep information is limited. Additionally, the presence of semantic
gaps reduces the model’s capacity for extracting and combining features. To address this
problem, Sabir et al. [4] designed the deep dense network ResU-Net. This replaced the
convolutional layers with residual blocks, aiming to make full use of the advantages of the
U-Net network and deep residual learning for liver tumor segmentation. Deng et al. [5]
introduced deep jump connections into U-Net to fully extract features from the encoder for
enhanced feature learning. While the bottleneck layer in the aforementioned two methods
is relatively simplistic, encoder features cannot be fully utilized here. This limitation can
result in the loss of useful information and the degradation of network performance.

Therefore, to solve the issues mentioned above, we introduced multi-scale feature
extraction with dense connections and an attention mechanism U-Net (MDAU-Net) for
liver and liver tumor segmentation. The main contributions of this work are as follows:

1. We redesigned the jump connection and introduced a double-flow linear pooling
enhancement unit (DLE) to improve the interaction ability between deep and shallow
features, which helped to narrow the semantic gap.

2. To better realize the extraction and reuse of useful features, we proposed a cascaded
adaptive feature extraction unit (CAE) as a substitute for the bottleneck layer. It was
based on an multi-head attention mechanism and a series of dense connections.

3. We designed a cross-level information interaction mechanism (CII). It used bidirec-
tional residual connections and was placed in the skip connection to overcome the
problem of forgetting a priori knowledge in the learning process.

4. We proposed a residual encoder to bolster the preservation of original features and
supply additional initial information for the segmentation task.

2. Related Works
2.1. Medical Image Segmentation Methods

Medical image segmentation is one of the most important tasks in the field of medical
image analysis, aiming to extract quantitative information about various tissue structures
and lesions from complicated medical images.

The conventional manual segmentation method utilized in clinical practice entails
experienced clinicians manually segmenting raw CT images. This process is characterized
by its time-consuming and labor-intensive nature, and the quality of segmentation largely
hinges on the operator’s experience and medical knowledge. As medical image processing
technology has evolved, semi-automatic segmentation methods have gained prominence.
These methods encompass thresholding, region growth, statistics, and other automatic
segmentation approaches, with deep learning being a prominent representative.

The thresholding method separates the target liver region from the background by
selecting the appropriate gray value as the threshold. Seong et al. [6] used a combination of
adaptive thresholding and the angular line method to enhance segmentation performance.
However, this method is not effective in segmentation when the gray value of the target
region is much smaller than the background gray value. The region-growing method
initially selects suitable pixel points (i.e., seed points) within the region as the starting
point for growth. It then continually adds pixel points with similar properties to achieve
segmentation. Chen et al. [7] proposed an automatic liver segmentation method based
on the region-growing algorithm. They introduced center-of-mass detection and intensity
analysis to ensure quick and accurate liver region segmentation. Additionally, the texture-
based region growing method [8] achieves liver segmentation by automatically selecting
seed points and calculating a threshold for the region-growth-stopping condition. The
selection of seed point locations significantly impacts the performance of the algorithm.
Statistics-based segmentation methods [9] demand extensive clinical data as support,
limiting the models’ generalization ability for small-scale datasets like medical images.

The concept of deep learning was initially introduced by Hinton. In contrast to the
traditional methods mentioned above, deep-learning-based methods can automatically
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learn feature representations from raw data. This significantly enhances the segmentation
performance and generalization ability of a model. U-Net is a classic segmentation net-
work in medical image segmentation. Along with its variants, it is widely employed in
segmentation tasks due to its low parameter count and superior segmentation performance.
Zhou et al. [10] introduced a series of nested dense hopping connections between the en-
coder and the decoder to enhance U-Net. This resulted in a 3.9% improvement in the mean
intersection over union (mean IOU). Huang et al. [11] proposed UNet3+, which made more
comprehensive use of the multi-scale features in the feature map. Bi et al. [12] introduced
ResCEAttUnet to enhance the network’s capacity for extracting multi-scale features. This
ensured that the network could effectively capture high-level semantic information while
minimizing information loss. Kushnure et al. [13] developed HFRU-Net to meticulously
characterize contextual information by local feature reconstruction and feature fusion mech-
anisms. They also adaptively recalibrated the fused features to emphasize image details.
Zhou et al. [14] introduced MCFA-UNet, a multi-scale cascaded feature attention network,
to address the issue of edge detail loss resulting from inadequate feature extraction.

2.2. Atrous Spatial Pyramid Pooling

As the number of network layers deepens, the resolution of the images decreases, and
the generated semantic features become less effective in dense prediction tasks. To tackle
this issue, various solutions have been proposed [15–18].

DeepLab V3 [18] is a semantic segmentation model based on atrous convolution,
incorporating the atrous spatial pyramid pooling (ASPP) method to effectively fuse fea-
tures at different scales. As depicted in Figure 1, ASPP comprises five parallel branches:
a 1 × 1 convolutional branch; three atrous convolutional branches with varying expan-
sion rates (6, 12, 18); and a global average pooling branch. The global average pooling
branch downsamples the feature maps to a 1 × 1 size and subsequently upsamples them
to the original size using 1 × 1 convolution and bilinear interpolation. The outputs of
these five branches are concatenated to create a richer feature representation. Finally, a
1 × 1 convolution layer is employed to reduce the number of channels in the feature map
to the desired level.

The inclusion of the ASPP structure during liver and liver tumor segmentation can
combine the advantages of atrous convolution to expand the receptive field of the con-
volution kernel without losing resolution. This assists the network in learning semantic
information from the multi-scale receptive field, ultimately enhancing the model’s segmen-
tation performance.

input

Conv1x1

Conv3x3 rate=6

Conv3x3 rate=12

Conv3x3 rate=18

Pool1x1 Conv1x1 upsample

Conv1x1 outputCinput

Conv1x1

Conv3x3 rate=6

Conv3x3 rate=12

Conv3x3 rate=18

Pool1x1 Conv1x1 upsample

Conv1x1 outputC

Figure 1. The structure of atrous spatial pyramid pooling.

2.3. Multi-Head Attention Mechanism

Attention mechanisms have multiple applications in computer vision as crucial com-
ponents of neural networks [19,20]. When integrated into the liver tumor segmentation
process, attention mechanisms enable the model to adaptively extract lesion features while
suppressing irrelevant regions. This ensures that the network focuses on pertinent informa-
tion for a specific segmentation task.
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A generalized attention mechanism can be defined as a method for mapping a query
(Q) to a set of keys (K) and values (V). In contrast, the multi-head attention mechanism
(MHA) [21] implements a method for mapping a query to multiple key–value pairs. Figure 2
illustrates the structure of the multi-head attention mechanism.

In the multi-head attention mechanism, the input data consist of Q, K, and V matrices.
They are mapped to different subspaces by linear transformation to obtain new matrices:
Qi ∈ Rm×dk , Ki ∈ Rm×dk , and Vi ∈ Rm×dV . This transformation is achieved by multiplying
them with a learnable weight matrix, as shown in Equation (1).

Qi, Ki, Vi = QWQ
i , KWK

i , VWV
i (1)

where WQ
i , WK

i and WV
i denote the learnable weights of the corresponding Q, K, and V,

respectively.
Then, scaled dot-product attention is executed for each attention head. This operation

is used to compute the attention weights, as shown in Equation (2). It calculates the dot
production of Q and KT to determine the degree of the relationship between Q and K.
Subsequently, the outcome is rescaled, and the similarity scores undergo normalization via
the softmax function. This process guarantees that the sum of attention weights across all
positions equals 1. These weights are employed in a multiplication operation with V to
derive the output of the respective attention head.

head = Attention(Q, K, V) = so f tmax
((

QKT
)

/
(√

dk

))
V (2)

where
√

dk represents the scaling factor, which is designed to prevent gradient explosion in
the similarity score matrix caused by excessive dimensionality.

Finally, the outputs of each attention head are concatenated and mapped again to
obtain the final attention output, as shown in Equation (3).

MultiHead(Q, K, V) = (Concatenate(head1 · · · headh))Wo (3)

where headi represents the ith attention head, and the inclusion of multiple attention heads
enables the model to concurrently focus on various pieces of subspace information from
distinct locations. Additionally, Wo signifies the trainable weight matrix used for linear
mapping.

Incorporating multi-head attention into liver and liver tumor segmentation enables the
model to selectively extract pertinent features while concurrently attenuating superfluous
regions. This strategy guarantees the network’s concentration on pertinent information
for a given segmentation task, thereby mitigating segmentation errors induced by noisy
signals. Furthermore, leveraging multi-head attention empowers the model to enhance its
spatial perception, subsequently elevating segmentation accuracy.

Linear Linear Linear

Concat

Linear

V K Q

n
Scaled Dot-Product

Attention

Q K V

MatMul

Scale

 Mask(opt.)

SoftMax

MatMul

Linear Linear Linear

Concat

Linear

V K Q

n
Scaled Dot-Product

Attention

Q K V

MatMul

Scale

 Mask(opt.)

SoftMax

MatMul

Figure 2. The structure of multi-head attention and scaled dot-product attention.
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3. Proposed Method
3.1. Overall Architecture

As shown in Figure 3, MDAU-Net maintains the U-shaped architecture and retains
U-Net’s decoder path. In contrast to U-Net, MDAU-Net has four key improvements.
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Figure 3. The structure of MDAU-Net.

Firstly, we redesigned the encoder structure. In the original U-Net, the basic block
utilizes the ConvBlock structure depicted in Figure 3. However, in MDAU-Net, we incor-
porated residual connections into the basic block, resulting in the residual encoder. This
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modification bolstered the preservation of original features and supplied additional initial
information for the segmentation task.

Subsequently, to amplify information flow within the network and promote feature
reuse, we substituted U-Net’s bottleneck layer with a cascaded adaptive feature extraction
unit (CAE).

Additionally, we introduced a double-flow linear pooling enhancement unit (DLE)
in the jump connection segment to narrow the semantic gap between deep and shallow
features through a “progressive” feature fusion approach. This refinement aided the
network in achieving more precise target area localization.

Finally, we designed a cross-level information interaction mechanism (CII) utilizing
bidirectional residual connections to address the issue of forgetting a priori knowledge
during the training process.

In Algorithm 1, we provide a pseudocode as an initial description of MDAU-Net, with
a comprehensive exposition of the network’s structure to follow in subsequent sections.

Algorithm 1: MDAU-Net
Data: Dataset X, mask L, module parameters
Result: Segmentation result Y

1 for i = 1 to N do
2 Preprocessing and enhancement of image Xi.
3 for j = 1 to 4 do
4 Encode Xi as Eij using ResBlock and MaxPooling.
5 Obtain the feature map Eij for each encoder layer.
6 end
7 Adaptive feature extraction by CAE module, obtain Ci.
8 for k = 1 to 4 do
9 Calculate the DLE by Eij and Di(k−1), obtain the feature map Tik.

10 Decode Ci as Dik using bilinear interpolation and ConvBlock.
11 Obtain the feature map Dik for each decoder layer.
12 Obtain the segmentation result Yi of image Xi as Yi = Di4.
13 end
14 end
15 Output the segmentation result Y = [Y1, Y2, . . . , YN ].

3.2. Residual Encoder

The residual structure [22], denoted as ResBlock and introduced as a solution to the
gradient vanishing problem, is illustrated in Figure 3. In the encoder path, the repetitive
downsampling operation often leads to information loss. Therefore, this study employed
a sequence of consecutive residual blocks in lieu of the initial convolutional layer. This
approach enhanced the network’s capacity to preserve and extract input features effectively.
Furthermore, the integration of residual blocks served to mitigate to some degree the
gradient vanishing challenge arising from the network’s increased depth.

3.3. Cascaded Adaptive Feature Extraction Unit

A single convolutional operation hampers the effective utilization of valuable features
in deep networks. In line with the concept of dense connectivity [23], we redefined the
bottleneck layer and introduced the cascaded adaptive feature extraction unit (CAE) to facil-
itate feature reuse and enhance the propagation of useful features throughout the network.
Figure 4 illustrates the structure of the CAE unit, which consisted of two convolutional
units (Conv_Unit1 and Conv_Unit2), multi-head attention, and atrous spatial pyramid
pooling (ASPP). These submodules were interconnected through dense short connections,
enabling each module to extract semantic information from the preceding layer or layers,
thereby promoting feature reuse and transfer. Additionally, this connectivity aided in the
network’s convergence.
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Figure 4. The structure of the cascaded adaptive feature extraction unit (CAE).

Among these submodules, Conv_Unit1 played an essential role in initially enhancing
the network’s feature representation. Multi-head attention enabled the model to adaptively
extract crucial semantic features, focusing on valuable features relevant to liver tumors
while reducing the impact of redundant features or background noise. This allowed the
model to make more precise determinations regarding organ and lesion locations. ASPP
facilitated the acquisition of multi-scale features with diverse receptive fields, enabling
the network to capture a richer array of semantic information. Finally, Conv_Unit2 was
utilized to further fine-tune the multi-scale features generated by ASPP.

3.4. Double-Flow Linear Pooling Enhancement Unit

U-Net utilizes jump connections to combine shallow and deep semantic features.
Nonetheless, the straightforward fusion method is susceptible to generating semantic gaps
due to feature disparities. In order to tackle this issue, we optimized the jump connections
and introduced the double-flow linear pooling enhancement unit (DLE). As illustrated in
Figure 5, the DLE unit employed double-flow paths to establish cross-channel dependencies
and gather a broader range of contextual information.

C

MAP

AVP

Input 

features

Output 

features

C

MAP

AVP

Input 

features

Output 

features

Figure 5. The structure of the double-flow linear pooling enhancement unit (DLE).

For the input feature map Fin ∈ RH×W×C, we applied deep convolution with a
3 × 3 convolution kernel and an expansion ratio of 2 to process the input feature map,
resulting in a new feature map Fin

′ ∈ RH×W×. This operation, as opposed to standard
convolution, captured feature map information across a larger range of sensory fields
without introducing any additional parameters.

Fin
′ = DwConvrate=2

k=3 (Fin) (4)

where DwConvrate=2
k=3 denotes deep convolution with a kernel size of 3 × 3 and an expansion

ratio = 2.
Subsequently, we conducted max pooling and average pooling on Fin

′ to extract
more comprehensive channel information and generate feature maps Fap ∈ R1×1×C and
Fmp ∈ R1×1×C, respectively.

Fap = Avgpool
(

Fin
′)

Fmp = Maxpool
(

Fin
′) (5)
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Finally, we employed the softmax function to normalize the weights of both Fap and
Fmp along the channel dimension. The outcome is two new attention views obtained by
multiplying these weight matrices with Fin

′. These two views are concatenated along the
channel dimension, resulting in a concatenated feature map with dimensions H × W × 2C.
Following this, dimensionality reduction is executed using the linear function Wµ, and the
outcome is input into the decoder. The precise methodology is as follows:

Fout = Wµ

(
Concatenate

(
Fin
′ × σ

(
Fap; Fmp

)))
(6)

where σ(·) signifies the sigmoid function, Fout represents the output feature map resulting
from channel-wise concatenation, and the linear function Wµ is implemented through a
1× 1 convolution operation. This convolution operation serves the purpose of reducing
the channel dimensions of the feature map, which aids in the subsequent feature fusion
process.

The double-flow linear pooling enhancement unit integrates shallow and deep features
in a “progressive” manner. It simultaneously feeds the generated contextual information
and the original encoder features into the decoder. In addition to diminishing the semantic
information gap between different pathways, the DLE unit strengthens information ex-
change between the encoder and decoder pathways, leading to enhanced model stability.
Moreover, the features extracted by this unit have a beneficial impact on the localization of
target regions. Furthermore, the deep convolution and pooling operations partially reduce
both the parameter count and computational load.

3.5. Cross-Level Information Interaction

While extracting detailed features of the liver and tumor, shallow a priori knowledge
like organ boundaries and texture is often neglected. To address this concern, we introduced
a cross-level information interaction mechanism based on bidirectional residual connections.
This mechanism enhanced the network’s capability to learn and represent features by
modeling both the encoder and decoder. As depicted by the blue arrows in Figure 6, the
cross-level information interaction mechanism comprised shallow forward residuals and
deep reverse residuals, detailed below.

Double-flow Linear Pooling 

Enhancement Unit（DLE）
C

Encoder

layeri

Decoder

layeri-1

Decoder

layeri

forward shallow residual

reverse deep residual

Double-flow Linear Pooling 

Enhancement Unit（DLE）
C

Encoder

layeri

Decoder

layeri-1

Decoder

layeri

forward shallow residual

reverse deep residual

Figure 6. The structure of the cross-level information interaction mechanism (CII).

Suppose xi ∈ R
H×W×C

denotes the shallow forward residual input originating from
layer i of the encoder, and fi−1 ∈ R

H
2 ×

W
2 ×

C
2 represents the deep reverse residual input

received from layer i− 1 of the decoder.
First, an upsampling operation is conducted on fi−1 to bring its resolution in line

with that of xi for subsequent operations. This upsampling is achieved through bilinear
interpolation.

fi−1
′ = upsample( fi−1) (7)

Then, xi and fi−1
′ are summed element-wise and directed into the DLE unit for feature

extraction. The features obtained are combined with xi and subsequently reduced in
dimensionality using linear mapping to produce the ultimate output yb.

yb =
(
Concatenate

(
DLE

(
xi + fi−1

′), xi
))

G (8)



Appl. Sci. 2023, 13, 10443 9 of 21

where DLE denotes the double-flow linear pooling enhancement unit, and G denotes the
linear mapping function, which is implemented by 1 × 1 convolution.

The cross-level information interaction mechanism, founded on bidirectional residuals,
achieves the fusion of contextual information across various layers. It effectively addresses
the problem of forgetting a priori knowledge during training and expedites feature fusion
within the network, serving as an automatic learning mechanism.

4. Results
4.1. Implementation Details

MDAU-Net was implemented with the Tensorflow2.0 framework, and we used a Tesla
V100 to accelerate the calculations. We employed the Adam optimizer during the training
process, which is widely selected in medical image segmentation tasks. Considering the
computing resources, we set the batch size to eight. The initial learning rate was set to
1 × 10−4, and when the loss did not decrease after two epochs, we updated the next learning
rate to one-tenth of the current one. All experiments and models were trained using the
same parameters.

4.1.1. Dataset

The segmentation datasets used in this paper were Liver Tumour Segmentation (LiTS)
and Segmentation of the Liver Competition 2007 (SLiver07).

LiTS is the public dataset of the MICCAI 2017 Liver Tumor Segmentation Challenge,
which contains 131 training sets and 70 test sets. Both of them contain patients’ contrast-
enhanced 3D abdominal CT scans with a resolution of 512× 512. The in-plane resolution is
0.55~1.0 mm. The training dataset was labeled by experienced clinicians, but the testing
dataset was not. Nevertheless, due to the large scale of the dataset and the high quality of
the CT scans, it is currently a wildly used dataset in liver and tumor segmentation tasks.

SLiver07 is an earlier dataset that originated from the Segmentation of the Liver
Competition 2007 (SLIVER07). It contains 20 training sets and 10 testing sets, which
comprise clinical CT scans. The size of the images is 512× 512, with an in-plane resolution
of 0.56~0.8 mm. The training sets are labeled, while the 10 testing sets of CT scans are not,
and both sets only contain liver information.

Since the testing sets of the two datasets were unlabeled, we only used the training
set for all experiments. In detail, we used these two datasets for liver segmentation
experiments, though only LiTS was selected to conduct tumor segmentation, as Sliver07
does not contain tumor information.

4.1.2. Data Preprocessing and Enhancement

For both LiTS and SLiver07, the training sets were further randomly partitioned into
training and test subsets in an 8:2 ratio. This division was instrumental in evaluating the
model’s performance and generalization capacity. During the experimental data prepara-
tion phase, all original CT images underwent adjustment so that the Hounsfield values
(HU values) fell within the range of [−200, 200]. This ensured that the images retained
maximum liver volume while mitigating the noise interference stemming from other organs
and background factors. Subsequently, the images were resampled, and their resolution
was downsized from 512 × 512 to 256 × 256 to reduce computational overhead. Finally,
normalization, slicing, and histogram equalization operations were performed sequentially.

Figure 7 shows some comparison images randomly selected from LiTS before and
after preprocessing, where (1) to (3) are the original CT images without processing, and
(4) to (6) are the images after a series of preprocessing operations. Obviously, the prepro-
cessed images provided clearer boundary contours between abdominal organs, such as
the liver. The contrast with the background was significantly enhanced, accompanied by
more complete local details, which helped the network to capture more adequate feature
information.
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Compared to other semantic segmentation datasets, our dataset was small in size and
originated from a small sample pool, so the data were enhanced by panning and rotating
before the experiment to improve the diversity of the dataset.

(1) (2) (3)

(4) (5) (6)

(1) (2) (3)

(4) (5) (6)

Figure 7. Comparison before and after data preprocessing.

4.1.3. Loss Function

During computer-aided diagnosis or clinical processes, achieving high recall is a
critical performance indicator for models. The presence of unbalanced data in medical
datasets makes a network easily fall into the local optimum. This, in turn, adversely impacts
segmentation performance, often leading to a high precision but low recall. In order to
balance the differences between categories among the training samples, Tversky loss was
experimentally selected as the loss function to calculate the similarity between the predicted
labels and the ground truth, with the following equation:

T(α, β) =
∑n

i=1 p0ig0i

∑n
i=1 p0ig0i + α∑n

i=1 p0ig1i + β∑n
i=1 p1ig0i

(9)

where p0i denotes the probability that the ith voxel is a tumor; p1i denotes the probability
that the ith voxel is not a tumor; g0i = 1 denotes a lesion voxel; g0i = 0 denotes a normal
voxel; and g1i the opposite. α and β are two hyperparameters, set to α + β = 1, reducing
the effect of positive and negative sample imbalance on model performance by adjusting
the values of α and β. When α = β = 0.5, Tversky loss [24] simplifies to the Dice coefficient
while equating to the balanced F score (F1 score).

4.1.4. Evaluation Metrics

To evaluate the model performance and generalization ability more objectively and
comprehensively, we selected five evaluation metrics for the experiments:

1. Dice coefficient (Dice)

Dice =
2× |P

⋂
G|

|P|+ |G| (10)

2. Precision

Pre =
TP

TP + FP
(11)

3. Recall

Recall =
TP

TP + FN
(12)

4. Volumetric overlap error (VOE)

VOE = 1− P
⋂

G
P
⋃

G
(13)
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5. Relative volume error (RVD)

RVD =
|P| − |G|
|G| (14)

where TP is true positive, indicating that the liver region was correctly segmented; TN is
true negative, which indicates that other organ regions were correctly segmented as the
background; FP is false positive, which means that other organ regions were incorrectly
segmented as the liver; FN is false negative, implying that the liver regions were incorrectly
segmented as the background; P indicates the target pixel of the predicted label; and G
represents the target pixel of the ground truth.

4.2. Loss Function Comparison Experiment

The imbalanced distribution of target and background poses a significant challenge
in the domain of liver and liver tumor segmentation. This imbalance not only diminishes
models’ accuracy and generalization but also tends to favor high precision at the expense
of low recall. To address this issue algorithmically, experiments were conducted to refocus
the model on segmenting challenging samples by rebalancing the class distribution. We
evaluated multiple common binary loss functions in the segmentation field, including Tver-
sky loss, binary cross-entropy loss (BCE loss), Dice loss [25], and focal loss [26], on the LiTS
dataset. The goal was to identify a loss function that was well-suited to our segmentation
task and illustrate how it could alleviate the impact of imbalanced sample distribution on
model performance, showcasing its superiority in enhancing model effectiveness compared
to other loss functions.

The results are presented in Table 1. When the model employed Tversky loss, it
achieved the best performance in Dice, Recall, and VOE, with scores of 0.9433, 0.9451, and
0.1053, respectively. In the case of BCE loss, the RVD exhibited the most favorable effect at
0.0189. However, when focal loss was utilized, the model’s accuracy reached its highest
point at 0.9662, but this came at the cost of a noticeable trade-off between precision and
recall, resulting in a pronounced impact on class distribution. In comparison to the other
three sets of loss functions, Tversky loss stood out with the most substantial optimization
effect on model performance and a superior ability to balance positive and negative samples
within the dataset. The gap between precision and recall steadily narrowed as both metrics
improved, so this was selected as the experimental loss function.

Table 1. Loss function comparison test on LiTS.

Loss Dice Precision Recall VOE RVD

Dice loss 0.9420 0.9490 0.9393 0.1076 0.0205
Focal loss 0.9044 0.9662 0.9116 0.1745 0.1872

Tversky loss 0.9433 0.9515 0.9451 0.1053 0.0383
BCE loss 0.9328 0.9486 0.9396 0.1239 0.0189

Bold text in the table represents the optimal results.

4.3. Validity Experiment of Cross-Level Information Interaction

In MDAU-Net, the cross-level information interaction mechanism, based on bidirec-
tional residual connections, is frequently utilized in conjunction with the double-flow linear
pooling enhancement unit. To demonstrate its effectiveness, we used U-Net with DLE
as the baseline and assessed the segmentation performance by sequentially introducing
residual pathways. We categorized the experiments into four groups. The first group
served as the baseline, while the second and third groups were comparative experiments
involving the addition of reverse and forward residual connections, respectively. The
fourth group combined both forward and reverse residual connections. Table 2 displays the
segmentation results for each group. Notably, performance was weakest when no residual
connections were added. However, the introduction of either forward or reverse residuals
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led to varying degrees of performance improvement, with forward residuals demonstrating
a more substantial positive impact on the network than reverse residuals. When both sets
of residual connections were simultaneously incorporated, all evaluation metrics surpassed
those of the first three groups. Compared to the baseline experiments, improvements of
0.0137, 0.0032, 0.0389, 0.0432, and 0.0313 were observed. Figure 8a presents the radar chart
for this experiment, where the addition of two sets of residuals resulted in the largest cov-
erage area on the coordinate axes, confirming that the cross-level information interaction
mechanism based on bidirectional residual connections effectively mitigated knowledge
forgetting issues and enhanced the network’s learning capabilities.

Table 2. The performance of validity experiments on the LiTS dataset.

Method Dice Precision Recall VOE RVD

Baseline 0.9067 0.9392 0.9019 0.1694 0.0759
Baseline + reverse residual 0.9080 0.9399 0.9054 0.1674 0.0872
Baseline + forward residual 0.9145 0.9403 0.9366 0.1398 0.0478

Baseline + bidirectional residual 0.9204 0.9424 0.9408 0.1262 0.0446

Bold text in the table represents the optimal results.

(a) (b)

Figure 8. This image shows the radar chart results from the validity experiment in Section 4.3 and the
ablation experiment in Section 4.4: (a) radar chart of validity experiments, (b) radar chart of ablation
experiments.

4.4. Ablation Results

To evaluate the effectiveness of various modules, we designed eight ablation exper-
iments using the LiTS dataset. We chose U-Net with CII as the baseline to conduct the
experiments. The first set was the baseline experiment. Sets 2 through 4 involved adding
DLE, ResBlock, and CAE, respectively, on the basis of Experiment 1, which we used to
verify the effect of each module on the baseline. Sets 5 to 7 added different combinations
of modules onto the baseline to explore the dependencies among them. To verify the
performance of the proposed method (MDAU-Net), set 8 added all modules to the first set
to conduct training.

The results of the ablation experiments are displayed in Table 3 and Figure 8b. As
depicted in Table 3, in the third set of experiments, the RVD attained a value of 0.0293,
demonstrating that the inclusion of the residual encoder effectively preserved shallow
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features, thereby enhancing accuracy in organ boundary contour segmentation. In the
fourth set of experiments, the Dice coefficient reached a value of 0.9447, indicating that
valuable information was efficiently multiplexed within the cascaded adaptive feature
extraction unit (CAE), resulting in increased similarity between the segmentation results
and the ground truth. The results from other experimental sets showed that the addition
of the ResBlock, CAE module, and DLE module each had a distinct positive impact on
performance. Additionally, the radar plot in Figure 8b illustrates that MDAU-Net (red
contour) achieved comparable Dice and RVD values while exhibiting superior accuracy,
recall, and reduced error between predictions and ground truth.

Table 3. The performance of ablation experiments on LiTS.

Method Dice Precision Recall VOE RVD

Baseline 0.8481 0.8879 0.8745 0.2536 0.2698
Baseline + DLE 0.9204 0.9424 0.9408 0.1262 0.0446

Baseline + ResBlock 0.9375 0.9409 0.9437 0.1161 0.0293
Baseline + CAE 0.9447 0.9422 0.9445 0.1064 0.0339

Baseline + DLE + CAE 0.9371 0.9437 0.9436 0.1062 0.0412
Baseline + DAE + ResBlock 0.9407 0.9425 0.9431 0.1056 0.0395
Baseline + ResBlock + CAE 0.9419 0.9354 0.9443 0.1070 0.0407

MDAU-Net 0.9433 0.9515 0.9451 0.1053 0.0383

Bold text in the table represents the optimal results.

5. Discussion
5.1. Quantitative Analysis of Liver Segmentation

To verify the effectiveness of MDAU-Net, we tested the method on the LiTS and
SLiver07 datasets and compared it with other widely used segmentation methods.

Quantitative Analysis of Liver Segmentation on LiTS. The results of the liver segmenta-
tion on the LiTS dataset are shown in Table 4. The Dice, Precision, Recall, VOE, and RVD of
MDAU-Net were 0.9433, 0.9515, 0.9451, 0.1053, and 0.0383, which were increased by 0.0952,
0.0636, 0.0706, 0.1483, and 0.2159, respectively, compared with the baseline U-Net values.
Meanwhile, MDAU-Net had a significantly better balance between accuracy and recall, and
the performance was outstanding in liver organ segmentation when compared to previous
networks. Figure 9a shows the radar plots of the quantitative analysis of different models
using LiTS. The red line represents MDAU-Net, which has the largest area covered by
metrics on the axes, so that it can be more intuitively observed that its performance was
better than the other comparison models.

Table 4. Liver semantic segmentation results of different models on LiTS.

Method Dice Precision Recall VOE RVD

U-Net 0.8481 0.8879 0.8745 0.2536 0.2698
RU-Net [27] 0.8614 0.8902 0.8807 0.2415 0.2501

ResUNet [28] 0.9220 0.9263 0.9450 0.1427 0.0599
Attention U-net [29] 0.9197 0.9189 0.9236 0.1463 0.0575

UNet++ [10] 0.9106 0.9173 0.9075 0.1591 0.0818
SAR-U-Net [30] 0.9378 0.9504 0.9326 0.1142 0.0736

ResBCU-Net [31] 0.9359 0.9428 0.9302 0.1810 0.0587
RMS-UNet [32] 0.9171 0.9227 0.9157 0.1492 0.0646
MD-UNET [33] 0.9338 0.9433 0.9331 0.1224 0.0604

MDAU-Net (our model) 0.9433 0.9515 0.9451 0.1053 0.0383

Bold text in the table represents the optimal results.

Figure 10 displays the visualized results of the liver segmentation comparison test
in this section. In these figures, the green lines represent the actual labels of the CT
images, while the red lines indicate the prediction results. Additionally, we zoomed
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in on specific areas for easier observation. It can be inferred that due to the relatively
simple structure of the jump connection between ResUNet and SAR-U-Net codecs, there
was ineffective fusion of deep and shallow features, resulting in less precise image detail
processing and a noticeable loss of edge information. Moreover, U-Net and UNet++
exhibited a limited utilization of a priori knowledge, such as shallow features, leading
to difficulties in distinguishing between similar tissues and more prominent instances
of mis-segmentation, where background organs were mistakenly segmented as the liver.
In contrast, the visual segmentation results of MDAU-Net displayed the most complete
segmentation and label curves, effectively fitting both continuous and truncated regions,
with no significant instances of mis-segmentation or over-segmentation in detail processing.

To provide further insights into the test results of each model on the LiTS dataset and
to assess the distinctions between the predictions of different models and the ground-truth
labels, we utilized the confusion matrix. The results are presented in Figure 11, revealing
that U-Net, U-Net++, and ResUNet exhibited difficulties in accurately recognizing the liver
region, often misclassifying it as background. In contrast, MDAU-Net demonstrated a more
balanced discrimination between the liver and background compared to other methods,
with an extremely low probability of mis-segmentation and superior overall segmentation
quality.

(a) (b)

Figure 9. This image shows the radar chart results from the liver segmentation in Section 5.1 on
LiTS/Sliver07: (a) radar chart from LiTS, (b) radar chart from Sliver07.

Quantitative Analysis of Liver Segmentation on SLiver07. We opted to retrain MDAU-
Net using the SLiver07 dataset to further assess its model performance. The experimental
outcomes are detailed in Table 5, while Figure 9b presents corresponding radar plots of
the experimental data. As indicated in the table, MDAU-Net achieved evaluation scores
of 0.9706, 0.9743, 0.9757, 0.0569, and −0.0095 for various metrics. These scores represent
improvements of 0.1138, 0.0137, 0.0169, 0.0932, and 0.1524 compared to the baseline U-Net,
and they surpassed the performance of other methods to varying degrees. In the radar plot,
MDAU-Net is depicted by a red outline, clearly demonstrating that it covers a wider area,
indicative of its overall superiority compared to other examined methods.
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Input Ground Truth U-Net ResUNet UNet++ SAR-U-Net MDAU-NetInput Ground Truth U-Net ResUNet UNet++ SAR-U-Net MDAU-Net

Figure 10. Visualization of results of liver segmentation using different methods on LiTS.

(a) U-Net (b) ResUNet (c) UNet++

(d) SAR-U-Net (e) ResBCU-Net (f) MDAU-Net

(a) U-Net (b) ResUNet (c) UNet++

(d) SAR-U-Net (e) ResBCU-Net (f) MDAU-Net

Figure 11. Confusion matrix from liver segmentation in Section 5.1 on LiTS.

The visualized segmentation results for this set of experiments are presented in
Figure 12. In these figures, the green lines represent the true labels, while the red lines
depict the predicted results. To highlight the differences in segmentation outcomes, we mag-
nified specific local areas. It is evident that U-Net and UNet++ exhibited more pronounced
instances of mis-segmentation in the liver slices, with significant disparities between the
segmentation results and the real labels in other slices. While ResUNet and SAR-U-Net
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produced improved segmentation results in the liver region compared to the former two
methods, they still missed some detailed information in challenging segmentation areas.
Conversely, MDAU-Net demonstrated the most complete overlap between the segmenta-
tion curves and the real labels, while also processing details such as the liver contour edge
more comprehensively. This resulted in improved segmentation outcomes for liver slices of
varying shapes and sizes compared to other methods.

Table 5. Liver semantic segmentation results for different models on SLiver07.

Method Dice Precision Recall VOE RVD

U-Net 0.8568 0.9606 0.9588 0.1501 0.1619
RU-Net [27] 0.9032 0.9617 0.9546 0.1012 0.0523

ResUNet [28] 0.9697 0.9693 0.9740 0.0591 0.0184
Attention U-net [29] 0.9617 0.9501 0.9749 0.0733 −0.0254

UNet++ [10] 0.9703 0.9696 0.9515 0.0574 −0.0117
SAR-U-Net [30] 0.9655 0.9672 0.9746 0.0664 −0.0184

ResBCU-Net [31] 0.9658 0.9647 0.9723 0.0610 −0.0229
RMS-UNet [32] 0.9673 0.9601 0.9755 0.0591 −0.0238
MD-UNET [33] 0.9679 0.9732 0.9746 0.0601 −0.0162

MDAU-Net (our model) 0.9706 0.9743 0.9757 0.0569 −0.0095

Bold text in the table represents the optimal results.

Input Ground Truth U-Net ResUNet UNet++ SAR-U-Net MDAU-NetInput Ground Truth U-Net ResUNet UNet++ SAR-U-Net MDAU-Net

Figure 12. Visualization of results of liver segmentation using different methods on SLiver07.

Figure 13 presents the confusion matrix illustrating the segmentation results of each
model on the SLiver07 dataset. It is evident that MDAU-Net exhibited a more balanced
segmentation ability for both the liver and background regions, achieving superior segmen-
tation results compared to other methods.

5.2. Quantitative Analysis of Liver Tumor Segmentation

On the LiTS dataset, we conducted a further comparison of MDAU-Net’s performance
in tumor segmentation tasks with other methods, and the results are presented in Table 6.
When combined with the radar plot depicted in Figure 14, it is evident that MDAU-Net
outperformed other methods in terms of Dice, VOE, and RVD, achieving values of 0.8387,
0.2699, and −0.0743, respectively. These values were 0.213, 0.1898, and 0.1929 higher
than those obtained with UNet, indicating an overall superior segmentation performance
compared to the other methods.
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(a) U-Net (b) ResUNet (c) UNet++

(d) SAR-U-Net (e) ResBCU-Net (f) MDAU-Net

(a) U-Net (b) ResUNet (c) UNet++

(d) SAR-U-Net (e) ResBCU-Net (f) MDAU-Net

Figure 13. Confusion matrix from liver segmentation in Section 5.1 on SLiver07.

Table 6. Tumor segmentation results of different models on LiTS.

Method Dice Precision Recall VOE RVD

U-Net 0.6257 0.6013 0.6128 0.4597 −0.2672
RU-Net [27] 0.6528 0.6233 0.6657 0.3926 −0.2519

ResUNet [28] 0.8254 0.8027 0.8550 0.2874 −0.0798
Attention U-net [29] 0.6683 0.6620 0.6807 0.3819 −0.0818

UNet++ [10] 0.7397 0.9340 0.7599 0.3995 −0.1930
SAR-U-Net [30] 0.8096 0.8317 0.8101 0.3495 −0.0770

ResBCU-Net [31] 0.6818 0.6243 0.7935 0.4588 −0.2278
RMS-UNet [32] 0.6712 0.6258 0.7829 0.4031 −0.2517
MD-UNET [33] 0.7838 0.7289 0.8593 0.3447 −0.1596

MDAU-Net (our model) 0.8387 0.8211 0.8736 0.2699 −0.0743

Bold text in the table represents the optimal results.

The visualization of the tumor segmentation results is presented in Figure 15. It is
apparent that UNet and UNet++ exhibited insufficient segmentation and diagnostic errors
when dealing with lesions characterized by blurred boundaries and small sizes. On the
other hand, ResUNet and SAR-U-Net faced challenges in distinguishing between similar
tissues, leading to suboptimal segmentation results. In contrast, MDAU-Net excelled in
effectively localizing lesion tissues and accurately segmenting border regions, particularly
for non-contiguous and small-sized lesions, demonstrating significantly improved perfor-
mance. This underscores the effectiveness of the proposed method in addressing the issue
of useful information loss, reducing the semantic gap between different pathways and
achieving segmentation results with clear boundaries between lesion regions and normal
tissues. Consequently, the proposed method holds substantial clinical value.
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The confusion matrix illustrating the results of liver tumor segmentation on the
LiTS dataset is displayed in Figure 16. Overall, all of these models demonstrated a high
level of segmentation accuracy for non-diseased regions. In contrast, the segmentation
results obtained by MDAU-Net were notably superior, with only a very small number
of samples misclassified as non-diseased regions. Consequently, the likelihood of false-
negative segmentation results is minimal, leading to more balanced segmentation outcomes.

Figure 14. This image shows the radar chart results from liver tumor segmentation in Section 5.2
on LiTS.

Input Ground Truth U-Net ResUNet UNet++ SAR-U-Net MDAU-NetInput Ground Truth U-Net ResUNet UNet++ SAR-U-Net MDAU-Net

Figure 15. Visualization of results of liver tumor segmentation using different methods on LiTS.
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(a) U-Net (b) ResUNet (c) UNet++

(d) SAR-U-Net (e) ResBCU-Net (f) MDAU-Net

(a) U-Net (b) ResUNet (c) UNet++

(d) SAR-U-Net (e) ResBCU-Net (f) MDAU-Net

Figure 16. Confusion matrix from liver tumor segmentation in Section 5.2 on LiTS.

6. Conclusions

Owing to the exceptional achievements of U-Net in medical image processing, it has
gained widespread adoption in liver and liver tumor segmentation tasks. Nonetheless, its
straightforward network architecture hinders the comprehensive utilization of valuable
features, leading to reduced feature mobility within the network. Moreover, the presence
of a semantic gap impedes the effective fusion of shallow and deep features, consequently
impacting the segmentation performance.

To address these issues, we proposed MDAU-Net, a novel segmentation network.
MDAU-Net introduces a double-flow linear pooling enhancement unit within the jump
connection segment, effectively narrowing the semantic divide and facilitating the fusion of
shallow and deep features at each layer. Additionally, it incorporates a cascaded adaptive
feature extraction unit as a bottleneck layer, which combines attention mechanisms with
dense connectivity to enhance the network’s capacity for exploring deep semantic informa-
tion and improving feature mobility. Furthermore, a cross-level information interaction
mechanism, based on bidirectional residuals, was introduced in the jump connection to
mitigate the problem of a priori knowledge loss during training. Finally, we redesigned
the encoder to incorporate the residual structure, not only enhancing the network’s ability
to retain and extract original features but also mitigating the gradient vanishing problem.
Through experiments conducted on the LiTS and Sliver07 datasets, we confirmed that
MDAU-Net consistently delivered outstanding performance across various datasets. It
excelled not only in accurately segmenting the target region but also in handling intri-
cate details such as edges with remarkable precision, demonstrating strong generalization
capabilities.
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