The Design of a Video Reflection Removal Method Based on Illumination Compensation and Image Completion Fusion
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Abstract: Our objective is to develop a video reflection removal algorithm that is both easy to compute and effective. Unlike previous methods that depend on machine learning, our approach proposes a local image reflection removal technique that combines image completion and lighting compensation. To achieve this, we utilized the MSER image region feature point matching method to reduce image processing time and the spatial area of layer separation regions. In order to improve the adaptability of our method, we implemented a local image reflection removal technique that utilizes image completion and lighting compensation to interpolate layers and update motion field data in real-time. Our approach is both simple and efficient, allowing us to quickly obtain reflection-free video sequences under a variety of lighting conditions. This enabled us to achieve real-time detection effects through video restoration. This experiment has confirmed the efficacy of our method and demonstrated its comparable performance to advanced methods.
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1. Introduction

Reflection removal involves separating the layers of an image into the background and reflection layers. There are various methods for removing reflections, including single image reflection removal (SIRR) [1–15], multi-image reflection removal [16–21], video reflection removal [22–25], light field camera reflection removal [26–29], and special function camera (sensor) reflection removal [30,31]. The image removal model is shown in Figure 1.

Recent research has revealed that machine learning networks [9,10] that are designed well can learn the distinguishing features of specific reflection removal methods from a vast amount of training set data. For instance, by using image features for the semantic segmentation of images [6] or extracting core modules for reflection dynamics [5], usually from VGG networks, these networks can better predict the movement of the background and reflection layers and suggest image reflection parts. Typically, prediction is carried out in two stages [7,9,11]. In another study, a solution was proposed to minimize the issue of under/over exposed pixels in captured images. This was achieved by using multiple polarized images taken at different exposure times [16] and introducing the weighted non-negative matrix decomposition of full change regularization. It should be noted, however, that these methods often require a longer sample training time.

In this paper, we provide a method for removing reflection layer areas from videos that does not require training. It uses an image completion strategy and a lighting correction mechanism. This process has two essential components: (1) The recognition of reflection regions, which compares the two video frames before and after the region and
lowers the error rate of recognition by using a lighting correction technique; (2) Pixel substitution methods in the reflection removal process in order to cover the intended reflection area and make the reflection removal procedure simpler. The target area recognition step of this method’s detection speed and reflection removal integrity may be guaranteed by coupling these two activities. In contrast to [4,16,26,28], our technique does not need the building of a complicated machine learning network or a substantial amount of sample training, and the process for acquiring pictures is also rather straightforward. Our contributions are summarized as follows:

1. We propose a video reflection removal method based on the combination of image complementation and illumination compensation, which has a 5.2% higher reflection region removal accuracy and operation speed than without adding illumination compensation.

2. We propose an illumination compensation mechanism based on a combination of luminance adjustment and gamma correction for reflective region extraction by joint MSER region matching.

The rest of this paper is organized as follows: In Section 2, we introduce an illumination compensation mechanism based on a combination of brightness adjustment and gamma correction, as well as a reflection region extraction method based on MSER region matching, with a focus on the reflection region removal method based on image completion and illumination compensation fusion. This paper analyzes the effectiveness of a reflection region removal method based on image completion and lighting compensation fusion. By comparing the image completion-based reflection region removal method with the relative motion-based reflection region removal method, the superiority of our method was found. In Section 3, we obtain the superiority of our method through comparative experiments.

Figure 1. Physical (left) and mathematical (middle) image formation models of the image reflection removal method and the actual experimental presentation scenario (right). Types I and II ignore the refraction effect of thicker glass, while type III exists with thicker glass, which reflects and refracts light from the glass front object to different locations and exhibits different intensities, respectively, leading to the superimposed image phenomenon of the mirror front object in the reflective layer.
2. Related Works

Single Image Reflection Removal (SIRR). Earlier researchers usually used a priori methods for image reflection removal, such as layer sparsity [2] and smoothing [3]. These methods mainly rely on the a priori asymmetry of the layers (reflection and background layers), and their applicability is limited by special cases. In recent years, machine learning-based reflection removal methods have prevailed. This approach learns the properties of specific reflection removal methods from a large training set of data by well-designed machine learning networks [4]. To facilitate the learning of the learning network, some auxiliary cues are generally used to help train the learning network. For example, using image features to extract the reflection dynamics core module [5], the module is typically extracted from a VGG network to better predict the motion of the background layer and the reflection layer and propose the image reflection part. Some methods use hybrid networks [15] for image deblurring or image enhancement, after which gradient information [1,4,6,7] and edge information [10] are explored; their information can be fused with reflection formation models [8] and Alpha hybrid masks [14], among others, to achieve the linear expression prediction of image reflections, generally choosing to use two stages [7,9,11] for prediction. Although machine learning-based methods achieve good results for radiation removal, they all try to solve the problem from the perspective of a single image.

Multi-image reflection removal. Multi-image reflection removal generally captures multiple images of a scene in a predefined manner, an operation that makes the reflection removal problem easier to handle. Most of the methods studied for multi-image reflection removal are based on motion cues [17–19], which exploit the difference in motion between two layers of images of the same target scene captured from different viewpoints. Some of the multi-image reflection removal methods adhered to the sparse non-negative matrix decomposition (NMF) optimization by combining a color illumination reflection model with NMF optimization in a multi-image framework [20]. According to the synthetic data of this method, the real data images of non-dielectric materials that are obtained conform to the proposed reflection model. Some of them also combine image information and multiscale gradient information with human perception-inspired loss functions [21] to accomplish reflection removal from images with machine learning. There are also some studies that use multiple polarized images taken at different exposure times in order to achieve high accuracy reflection removal in high dynamic range scenes [16] and minimize the under/over exposure pixel problem of the captured images by introducing a weighted non-negative matrix decomposition (WNMF) with full variation regularization. These multi-image methods lead to better reflection removal results due to the availability of image information from different viewpoints. However, the acquisition of images takes a long time and is professional, which limits the applicability of non-professional personnel.

Video reflection removal. Motion cues are also often used to handle video reflection removal [15–22]. Information about the relative displacement of the environment (i.e., reflection dynamics) captured in the image sequence and separated from the video frames is used to help image sequences separate reflection layers and reduce reflection artifacts using temporal coherence constraints. Some studies proposed a recursive method for reflection removal based on a prediction-correction model [25], which is able to effectively decompose the reflected image into different layers (reflection and background layers) according to the principle of a real centrifuge. Some studies separated reflections and dirt by averaging images through a priori algorithms [23], and others introduced optical flow into specular reflection removal methods with high-speed cameras and stroboscopes [24], using the optical flow method to compensate for the noise at the specified location of the specular reflection due to inter-frame differences when the high-speed camera moves. Unlike the real experimental video that contains both object and camera motion, our experiments only need to bring two frames of the image sequence in the video frame into the model and use the feature extraction method to extract the same region in both frames,
as the reflection removal action range for reflection removal and the video reflection can be removed by the inter-frame difference method for changing reflection images.

Light field camera reflection removal. Although layer separation is irrelevant to conventional camera imaging, studies [26–28] demonstrate that light-field imaging can be beneficial to handle reflection removal. One study proposed a cue-no-reflection flash cue [27] to make distinguishing reflections easier for reflection removal and to avoid introducing artifacts in the presence of flash-only images when utilizing reflection-free cues by creating a specialized framework. Some of the studies have used reflection removal methods based on light field LF imaging [26,28], using epipolar plane images, retrieving scene depth maps from low frequency images, dividing the gradient points of the images into background and reflection layers based on the depth values, and reconstructing background images using sparse optimization methods. The drawback of the method proposed in the study above is that a special light field camera is required for reflection removal. By contrast, our proposed method uses a camera for environmental information acquisition without the flash processing of the acquired image, which can simplify the image data acquisition process.

Special function camera/sensor reflection removal. Special format images acquired by special cameras will have better results for the reflection removal of images. A study [30] proposed a learning framework-based reflection removal method for RGB images by directing the reflection suppression of active NIR images through a near-infrared (NIR) camera. There is also a study of reflection removal using data available on DP sensors [29]. This study simplifies the delineation of image gradients belonging to the background layer region by using out-of-focus-parallax cues that appear in the two sub-aperture views. However, most camera APIs currently do not provide access to this useful data, and the cost of this camera is high.

3. Method

This paper proposes a reflection removal method for black box videos based on the combination of image completion and illumination compensation. We use the gradient reconstruction and completion of transmitted images as a solution to the problem of reflection removal. Some of the reflected images in the video may shake due to vehicle bumps, and traditional feature matching region extraction methods cannot fully extract the target region. Based on the MSER feature region extraction method, we decompose the video into video frames and combine all of its frames into an image sequence. This article utilizes the phenomenon that the reflective imaging position and overall shape of the windshield do not change due to the driving of the vehicle and are only related to the direction of sunlight exposure. Different reflected images presented under different lighting conditions is compensated for through the addition of a loss function. Finally, the image is reconstructed using a motion gradient method through image completion to achieve the effect of reflection removal. Our approach comprises two key parts: (1) The extraction of the reflection region, which entails illumination adjustment and MSER region matching of the front and back picture frames; (2) The removal of reflections from images. Image differentiation is used together with the IRLS method and a penalty function for motion map decomposition to produce a background layer sequence. Figure 2 depicts our approach in broad strokes.
Figure 2. An overview of our method. The blue module is used for video framing operations, selecting images with reflective areas, calculating the number of images used in the image sequence (represented by the green module), and then adding lighting compensation for image completion (represented by the orange module). Reflection removal is achieved through the difference between the image and the reflection layer (represented by the pink module). Finally, image collection and video restoration (represented by the purple module) are carried out.

3.1. Light Compensation

The recognition process of the reflection areas is usually influenced by the background layer and lighting intensity; the changes in lighting intensity have an especially significant impact on the accuracy of real-time reflection area recognition in black box cameras. In order to identify the reflection area more easily, this paper uses a light compensation algorithm based on the combination of brightness adjustment and gamma correction to make up or reduce the light compensation of the area where the reflection is not obvious due to the light change. The gradient difference of the image is used to determine whether brightness adjustment and light compensation are needed. Figure 3 shows the overall process of the algorithm.

Figure 3. A flowchart of the reflective region removal method based on the combination of image complementation and illumination compensation.
3.1.1. Image Gradient Metric

In order to standardize the gradient metric, we set the acquired image as $I(x, y)$ and the pixels of the image as $P = \{ P_1, P_2, ..., P_n \}$. Then, the gradient value of a pixel point $P_i$ in the acquired image within a certain exposure time $t_e$ is

$$ R(P_i, t_e, I) = \| \nabla I(P_i, t_e) \| $$  \hspace{1cm} (1)

where $\nabla I = \frac{\partial I}{\partial x} \frac{\partial I}{\partial y}$, the total image gradient value, is

$$ W_c = \sum_{P_i \in P} R(P_i) $$  \hspace{1cm} (2)

$$ W_p = \begin{cases} \frac{1}{N} \log(\eta(R(P_i) - T) + 1), & R(P_i) \geq T \\ 0, & R(P_i) < T \end{cases} $$  \hspace{1cm} (3)

The image gradient is normalized by Equation (3) to accelerate the convergence of the operation and to improve computational efficiency, where $R(\cdot)$ is the normalized pixel of the image. In this paper, a Gaussian function is used to simulate the influence of different brightness components on the image. By analyzing the influence factors of brightness with different weights, the brightness estimate $B_0(x, y)$ of the gradient value is obtained. $T$ is the activation threshold, and $\eta$ is the weight coefficient to adjust the intensity.

3.1.2. An Illumination Compensation Mechanism Based on Luminance Adjustment and Gamma Correction

In order to prevent the low accuracy of reflective region recognition due to illumination, an illumination compensation mechanism based on brightness adjustment and gamma correction is proposed in this paper. In this method, the video obtained by the black box camera is processed in frames. And the video frame image sequence $F = \{ F_1, F_2, ..., F_n \}$ is taken as the input image $I(x, y)$. The image $I(x, y)$ is converted from RGB space to YUV space by the spatial conversion method, and the Y component $w_B(x, y)$ in YUV space is extracted. $w_B(x, y)$ can be obtained when equation (4) is calculated. $k_1$, $k_2$, and $k_3$ are the proportions of R, G, and B channels in the RGB image, respectively.

$$ B_\omega(x, y) = k_1 \times I_\omega(x, y) + k_2 \times I_\omega(x, y) + k_3 \times I_\omega(x, y) $$ \hspace{1cm} (4)

$$ \bar{B}_w = e^{\frac{1}{l \times m} \sum_{x, y} \log(\varphi + B_\omega(x, y))} $$ \hspace{1cm} (5)

where $l$ and $m$ are the number of rows and columns of the respective images. $\varphi$ is the adjustment factor used to avoid pixel singularities in the images. $B_\omega(x, y)$ is the image adjustment luminance function of the logarithmic mean luminance, $\bar{B}_w$, in order to obtain the global and local features of the image.

The normalized luminance $B_\omega(x, y)$ can be expressed with Equation (6) and Equation (7). The original image, $I(x, y)$, can be adjusted for regional luminance to obtain the processed image $I'(x, y)$.
\[
B_i(x, y) = \frac{\log(B_i(x, y) / \overline{B_i} + 1)}{\log(\overline{B_i} + 1) \times [k_1 \times I_s(x, y) + k_2 \times I_c(x, y) + k_3 \times I_n(x, y)]}
\]  

\[
\begin{aligned}
I_s(x, y) &= B_i(x, y) \times I_s(x, y) \\
I_c(x, y) &= B_i(x, y) \times I_c(x, y) \\
I_n(x, y) &= B_i(x, y) \times I_n(x, y)
\end{aligned}
\]

An accurate light compensation of the reflective region cannot be fully realized by luminance adjustment only. The gamma correction of the image curve is also needed to discriminate the dark and light region parts of the image by means of the nonlinear tone editing of the image to improve the contrast effect of the two parts, thus providing a better detection environment for the reflective region identification operation.

Firstly, the image \( I(x, y) \) is converted from RGB space to HSV space. The transformed color space H, S, and V channels satisfy Equation (8). Equation (8) is the expression of the multi-scale Gaussian function \( Q(x, y) \).

\[
Q(x, y) = \frac{1}{N} \times e^{-\frac{x^2 + y^2}{\sigma^2}}
\]

The luminance estimate \( B_0(x, y) \) of the original image is obtained through convolution calculation as shown in Equation (9).

\[
B_0(x, y) = Q(x, y) \times I'_V(x, y) = \frac{1}{N} \times I'_V(x, y) \times e^{-\frac{x^2 + y^2}{\sigma^2}}
\]

In order to obtain the global and local features of the image, this paper uses a Gaussian function to simulate the influence of various luminance components on the image. We use different weights \( \delta_i \) to analyze the influencing factors of luminance and to obtain the luminance estimate of the image \( B_0(x, y) \).

\[
B_0(x, y) = \delta_i \times Q(x, y) = \sum_{i=1}^{n} \delta_i \times \left[ \frac{1}{N} \times e^{-\frac{x^2 + y^2}{\sigma^2}} \times I'_V(x, y) \right]
\]

where \( a \) is the scale factor, \( \frac{1}{N} \) is the normalization constant, and \( \delta_i \) is the weight of each luminance component.

The corresponding convolution kernel range is set according to the scale factor \( a \) of different sizes. \( a \) is proportional to the convolution kernel range. The larger the value of scale factor \( a \), the better the global feature of the detected image brightness value. \( I'_V(x, y) \) is the V-component value of the input image in YUV space. After extracting the luminance components, the two-dimensional gamma correction function Equation (11) is constructed according to image luminance distribution.

\[
\gamma = \left( \frac{1}{2} \right) \frac{B_U - B_0(x, y)}{B_U}
\]

The contrast effect of the two parts of the image is improved by the method of nonlinear tone editing. Equation (12) is used to obtain the gamma-corrected image brightness value in HSV space, after which the image brightness \( B_i(x, y) \) in RGB space and the image \( \overline{I}(x, y) \) are obtained via spatial conversion.

\[
B_i(x, y) = 255 \left( \frac{I'_V(x, y)}{255} \right)^\gamma
\]
\( B_w \) is the average luminance value of the luminance estimate. \( B_t(x, y) \) is the V-channel value in HSV space, which can be obtained from the image \( I_t(x, y) \), according to the spatial transformation \( (HSV \rightarrow RGB) \).

\[
I_t = b \times I(x, y) + c \times \tilde{I}(x, y)
\]

Finally, the brightness adjustment of the target region and the gamma-corrected image are obtained by Equation (13), where \( \tilde{I}(x, y) \) is the gamma-corrected image, and \( b \) and \( c \) are the weight values of the input image \( I(x, y) \) and the corrected image \( \tilde{I}(x, y) \). The use of light compensation mechanisms can improve the visibility of images captured under low lighting conditions or images with strong lighting differences without changing the clarity of the image. By adjusting the brightness and contrast of the image, the dark areas can be clearer and the details more abundant, with a reduction in the incompleteness of the image after the reflection removal operation and the error recognition rate of obstacles. This method can be applied to real-time image processing or large-scale image dataset processing to provide real-time image information of the vehicle’s operating environment after reflection removal. But adding a lighting compensation mechanism cannot solve all lighting problems through simple brightness adjustment and gamma correction. For more complex lighting scenes, this mechanism may not be able to effectively suppress lighting differences or restore details. Secondly, an excessive increase in brightness or contrast may lead to loss of details or overexposure of the image, thereby reducing image quality. Finally, this mechanism is a global adjustment method and cannot handle different regions individually. Therefore, the applicable scenarios set in this paper are only tested and validated for the feasibility of the method under the conditions of relatively uniform lighting. In response to the issue of inability to adjust the region, this paper adds a reflection region extraction process, which involves local reflection region recognition and extraction through MSER region matching.

3.2. Target Area Extraction

The first link of reflection removal is to extract the reflection region to be removed, because the position of the reflection region only changes with the light position during the vehicle travel; the reflection image on the front windshield of the vehicle generally does not change. But the reflection region cannot be completely identified according to the intensity of light, and the phenomenon is shown in Figure 4. This paper defines the region of interest \( A = \{A_1, A_2, ..., A_n\} \) as a region of interest based on graying the detection area, pre-setting the selection threshold range \( [S, S] \), and selecting regions with similar grayscale values. The area of this region needs to be larger than the set threshold range. By calculating the edge gradient difference of the target area in each image \( T_i \) in image sequence \( T = \{T_1, T_2, ..., T_n\} \), we compare the edge gradient difference \( D \) of the target reflection area with the set range threshold \( D_r \). If \( D \leq D_r \), we reduce the brightness in the region of interest except for the target reflection area and reassign the weight of the image; if \( D > D_r \), there is no need for lighting compensation. Then, the MSER algorithm is used to calculate the regional range difference \( AN \). The regional set spacing is \( DN \) [32], and the extraction of the maximally stable extremal regions is represented by \( Q_{i'} \). The specific procedure is as follows.
Figure 4. A diagram of the unchanged reflection area.

Step 1: Video framing. The acquired video is frame separated to obtain image sequence $T = \{T_1, T_2, \ldots, T_n\}$.

Step 2: Region of interest (ROI) extraction. According to the grayscale processing of the detection region $G = \{G_1, G_2, \ldots, G_n\}$, the selection threshold range $[S_x, S_y]$ is preset, and a region of a similar grayscale value is selected. The area of the region needs to be larger than the set threshold range $[S_x, S_y]$. The region is defined as the region of interest $A = \{A_1, A_2, \ldots, A_n\}$.

Step 3: Illumination compensation. By calculating the edge gradient difference of the target region in each picture $T_i$ in the image sequence $T = \{T_1, T_2, \ldots, T_n\}$, the edge gradient difference $D$ of the target reflective region is compared with the set range threshold $c_D$. If its gradient difference $c_D \leq D_c$, the luminance in the region of interest other than the target reflective region is reduced, whereas the luminance is normalized. The luminance component coefficient is set by the luminance influence factor, and the luminance estimate $B(x, y)$ is obtained. The luminance is adjustment based and combined with the gamma correction function $f(I(x, y))$ to assign weights to the images acquired in YUV space, as well as HSV space, to obtain the processed image $D > D_c$.

Step 4: The MSER algorithm is used to extract the maximum stable extreme value region $Q_{\cdot}(\cdot)$. Among them, steps 5–7 are the specific operating steps for MSER.

Step 5: Region range difference $AN_i$ calculation. For the two frames acquired in the experiment, the set of MSER regions for the before and after frames are assumed to be $A_{f} = \{A_{f_1}, A_{f_2}, \ldots, A_{f_n}\}$ and $A_{s} = \{A_{s_1}, A_{s_2}, \ldots, A_{s_n}\}$, respectively. $A_i$ is the set of the differences between the $i$ th MSER region range in the previous frame and the unmatched region in the next frame. The set $A_i$ is normalized, and the effect of normalization is denoted by $AN_i$, where $AN_i = \frac{A_i \cdot \min(A_i)}{\max(A_i) - \min(A_i)}$.

Step 6: The region set spacing $DN_i$ is calculated. Suppose the set of MSER region masses in the front and back images are $Df = \{Df_1, Df_2, \ldots, Df_n\}$ and $Ds = \{Ds_1, Ds_2, \ldots, Ds_n\}$, respectively, $D_i$ is the set of distances between the $i$ th MSER region range in the former image and the unmatched region in the latter image. The set of $D_i$ is normalized and the processing result is denoted by $DN_i$, where $DN_i = \frac{D_i \cdot \min(D_i)}{\max(D_i) - \min(D_i)}$.

Step 7: Extract the matching region $M_i$. Let $M_i$ be the set of the matching values of the $i$ th MSER and extract the MSER corresponding to the smallest $M_i$ as the matching region, which is noted as $M_i = AN_i + DN_i$.

Step 8: Set the initial set of core objects as $\Omega = \phi$, the number of initial clusters as $G = 0$, the initialized dataset as $C = \{C_1, C_2, \ldots, C_s\}$, and the classification result as $S = \phi$. 
Step 9: Traversing dataset $C = \{C_1, C_2, \ldots, C_n\}$ is used to find the kernel points $C_i$. According to the distance measurement, find the neighborhood dataset $N_C$ corresponding to the kernel point $C_i$. If the number of neighborhood dataset is $N_{\text{number}} \geq \text{Minpts}$, add the object $C_i$ to the set of kernel points $\Omega(C_i)$. If the algorithm cannot find the kernel point after the traversal, i.e., the set of kernel points $\Omega = \phi$, then the algorithm ends the operation. At this point, it is determined that the threshold $\text{Minpts}$ and the value of the neighborhood radius are not reasonable. It is generally necessary to expand the value of the neighborhood radius or reduce the threshold $\text{Minpts}$.

Step 10: When $\Omega \neq \phi$, the DBSCAN clustering algorithm continues the operation. A kernel point $C_i$ is randomly selected in the set of kernel points $\Omega(C_i)$. Using density direct and density reachable, all data points belonging to the same classification as $C_i$ are found, and the related points are removed from the set of kernel points $\Omega(C_i)$. The dataset $C = \{C_1, C_2, \ldots, C_n\}$ is established. Repeat step 10 until the dataset $C = \{C_1, C_2, \ldots, C_n\}$ is an empty set and then output the classification result $S = \{S_1, S_2, \ldots, S_n\}$.

3.3. Reflection Removal

Aiming at the reflection region removal part of the video recorded by the black box camera, this paper proposes a reflection region removal method based on image completion. Firstly, the target video is divided into frames. Secondly, according to the area covered by the reflection image in each frame, the reflection layer image is obtained by customizing the layer difference of adjacent sequences. The reflection region extraction algorithm based on MSER fast feature matching and illumination compensation is used to extract the image containing the reflection region. Finally, the illumination compensation is performed on the image of the video frame image sequence that needs brightness adjustment. The reflection area that needs to be removed is covered by the pixel substitution method to obtain the reflection layer image $T_{\mu}^*$, and the video frame image sequence image is subtracted one by one to realize the reflection area removal of the video.

3.3.1. Reflective Region Removal Method Based on Image Complementation

In this paper, we need to perform reflection removal on video data, which belongs to the category of dynamic reflection removal. We first need to split the video into frames and convert the video into image sequences by performing optical flow processing on two of the frames in image sequence $T = \{T_1, T_2, \ldots, T_n\}$, while identifying and extracting the reflection regions present in image sequence $T = \{T_1, T_2, \ldots, T_n\}$, according to the reflection region extraction algorithm in Section 3.2. And then we need to update the reflected regions according to the replacement image pixel method. The part of the area blocked by the reflected area, where the vehicle motion and camera parameters (vehicle speed/camera motion speed $V_c$, field of view $\delta$, camera height $h$, etc.) are, can be preset according to the test requirements.

First, the image objective function is established based on the video frame image sequence $T = \{T_1, T_2, \ldots, T_n\}$ as

$$f(x) = \sum_{i} |I(t) - \mu \times X(V_c(t)) \times B(t) \times X(V_s(t)) \times R(t)|$$

where $\{V_c(t)\}$ and $\{V_s(t)\}$ are the set of layer movement velocities for the reflection and background layers, respectively. In order to reduce the reflection removal accuracy degradation due to image blurring, prior picture constraints are added on the decomposed image and layer motion fields. The natural image gradient in this paper conforms to the heavy tailed distribution $\|H\|_2 + \|L\|_2$, and it is assumed that the detected gradient conforms to the Gaussian distribution. Then, in order to enable the complete
separation of the background layer from the reflection layer, we simplify the construction of the image in the presence of the reflection region by assuming that the objects in the background layer do not duplicate the objects in the reflection layer; i.e., the objects corresponding to strong gradients exist in only one of the two layers and cannot exist in both layers. To adopt this assumed way of object gradient existence, the method is defined as

\[
W(R, L) = \sum_i \|H_{R_i}(t)\|^2 + \|H_{L_i}(t)\|^2
\]

(15)

After that, a sparsity operation is performed on the gradient of the motion field of the two layers, i.e., \( \sum_i \|H_{R_i}(t)\| + \|H_{L_i}(t)\| \), so that the gradient is minimized. By taking all the above factors into account, the reflection removal image objective function constructed in this paper is shown in Equation (16).

\[
F(x)_{\text{min}} = \sum_i \|I(t) - \mu \times X(V_i(t)) \times B(t) \times X(V_o(t)) \times R(t)\|_1 + \lambda_1 \times W(R, L) + \lambda_2 \times (\|H_r\| + \|H_l\|) + \lambda_3 \times \sum_i \|H_{v(i)}\| + \|H_{v(i)}\|
\]

(16)

The gradients of the two selected adjacent video frame images are calculated and the gradient dilution is performed. The latter motion image \( I_{i+1} \) is pixel overlapped (replaced) with the former motion image \( I_i \) using the pixel replacement method, which makes up for the background layer partially covered by the reflective region to obtain the updated video frame image \( I_i' \). Then, the updated video frame image \( I_i' \) is subjected to an image subtraction algorithm with image \( I_i \) to obtain the partially complemented motion image gradient \( R_i(t) \). We calculate the average value of its regional gradient and subtract this average gradient value \( \tilde{H}_i(t) \) from the extracted motion map of the reflected region to obtain the motion gradient map \( I_{i''} \) after the reflected region is removed. Finally, the alternating gradient descent method solves for \( R(t) \) and \( L(t) \). The solution steps are as follows:

Step 1: Simplify target functionality. When solving the inverse problem for each layer (background layer and reflection layer), the relative displacement between the two frames before and after the image can be ignored, which is the running speed. Therefore, the expression for the objective function of image reflection removal can be simplified as

\[
F(x)_{\text{min}} = \sum_i \|I(t) - \mu \times X(V_i(t)) \times B(t) \times X(V_o(t)) \times R(t)\|_1 + \lambda_1 \times W(R, L)
+ \lambda_2 \times (\|H_r\| + \|H_l\|)
\]

(17)

Step 2: Design an improved reiterative weighted least squares (IRLS) method. Using IRLS to optimize unconstrained functions in the presence of 1-norm and 2-norm, where \( R, L, \) and \( A \) are set as the reflection layer component, background layer component, and AlphaMap of the final iteration. By linearizing the objective function data items and smoothing the function expression, a more natural removal effect is achieved to avoid image level mutations.

Step 3: Add the compensation/penalty function \( U(x) = \lambda_c \min(0, R)^3 \). \( \lambda_c \) is the penalty coefficient. By utilizing compensation/penalty functions, the result of poor image reflection removal caused by other external factors (possible external factors such as vehicle bumps, wind speed, etc.) can be reduced in real-time.

Step 4: Correct the \( R, L, \) and \( A \) parameters in step 2 and calculate \( V_o(t), V_i(t) \). Using Equation (17) and using the IRLS algorithm for motion mapping quadratic decomposition.
where $H_R$ and $H_L$ are the gradient values of the reflection layer and the background layer, respectively.

However, by the method for reflective region removal above, a more clearly separated background layer image cannot be obtained for reflective regions with different gradients. The separation results are shown in Figure 5. In order to solve this problem, this paper proposes a reflective region removal method based on improved image complementation and illumination compensation.

$$F'(x)_{mn} = |I(t) - \mu \times X(V_n(t)) \times B(t) \times X(V_n(t)) \times R(t)| + \lambda_1 \times (\|H_R\| + \|H_L\|)$$  

(18)

Figure 5. The results of an image complementation-based reflective region removal method.

3.3.2. A Reflective Region Removal Method Based on the Combination of Improved Image Complementation and Illumination Compensation

This paper includes the illumination compensation mechanism based on the reflection region removal method, which is based on image completion. Firstly, by selecting the video frame image according to the position of the reflection region to form the image sequence $T' = \{T_1', T_2', ..., T_n'\}$, this method adds illumination compensation to the reflection area in the reflection removal method based on image completion, so that the illumination intensity of the reflection region part in the image sequence $T' = \{T_1', T_2', ..., T_n'\}$ remains consistent and the reflection removal error is avoided.

Secondly, the image sequence $T'' = \{T_1'', T_2'', ..., T_n''\}$ is obtained by unifying the light of the reflective region, and the background layer of the reflective region part in image $T''$ is complemented according to the method of image complementation (pixel overlay) to achieve no reflection in this background layer region. The image $T''$ is differenced from image $T'$ to obtain the reflective layer image $L_i$ at time $t_i$. Finally, the complete removal of the reflective region in the video is achieved by differencing the product with the image sequence $T = \{T_1, T_2, ..., T_n\}$. The specific reflection region removal steps are as follows:

Step 1: Video framing. The black box camera line recording data are framed to obtain the video frame image sequence $T = \{T_1, T_2, ..., T_n\}$.

Step 2: Reflection region $M_i$ extraction. Firstly, image pre-processing is performed on the detection region $G = \{G_1, G_2, ..., G_n\}$ for ROI extraction and to improve the extraction accuracy of the reflection region. The brightness of the image $T_i$ corresponding to the edge gradient difference $D$ of the reflective region is less than the threshold $D$, which is adjusted by the light compensation mechanism set in this paper to increase the edge gradient difference of the reflective region so that the reflective region in the image is better extracted. Finally, according to the principle of invariance of reflective region mapping under the same illumination conditions, the region matching of
two frames is performed by an MSER algorithm in order to fit the shape uncertainty of the reflective region. The DBSCAN clustering algorithm is applied to cluster the acquired data points to determine the reflective region \( M_r \).

Step 3: The number of images \( Z \) required for reflected area removal is calculated, and an image sequence \( T' = \{T'_1, T'_2, ..., T'_n\} \) is constructed. The range of horizontal axis coordinates \([x_{\min}, x_{\max}]\) corresponding to the pixels at the edge of the reflected area can be obtained through step 2. The number of image sheets \( Z \) required for reflected area removal is calculated according to Equation (19), where \( Z \) is an integer. The time \( t_c \) required for the distance of the reflected region from the edge of the image can be deduced from the camera running speed \( V_c \), i.e., according to \( t_c = \frac{V_c}{x_{\min}} \) as the step length for selecting images in the image sequence \( T = \{T_1, T_2, ..., T_n\} \) to form a brand new image sequence \( T' = \{T'_1, T'_2, ..., T'_n\} \).

\[
Z = \left\lfloor \frac{x_{\max} - x_{\min}}{x_{\min}} \right\rfloor \tag{19}
\]

Step 4: The objective function \( F(x) \) is established. The objective function is constructed by considering the form of gradient existence. We assume that the detected gradient conforms to the Gaussian distribution and that it satisfies the heavy-tailed distribution; we define the gradient influence factors \( W(R, L) \), \( \sum_i \|H_{b(t)}\| + \|H_{r(t)}\| \), and \( \|H_b\| + \|H_r\| \), as well as the light compensation as shown in Equation (19). \( B(t) \) and \( R(t) \) are the corresponding background and reflection layers at moment \( t \), respectively, and \( \mu \) is the proportion of the area of the image occupied by the moving layer. \( \{V_b(t)\} \) and \( \{V_r(t)\} \) are the sets of layer movement velocities for the reflection and background layers, respectively. \( \sum_i \|H_{b(t)}\| + \|H_{r(t)}\| \) is a sparsity operation on the gradients of the motion fields of the two layers, which minimizes the gradients. \( H_{b(t)} \) and \( H_{r(t)} \) are the gradient values of the moving velocity of the reflective layer and the background layer at moment \( t \), respectively. In order to unify the layers, the gradient constraint \( W(R, L) \) is added.

\[
F(x) = \sum_i [H(t) - \mu \times X(V_b(t)) \times B(t) \times X(V_r(t)) \times R(t)] + \lambda_1 \times W(R, L) + \lambda_2 \times (\|H_b\| + \|H_r\|)
+ \lambda_3 \times \sum_i \|H_{b(t)}\| + \|H_{r(t)}\| + b \times B_b(x, y) + c \times B_r(x, y) \tag{20}
\]

Step 5: Pixel replacement and \( F(x) \)-function decomposition. Firstly, through the image sequence \( T' = \{T'_1, T'_2, ..., T'_n\} \), obtained in step 3, pixel replacement is performed for the duplicate parts in the adjacent frame images, and due to the different perspective and distance, the image points need to be multiplied by the perspective conversion matrix \( K \). The layer velocity component as well as the layer component are fixed, respectively, the IRLS algorithm is applied, and the penalty function \( U(x) \) is added for motion map decomposition, so as to obtain the background layer image sequence \( T_{b\prime} = \{T_{b1\prime}, T_{b2\prime}, ..., T_{bn\prime}\} \).

Step 6: Reflection layer image acquisition. The reflection layer image is obtained by the image difference formula, which is calculated as

\[
I_{n\prime} = I_n - T_{b\prime} \tag{21}
\]
Step 7: Reflection removal. The image sequence \( T = \{T_1, T_2, \ldots, T_n\} \) is multiplied and differenced according to the reflection layer image obtained in step 6—i.e., \( T \odot I_n \) so as to obtain the image sequence \( T^* = \{T_1^*, T_2^*, \ldots, T_n^*\} \) after reflection region removal; finally, the image sequence \( T^* = \{T_1^*, T_2^*, \ldots, T_n^*\} \) is synthesized, so as to achieve the effect of video reflection removal.

4. Experiments

This article collects the reflection of the front windshield inside the vehicle during operation in a campus environment through a vehicle’s black box in the actual vehicle test section. The method used in this article is compared with other methods, summarizing the advantages of this method in real-time and evaluating its accuracy, as well as the limited analysis of usage scenarios.

4.1. Experimental Setup

In this paper, we use HAVAL as the test vehicle and record the traveling environment as well as the reflection phenomenon of the front windshield using a SONY RX0 black box camera, where the pose of the black box camera is fixed; its experimental vehicle is shown in Figure 6. We processed this image sequence on a laptop with Intel Core i7-6500U and 1 TB RAM. The image data are processed using machine learning, a Static Video Reflection Removal Method, an image completion-based reflection region removal method, a combination of image completion and lighting compensation-based reflection region removal method, and a relative motion-based reflection region removal method. There are 2318 reflection images collected through experiments in the dataset. Figure 7 is part of the dataset. The size of each image is 2216 × 1244. The accuracy and detection speed of the five methods are compared and analyzed. The image processing process of this paper is completed in MATLAB, and the MATLAB version used is matlab2020a.
To be fair, we only compared the reflection region removal method based on relative motion [22], the reflection region removal method based on machine learning networks [4], and the reflection region removal method proposed in this paper that combines image completion and lighting compensation. Please note that our method is not designed to achieve optimal reaction time but to emphasize the advantages of our simple structure and the adaptability of the method in changing environments.

Discriminant analysis. Our method was used to validate the adaptability of each method in two different environments (light intensity $\sigma_1 = 50lx$, $\sigma_2 = 150lx$). We collected a real car video frame sequence for our experiment, which resulted in a dataset of 2318 reflection images. Our method, as shown in Table 1, has an average reduction of +1.34% in recognition and decision-making time compared to the other two methods, demonstrating its practical value. However, our method still lags behind machine learning networks in terms of the detection time for reflection regions.

<table>
<thead>
<tr>
<th>Method</th>
<th>Detection Time/s</th>
<th>Identification Time/s</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reflection removal based on relative motion compensation</td>
<td>2.498</td>
<td>3.246</td>
</tr>
<tr>
<td>Reflection Removal Method for Machine Learning Networks</td>
<td>2.452</td>
<td>2.783</td>
</tr>
<tr>
<td>Combination of image completion and illumination</td>
<td>2.632</td>
<td>2.674</td>
</tr>
<tr>
<td>Static Video Reflection Removal Method [33]</td>
<td>2.744</td>
<td>2.863</td>
</tr>
<tr>
<td>Black box video reflection removal [34]</td>
<td>2.531</td>
<td>2.700</td>
</tr>
</tbody>
</table>

Due to the similarity between the accuracy evaluation criteria of the reflection area removal method and the mechanism of obstacle recognition, this paper evaluates the advantages and disadvantages of reflection removal methods based on the interference of the reflection area on the normal recognition of obstacles during the obstacle recognition process and the traditional normalized product correlation (NCC) evaluation criteria for image matching. The calculation formulas for the accuracy evaluation index of the reflection area recognition are $DT = \frac{a_i}{a_i + c_i + d_i}$ and $RT = \frac{a_i + c_i}{a_i + c_i + d_i}$.

The data in Table 2 include the number of video frame images in which each method detects a reflection area in the same video, which can be divided into the number of images that can detect the reflection area and the number of images that cannot detect the reflection area ($c_i$). By setting the reflection result threshold $Q_i$, the number of samples that can recognize the reflection area and the number of pixels in the reflection area is greater than the threshold, which is denoted as $a_i$; the number of samples that have a reflection area and the number of pixels in the reflection area being less than the threshold is denoted as $b_i$; the number of samples that have a reflection area greater than the threshold, but the detection result has no reflection area is denoted as $c_i$; and the number
of samples that have a reflection area less than the threshold, but the detection result has no reflection area is denoted as $d_i$.

Table 2. A Comparison Table of the Data Results of Five Methods for Removing Reflection Regions.

<table>
<thead>
<tr>
<th>Judgment Basis</th>
<th>Black Box Video Reflection Removal</th>
<th>Static Video Reflection Removal Method</th>
<th>Combination of Image Completion and Illumination Compensation</th>
<th>Reflection Removal Method for Machine Learning Networks</th>
<th>Reflection Removal based on Relative Motion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reflection area</td>
<td>Have</td>
<td>2126 (c_i)</td>
<td>Have</td>
<td>2133 (c_i)</td>
<td>Have</td>
</tr>
<tr>
<td>Whether the number of pixels exceeds the threshold $Q_i$</td>
<td>Yes</td>
<td>2036 (a_i)</td>
<td>Yes</td>
<td>2048 (a_i)</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>90 (b_i)</td>
<td>No</td>
<td>103 (b_i)</td>
<td>No</td>
</tr>
<tr>
<td>Check the accuracy</td>
<td>DT</td>
<td>0.917</td>
<td>DT</td>
<td>0.920</td>
<td>DT</td>
</tr>
<tr>
<td></td>
<td>RT</td>
<td>0.956</td>
<td>RT</td>
<td>0.954</td>
<td>RT</td>
</tr>
<tr>
<td>NCC</td>
<td>Reflector</td>
<td>0.89236</td>
<td>Reflector</td>
<td>0.86982</td>
<td>Reflector</td>
</tr>
<tr>
<td></td>
<td>Background layer</td>
<td>0.86624</td>
<td>Background layer</td>
<td>0.87431</td>
<td>Background layer</td>
</tr>
</tbody>
</table>

Adaptability comparison. Table 2 shows that we evaluated our algorithm by calculating the normalized cross correlation (NCC) of the ground truth decomposition we recovered. The NCCs of the reflection layer we separated were 0.89236, 0.86982, 0.91563, 0.90642, and 0.88959, while the NCCs of the background layer were 0.86624, 0.87431, 0.90875, 0.90433 and 0.89746, respectively. The RT, DT, and NCC of the reflection region removal method based on image completion and lighting compensation are higher than the other four methods. In this paper, it was observed that differences in lighting intensity in various driving environments can lead to false detections and missed detections. To address this issue, the proposed method automatically adjusts the image brightness and increases a layer gradient difference through lighting compensation. This leads to a reduction in the missed recognition rate and an improvement in the comprehensiveness of reflection region removal. Figures 8–11 show the reflection removal effect under different lighting conditions.
Figure 8. A comparison of five reflection removal methods under a normal driving environment.

Figure 9. A comparison of five reflection removal methods under normal lighting conditions.
**Figure 10.** The results of five reflection removal methods under light conditions where (a) is the removal result of the reflection region removal method based on relative motion, (b) is the removal result of the black box video reflection removal, (c) is the removal result of the reflection region removal method based on image completion, (d) is the removal result based on the Static Video method, and (e) is the removal result of the reflection region removal method based on the combination of image completion and light compensation.
From Figure 10 and Table 2, it can be seen that under lighting conditions, machine learning methods may result in incomplete video reflection removal due to training factors and sudden changes in the environment. The method based on relative motion cannot completely eliminate the reflection area under lighting conditions. The reflection removal methods based on black box videos and static videos have significant errors in selecting ROI regions due to lighting factors. This leads to a blurring of the reflection area and an increase in the false detection rate of obstacles. The method proposed in this paper is effective in removing video reflections. By reducing the weight of lighting brightness and angles, the effect of reflection removal is achieved. The results indicate that under lighting conditions, local reflection areas can be completely eliminated. It reduces the false detection rate of obstacles caused by radiation. Table 3 compares the more popular methods in recent years. It can be seen that the method proposed in this paper has the
highest adaptability—that is, the best reflection removal effect—whether in the presence or absence of light.

Table 3. A comparison of reflection removal methods with and without illumination (NCC).

<table>
<thead>
<tr>
<th>Method</th>
<th>Sequence</th>
<th>Illuminated</th>
<th>No Light</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Reflector</td>
<td>Background Layer</td>
</tr>
<tr>
<td>Camera calibration removes single image reflections [1]</td>
<td></td>
<td>0.89873</td>
<td>0.90165</td>
</tr>
<tr>
<td>Deep single image reflection removal driven by content and a gradient model [4]</td>
<td></td>
<td>0.87652</td>
<td>0.86528</td>
</tr>
<tr>
<td>A combination of image completion and illumination</td>
<td></td>
<td>0.91563</td>
<td>0.90875</td>
</tr>
<tr>
<td>Static Video Reflection Removal Method [33]</td>
<td></td>
<td>0.86982</td>
<td>0.87431</td>
</tr>
<tr>
<td>Black box video reflection removal [34]</td>
<td></td>
<td>0.89236</td>
<td>0.86624</td>
</tr>
<tr>
<td>Removing reflections from multiple polarized images with different exposure times [16]</td>
<td></td>
<td>0.90365</td>
<td>0.90369</td>
</tr>
<tr>
<td>An edge-guided removal of single image reflections [10]</td>
<td></td>
<td>0.89677</td>
<td>0.90623</td>
</tr>
<tr>
<td>The removal of specular reflection from non-dielectric surfaces based on multi-image optimization [20]</td>
<td></td>
<td>0.88972</td>
<td>0.89748</td>
</tr>
</tbody>
</table>

According to Figure 11, it can be seen that the reflection removal effect of each method is relatively better under no light conditions than under light conditions. Due to local reflections, there is a phenomenon of incomplete reflection removal. The reflection removal method based on black box video and still video suppresses the shadow problem that occurs during reflection removal under lighting conditions. The method proposed in this paper can effectively remove local area reflections under weak illumination. Due to the weakening of lighting, the reflection area is not obvious, which has a small impact on vehicle obstacle detection. Experiments have shown that the method proposed in this paper can effectively remove reflections from car mounted videos with and without light, and the effect is good.

5. Conclusions

This paper proposes a reflective region removal method based on the combination of image complementation and illumination compensation, which uses illumination compensation to keep the brightness of the reflective region stable in real-time during the reflective region extraction, and eliminates the process of ellipse region fitting and the SIFT or ASIFT extraction of feature points via fast image region matching, combining the MSER-based fast image region matching method with the illumination compensation mechanism. The combination of the MSER-based fast image region matching method, illumination compensation mechanism, and image complementation-based reflective region removal method reduces the spatial and temporal complexity of the reflective region of the vehicle’s front windshield and improves the speed and accuracy of reflective region extraction. In the reflective region removal process, the following occur: re-extracting video frame image sequences, forming custom image sequences, performing illumination compensation for the reflective region mapping in each image, keeping the illumination intensity of the reflective region of the custom image sequence consistent,
restoring the reflective region covered with the background layer by combining the non-reflective region of each image with the same reflective region, and removing the reflective region using image difference. The video image sequence containing the reflected region is finally removed with image difference, and the process clearly illustrates the feasibility of the detection method combining image complementation and illumination compensation. In order to solve the problem of the incomplete extraction of reflective regions caused by real-time luminance changes, this paper uses the combination of luminance adjustment and gamma correction in the process of light compensation to improve the contrast of the deep and shallow parts of the image by setting the gamma function, which improves the problem of the incomplete identification of reflective regions with luminance adjustment only.

The reflective region identification and removal process of the reflective region removal method are based on the combination of image complementation and illumination compensation and are illustrated through real-vehicle tests. The reflective region removal method based on image complementation, the reflective region removal method based on relative motion, and the proposed method are compared in a real vehicle test outdoors, and the test results are compared using DT, RT, and NCC as evaluation indexes. The results show that the method has high accuracy, and the reasons for the high accuracy are analyzed. The reflective area removal method based on image complementation, the reflective area removal method based on reflective area removal, and the reflective area removal speed of the method were compared; the results showed that the method has a faster processing speed, and the reasons for the faster processing speed were analyzed. However, the method is slow in decision making, which may lead to the problem of time delay in the reflected area. A future research direction will focus on the design of a reflection region removal decision system that can reduce time delays under the condition of complete reflection region removal.
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