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Abstract: Sustainable modes of transport are being promoted to achieve global climate goals. The perceived user experience is decisive for the choice of transport mode. To increase the share of sustainable transport in total traffic, the user experience is placed into the spotlight, raising the need for appropriate exploration methods. Machine learning (ML) techniques have become increasingly popular in the transport domain, but the black-box nature of ML models poses significant challenges in interpreting the relationship between model input and output. Explainable AI methods (XAI) can fill this gap by providing post hoc interpretation methods for black-box models. The aim of the present work was therefore to assess the potential of XAI to explore user experience in transport. The introduced method was based on a popular XAI method named SHAP (SHapley Additive exPlanations). Applied to the use case of e-bikes, we aimed to explore factors influencing the riding experience on e-bikes. We applied Gaussian process regression to data collected in a cycling study from 55 e-bike riders including rider behaviour, motor power and riding dynamics. Applying SHAP, we compared the riding experience of four rider types identified by hierarchical cluster analysis. The results provide insights into the riding experience on e-bikes: motor power, rider behaviour and riding dynamics were found to be meaningful predictors differing in their impact between rider types. Our results can be regarded as a proof of concept and demonstrate the potential of XAI to enhance the understanding of user experience in transport.
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1. Introduction

The achievement of global climate goals forces society to increase the share of sustainable transport in total traffic [1]. In urban environments, active modes of transport like walking or cycling are especially promoted [2]. As the chosen mode of transport depends on the perceived user experience [2], the user experience of sustainable mobility solutions needs to be brought into focus. Therefore, it becomes necessary to implement user experience and associated assessment methods in the development process of sustainable modes of transport.

However, the subjective assessment of user experience suffers limited validity, as the self-assessment is biased by social desirability [3], measures only conscious processes [4] and is usually measured with a time delay [5]. The objective measurement of user experience is equally considered challenging [6]. Overcoming the disadvantages of the individual use of either subjective or objective methods of measurement, user experience in transport is quantified using objective data. Traditional quantification methods are parametric regression techniques such as multiple linear regression or logistic regression [5,7]. The regression coefficients are considered easy to interpret, allowing to determine how the predictors impact the model output. However, the use of traditional regression techniques
is subject to strict assumptions such as linearity between input and output variables, providing only a good fit if these assumptions are met [8]. Complex real-world applications are non-linear and therefore cannot be fully represented by these types of regression [9,10].

Machine learning methods have become increasingly popular for quantification tasks, providing better model performance compared to traditional regression models [11,12]. In transport, several studies applied machine learning methods to predict subjective experiences of cyclists [13,14] or car drivers [15]. However, the improved prediction performance is at the expense of transparency [11,12]. The black-box character of machine learning algorithms leaves the contribution of individual predictors on the model output indefinite. Transport researchers seek a holistic causal understanding to determine how individual predictors contribute to the overall model output [10,16]. To understand the user experience of sustainable transport, the identification of facilitators and barriers is crucial. Explainable AI (XAI) methods can close this gap by providing post hoc methods to improve explainability.

In transport, XAI is receiving increasing attention, offering promising avenues for exploring transport solutions [17–19]. Although XAI has become popular for evaluating behavioural or environmental factors in transport, it has just as much potential for improving the user experience of transport solutions. However, to the author’s knowledge, no work has been carried out that evaluates subjective experiences in transport using XAI. Following the need to enhance user experience of sustainable transport solutions, we introduce a novel approach to explore user experience with XAI methods. In the present paper, we applied the method to the specific use case of e-bike riding, being a rapidly growing mode of sustainable transport [20].

In the present study, we explored the riding experience using the popular explainable AI method SHAP (SHapley Additive exPlanations) [21]. We aimed to assess the potential of XAI to explore user experience in transport. Applied to the use case of e-bikes, our goal was to explore factors influencing the riding experience on e-bikes. We chose Gaussian process regression (GPR) to quantify riding experience because of its ability to model a variety of linear and non-linear relationships between input and output variables [22]. In a cycling study, we collected both sensor data including rider behaviour, motor power and riding dynamics and self-assessed riding experience. Taking the heterogeneity of cyclists into account, we calculated riding experience models for four rider types identified through hierarchical cluster analysis.

The present work contributes significantly to a better understanding of user experience in transport. The research emphasises the potential of explainable AI methods to explore user experience in transport. The use of explainable AI methods empowers engineers to improve transport systems, enhancing sustainable transport. Applied to the e-bike use case, the results of the study provide valuable insights into the riding experience on e-bikes for different rider types.

2. Fundamentals and Related Work

Electric pedal-assist bicycles (EPAC), commonly referred to as e-bikes, became increasingly popular [20] by making cycling attractive to a larger user group including, i.e., commuters [23], utilitarian cyclists [24], elderly people [25] and novice cyclists [26]. E-bikes contribute to sustainable mobility as they have environmental [27] and health [24,28] benefits. E-bikes substitute car journeys [28,29] and facilitate cargo transportation [26]. E-bikes allow riders to cover longer distances [30,31] with less effort [24,32,33]. However, there are still many barriers to cycling such as insufficient cycling infrastructure, leading to bad subjective experiences [34]. User experience on bicycles, referred to as riding experience, is defined by Lim et al. [35] as “cognitive and affective responses to stimuli—events, situations, objects and people in the external environment […]”.

Factors influencing riding experience can be derived from the rider–bicycle interaction [36]. In relation to the rider, riding style [37], riding skills [30,38], attitude [37,39], motivation [40] and sociodemographic characteristics [39,41] were identified as factors influencing the riding experience. In relation to the bicycle, riding dynamics affect the riding
experience [30,42]. Cycling was found to be most satisfying at slight lateral and vertical accelerations and angular speeds, as well as speeds above a threshold of 15 km/h [42]. Feizi et al. observed that discomfort results from increasing steering and yaw angles, increasing lateral accelerations and increasing deviations in vertical speed, while perceived comfort increased with higher longitudinal speed. Moreover, while riding uphill, motor power that reduces rider power and increases riding dynamics supports good riding experience [36]. E-bike riders report to enjoy less physical activity [33,36,43], improved rideability [26], higher speed [26,33,36] and good handling [36]. The higher average speed of e-bikes also has a positive effect on the riding experience [23,33,43]. Riding experience can be measured with subjective and objective measurement methods. Common subjective measurement methods are in-traffic questionnaires [44,45], interviews [33,46], online surveys [40,44], travel diaries [47] or signal triggering [48]. Objective measurement methods include the measurement of physiological parameters [5], emotion detection through facial expressions [49] or speech recognition [50] and the measurement of riding dynamics [30,36,42].

Various approaches to model riding experience on bicycles with traditional regression techniques can be found in the literature. Based on an ordered probit model, Feizi et al. [30] developed a cycling comfort index with riding dynamics as input parameters. Logistic regression was used to predict the stress level with physiological data while cycling [51]. Moreover, logistic regression investigated perceived safety and perceived comfort based on riding dynamics data [42]. Laqua et al. [36] applied multiple regression analysis to investigate the impact of rider behaviour, motor power and riding dynamics on the riding experience of e-mountain bike riders. A satisfaction score was predicted using symbolic regression based on bike flow, cycling facilities and traffic situation [52].

The use of ML techniques to model riding experience was also presented in the literature: a decision tree and a multilayer perceptron were used to classify happiness and fear with physiological data [13]. During test rides, physiological parameters and self-assessed happiness and anxiety levels were measured. Dastageeri, Rodrigues, and Silberer [13] outlined the power of modelling emotions with ML techniques while cycling. However, their findings indicated that the prediction of negative emotions was more accurate (85.8%) than the prediction of positive emotions (69.8%). Joo et al. [14] predicted satisfaction with the cycling environment using a binary logistic regression and a support vector machine. Riding dynamics were proven to be suitable predictors providing prediction accuracy of 75.5% (support vector machine) and 68.4%. Moreover, their research showed that the support vector machine outperformed the binary logistic regression by 7%.

Explainable AI (XAI) enables the user to understand the inner process of a model [11]. The aim of XAI is to reveal how the input variables contribute to the overall output of the model. XAI is a post hoc approach that determines information from models that have already been trained [12]. According to Adadi and Berrada [11], there are four main reasons for using XAI: “explain to justify”, “explain to control”, “explain to improve” and “explain to discover”. The main motivations for using XAI in transport are improving interpretability [10,53], increasing trust [54], gaining understanding [53,55] and transparency [56]. The knowledge gained can be used to improve a system or its usability [53,55]. In transport, XAI has been applied to enhance sustainable transport exploring factors of electric vehicle usage [17], understanding travel mode choice [10] and improving the user experience of bike-sharing [19]. Another application domain of XAI is to increase trust in automated driving by explaining the vehicle’s decision making process [54]. To prevent road traffic injuries, XAI has been used to identify risk factors for road traffic injuries [18].

SHAP is a popular XAI method that is theoretically founded through game theory [57]. SHAP belongs to the additive feature attribution methods and allows both local and global interpretation. A SHAP value corresponds to the average impact of a feature, calculated from different feature coalitions, on the model output. SHAP values are determined by an explanation model $g(z')$ that locally approximates the original ML model $f(x)$. The
explanation model is an interpretable model, which corresponds in its simplest form to a linear regression model:

\[ g(z') = \phi_0 + \sum_{j=1}^{M_{Feat}} \phi_j z'_j. \]  

(1)

The model parameters are \( \phi \in \mathbb{R} \) in Equation (1). The feature coalition subset that serves as input to the explanation model is displayed by \( z' \in \{0, 1\}^{M_{Feat}} \) with \( M_{Feat} \) corresponding to the number of features. A mapping function \( h_z(z') \) transforms the entries of \( z' \) into a valid ML model input, where ones are mapped to the original and zeros to averaged feature values.

For each feature coalition subset, the parameters of the explanation model are tuned to minimise a weighted loss function. The loss function compares the model output of the explanation model with the original model. The loss function has the form

\[ L_{SHAP}(f, g, \pi_x) = \sum_{z' \in M_{Data}} [f(h_z(z')) - g(z')]^2 \pi_x(z'). \]  

(2)

Predictions are weighted with a weighting kernel \( \pi_x \) to evaluate the distance between the instance \( z' \) and the original model input \( x'_i \). By minimising the weighting kernel in the loss function, the resulting SHAP values, which are the parameters of the explanation function \( g(z') \), are mathematically consistent. The local interpretation of the SHAP values explains the impact of a feature instance on a single prediction. By aggregating, i.e., averaging or summing, the SHAP values of all individual predictions, the contribution of a feature to the model output can be interpreted globally [58].

3. Methods

The research scheme in Figure 1 illustrates our methodological approach including data collection in a cycling study, cluster analysis to derive rider types and Gaussian process regression (GPR) to predict riding experience. The following sections explain our methods in detail. Data preprocessing, statistical analysis, hierarchical cluster analysis and Gaussian process regression including their visualisation were carried out in Matlab R2020b version: 9.13.0 [59]. The feature importance analysis was performed in Python using the SHAP package [21]. The cycling study was approved by the ethics committee of the associated institution and was conducted in accordance with the Declaration of Helsinki.

![Figure 1. Methodological approach of the present work. RT = rider type; GPR = Gaussian process regression.](image-url)
3.1. Cycling Study

In the following three subsections, the study is described, especially the participant characteristics, the material and instruments and the procedure.

3.1.1. Participants

A total of 55 participants, recruited via flyers, personal contacts and social media, took part in the cycling study. Five participants had to be excluded from data analysis due to technical issues during data logging. Participation criteria were a healthy state, an active cycling history and basic experience in e-bike riding. All participants gave written consent to the participation agreement and data privacy policy.

3.1.2. Materials and Instruments

The cycling study took place on a five-kilometer route in a rural area near Stuttgart in autumn 2022. The route was divided into four sections, which differed in their path type, underground and slope. Table 1 and Figure 2 give a detailed overview of the route.

Table 1. Test track characteristics.

<table>
<thead>
<tr>
<th>Section</th>
<th>Terrain</th>
<th>Path Type</th>
<th>Underground</th>
<th>Slope [%]</th>
<th>Length [m]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>downhill</td>
<td>forest path</td>
<td>gravel</td>
<td>−4</td>
<td>1200</td>
</tr>
<tr>
<td>2</td>
<td>steep uphill</td>
<td>limited traffic zone</td>
<td>asphalt</td>
<td>+8</td>
<td>1100</td>
</tr>
<tr>
<td>3</td>
<td>moderate uphill</td>
<td>forest path</td>
<td>gravel</td>
<td>+5</td>
<td>1100</td>
</tr>
<tr>
<td>4</td>
<td>hilly</td>
<td>limited traffic zone</td>
<td>asphalt</td>
<td>+/ −1/2</td>
<td>1600</td>
</tr>
</tbody>
</table>

Figure 2. Elevation profile (a) and selected route (b) of the test track. The test track was divided into four sections highlighted with colours in the map. The red dot represents the start and end point. (Source of (b): map data ©OpenStreetMap contributors (ODbL) [60]).
We provided two identical trekking e-bikes, which exclusively differed in their frame size. They were equipped with a Bosch Smart System Performance Line CX providing a weak, a medium and a strong motor assistance. The motor assistance is sensitive to rider torque and rider cadence, resulting in a provided motor power. The e-bikes fulfil the road traffic licensing regulations of Germany (§63a, StVZO), which allow motor assistance up to 25 km/h.

The subjective perception of the riding experience was evaluated with a questionnaire developed by Laqua et al. [36]. The questionnaire is based on the model Joy and Convenience in Activities [61]. The model attributes subjective experiences to the intensity and motivation of action [62]. According to the model, extrinsically motivated actions evoke comfort when relaxed and discomfort when stressed. Intrinsically motivated actions lead to high activation when excited and contrary low activation when bored. On a seven-point semantic differential scale, participants had to indicate the activation (boring/exciting) and comfort level (uncomfortable/comfortable) of the ride. Laqua et al. [36] indicated a high level of both activation and comfort as a high level of riding experience. A low level of activation combined with a high level of comfort was considered as neutral riding experience. Discomfort, however, resulted in a low riding experience. The questionnaire was provided on a smartphone app. The items are displayed in Table 2.

<table>
<thead>
<tr>
<th>Category</th>
<th>Item</th>
<th>Semantic Differential</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Negative Polar</td>
<td>Positive Polar</td>
</tr>
<tr>
<td>Activation</td>
<td>Activation</td>
<td>boring</td>
</tr>
<tr>
<td>Comfort</td>
<td>Comfort</td>
<td>uncomfortable</td>
</tr>
</tbody>
</table>

In related work, the objective measurement of riding experience is mainly based on physiological data [5]. However, there is insufficient proof given that physiological parameters can robustly explain the subjective experience while cycling [35,63]. As the prediction of riding experience with riding dynamics parameters already showed promising results [30,36,42], we included rider behaviour, motor power and riding dynamics data in the analysis. We recorded objective parameters with a sample rate of 100 Hz using a CAN-data logger. Riding dynamic parameters were measured with an inertial measurement unit (IMU) installed in the e-bike motor providing three-axis acceleration and gyroscope measurements. The calculation of the velocity of the ride was based on distance measurements by a single-pulse incremental encoder. Bicycle dynamics were estimated with a constrained extended Kalman filter based on state estimation for bicycles [64].

3.1.3. Procedure

In total, the experiment lasted two hours. First, we explained the scope of the study, the procedure and the questionnaires to the participants. We collected data related to demographics, riding skills and riding style. According to the body height, we selected the frame size and adjusted the saddle height. During an initial ride on the test track, participants were accustomed to the e-bike, the questionnaire and the track. The study was prepared as a within-subject-design where participants cycled three times on the test track, being exposed to a different condition in each test ride: weak, moderate or strong motor assistance. The assist mode was set by the experimenter and was not adjusted during a pass. The experimenter always accompanied the participant. Navigation was provided by a smartphone mounted on the handlebar. At the end of each section, participants stopped to evaluate the riding experience of the previous section in the smartphone questionnaire. To prevent fatigue effects, a regeneration break was scheduled between test rides. We excluded sequence effects by sequence randomisation. All participants were instructed to ride in their habitual way. All test rides took place under dry weather conditions and...
daylight. The temperature was between 12° and 18° C. As a token of gratitude, participants received a bicycle accessory.

3.2. Hierarchical Cluster Analysis

To identify rider types within the participants, we performed a hierarchical cluster analysis [65]. The coefficients of the Pearson correlations between riding experience and objective data (rider power, speed, motor power) were the input parameters of the cluster analysis. The Ward Method was selected as the distance metric, merging clusters with the lowest increase in variance [65]. Using the heterogeneity index, we determined the optimal number of clusters.

3.3. Statistical Analysis

We analysed demography (descriptive analysis), the riding experience (Kruskal–Wallis test), rider behaviour characteristics (one-way ANOVA) and the influence of objective parameters on riding experience (correlation analysis), highlighting similarities and differences between the rider types.

3.4. Gaussian Process Regression

In the following three subsections, the Gaussian process regression is described, especially Gaussian Processes, the feature selection and the model selection.

3.4.1. Gaussian Processes

The Gaussian process regression (GPR) is a probabilistic non-parametric regression that can model non-linear systems. The regression function \( f(x) \) is determined by a Gaussian probability distribution of an infinite number of functions. Gaussian processes are defined by a mean function \( m \) and a covariance function \( k \):

\[
 f(x) \sim GP(m(x), k(x, x')).
\]  

Common covariance functions are the Squared Exponential kernel, the Matérn kernel, the Exponential kernel and the Rational Quadratic kernel. The covariance function and its hyperparameters characteristic length scale \( l \) and signal variance \( \sigma_f^2 \) influence the smoothness and periodicity of the regression function. The hyperparameter noise variance \( \sigma_n^2 \) estimates the level of noise in the data [22].

For each rider type, we trained an overall GPR model, including all sections, and a GPR model for the steep uphill section, referred to as the uphill GPR model.

3.4.2. Model Performance

The model performance was assessed using the \( R^2 \)-value and the root-mean-squared error (RMSE). Model performance was determined by five-fold cross-validation. Cross-validation is particularly suitable for small data sets, allowing all available data to be used iteratively without the risk of overfitting [66]. The data were divided into five equal partitions. Four groups were used to train the model while a held-out group was used to validate the model. The process was repeated for all combinations. The RMSE score calculated during validation was averaged across all partitions and presented with confidence intervals.

3.4.3. Feature Selection

Feature selection serves the goal to find features that provide good model performance without overfitting the data [67]. We extracted statistical features from the sensor data, excluding physically incoherent features. To determine an optimal subset of features, we performed a forward sequential feature selection algorithm that calculates the GPR model sequentially [67]. In each iteration, the feature that improves the model performance best was added to the model. The subset of features providing the lowest cross-validated RMSE was finally selected as the optimal feature set.
3.4.4. Model Selection

The goal of the model selection is to select a covariance function that fits the data best [22]. The selection of a covariance function influences the form of the posterior function, as the kernel contains information about the smoothness and the periodicity of a function [22]. A commonly used kernel is the Squared Exponential kernel, being characteristic for simple handling and low computational costs [68]. We performed the forward sequential feature selection algorithm with different covariance functions, choosing the kernel that provided the best overall model performance in terms of cross-validated RMSE. Taking the comparable small data set into account, we set the noise variance $\sigma_n^2$ to $\sigma_\text{sd}(y)/\sqrt{2}$, aiming to avoid overfitting. The length-scale $l$ and the signal variance $\sigma_f^2$ were optimised through maximising the marginal log likelihood [22].

3.4.5. Feature Importance

We analysed the feature importance for each rider type using the SHAP Python Package [21]. In the testing phase, during cross-validation, a SHAP value was calculated for each feature and each instance of the data set. The aggregated SHAP values were subsequently displayed in a beeswarm plot. High positive or negative SHAP values indicate a high impact, whereas low SHAP values indicate a low impact on the riding experience. In the beeswarm plot, features are ranked from high to low according to their contribution to the model output. Positive SHAP values indicate a positive impact while negative SHAP values indicate a negative impact of a feature on riding experience.

4. Results

4.1. Hierarchical Cluster Analysis

The correlation analysis revealed a high variability of the correlations between objective data and riding experience. As visualised in Figure 3a, the Pearson correlation coefficients range between $-0.87 < r > 0.66$ (rider power), $-0.35 < r > 0.79$ (speed) and $-0.56 < r > 0.55$ (motor power). With the Pearson correlation coefficients as input parameters of the cluster analysis, we identified four clusters in the dendrogram in Figure 3c, grouping riders to rider type 1 (RT1), rider type 2 (RT2), rider type 3 (RT3) and rider type 4 (RT4). The dendrogram shows that heterogeneity differs between clusters: RT1 and RT2 are most similar while RT4 has the strongest heterogeneity to other rider types. Figure 3b shows the corresponding clusters plotted over the input parameters of the cluster analysis.

Figure 3. Boxplots of the Pearson correlation coefficients of the riding experience against the rider power, speed and motor power including N = 50 riders (a). Relation of the Pearson correlation coefficients of
riding experience against rider power, speed and motor power, respectively (b). Dendrogram of the derivation of rider types resulting from hierarchical cluster analysis (c). RT1(N = 10); RT2(N = 15); RT3(N = 15); RT4(N = 10).

4.2. Statistical Analysis

4.2.1. Rider and Rider Behaviour Characteristics

We identified four rider types through hierarchical clustering. Rider type 1 (RT1) and rider type 3 (RT3) consisted of 15 participants, respectively, whereas the remaining 20 participants were evenly allocated to rider type 2 (RT2) and rider type 4 (RT4). Most female participants were grouped to RT1, representing approximately 50% of the group, whereas no female participant could be found in RT2. The mean age of participants did not significantly differ between rider types ($\chi^2(3) = 3.06, p = 0.38$). We observed a similar distribution of self-assessed riding style for RT1/RT3 and RT2/RT4. On average, the riding style of RT3 and RT4 was more sportive compared to the riding style of RT1 and RT3. However, no participant reported a comfortable riding style. The conducted one-way ANOVA revealed no significant differences of rider cadence ($F(3, 46) = 1.18, p = 0.33$), speed ($F(3, 46) = 2.33, p = 0.09$), heart rate ($F(3, 46) = 0.55, p = 0.65$) and acceleration ($F(3, 46) = 2.06, p = 0.11$). A significant difference of transmitted rider torque ($F(3, 46) = 4.29, p < 0.01$) was determined between RT1 and RT2. Table 3 gives a detailed overview.

<table>
<thead>
<tr>
<th>Rider Type</th>
<th>RT1</th>
<th>RT2</th>
<th>RT3</th>
<th>RT4</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>15 (30%)</td>
<td>10.00 (20%)</td>
<td>15 (30%)</td>
<td>10 (20%)</td>
</tr>
<tr>
<td>Females nf</td>
<td>7 (47%)</td>
<td>0 (0%)</td>
<td>4 (27%)</td>
<td>2 (20%)</td>
</tr>
<tr>
<td>Age mean (SD)</td>
<td>33.6 (13.1)</td>
<td>34.7 (13.1)</td>
<td>38.9 (11.8)</td>
<td>39.3 (14.6)</td>
</tr>
<tr>
<td>Riding style</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Comfortable</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>Rather comfortable</td>
<td>1 (7%)</td>
<td>1 (10%)</td>
<td>2 (13%)</td>
<td>1 (10%)</td>
</tr>
<tr>
<td>Rather sportive</td>
<td>12 (80%)</td>
<td>5 (50%)</td>
<td>11 (73%)</td>
<td>4 (40%)</td>
</tr>
<tr>
<td>Sportive</td>
<td>2 (13%)</td>
<td>4 (40%)</td>
<td>2 (13%)</td>
<td>5 (30%)</td>
</tr>
<tr>
<td>Objective parameters</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rider cadence mean (SD) [rpm]</td>
<td>72.49 (8.09)</td>
<td>77.78 (15.03)</td>
<td>74.18 (8.21)</td>
<td>79.18 (8.35)</td>
</tr>
<tr>
<td>Rider torque mean (SD) [Nm]</td>
<td>15.62 (3.56)</td>
<td>20.94 (4.01)</td>
<td>18.72 (3.78)</td>
<td>19.28 (4.18)</td>
</tr>
<tr>
<td>Heart rate mean (SD) [bpm]</td>
<td>135.69 (19.60)</td>
<td>143.77 (19.06)</td>
<td>138.90 (16.04)</td>
<td>134.83 (16.26)</td>
</tr>
<tr>
<td>Speed mean (SD) [km/h]</td>
<td>20.98 (2.56)</td>
<td>23.56 (3.61)</td>
<td>22.22 (1.80)</td>
<td>22.82 (2.08)</td>
</tr>
<tr>
<td>Acceleration mean (SD) [m/s$^2$]</td>
<td>0.31 (0.05)</td>
<td>0.35 (0.04)</td>
<td>0.32 (0.04)</td>
<td>0.34 (0.03)</td>
</tr>
</tbody>
</table>

4.2.2. Riding Experience

According to the conducted Kruskal–Wallis tests, riding experience differed significantly between rider types in the downhill section ($\chi^2(3) = 13.19, p < 0.001$), the steep uphill section ($\chi^2(3) = 22.60, p < 0.001$), the moderate uphill section ($\chi^2(3) = 18.81, p < 0.001$) and the hilly section ($\chi^2(3) = 18.47, p < 0.001$). The performed Dunn–Bonferroni post hoc tests revealed a significantly higher riding experience for RT4 in the steep uphill section ($p = 0.04, p < 0.001$), the moderate uphill section ($p = 0.08, p < 0.001$) and the hilly section ($p = 0.03, p < 0.001$). The riding experience of RT2 and RT3 did not differ significantly in any section ($p > 0.05$). RT1’s riding experience differed from RT2’s and RT3’s in the downhill section ($p = 0.01$), from RT4’s in the steep and moderate uphill sections ($p = 0.08, p < 0.01$) and from RT2’s in the hilly section ($p < 0.01$). Figure 4a gives a graphical overview.
The correlation of riding experience and objective data differed between rider types. According to Cohen [69], RT1’s riding experience was characterised by a strong negative correlation to rider power and a strong positive correlation to speed and riding experience. Motor power, however, did not directly impact RT1’s riding experience. RT2’s riding experience was distinguished by a moderate negative correlation to both rider power and motor power and a strong positive correlation to bicycle speed. RT3’s riding experience was moderately negatively correlated to rider power, moderately to strongly positively correlated to speed and weakly positively correlated to motor power. For RT4, rider power and bicycle speed had no direct impact on riding experience, while motor power correlated moderately positively with riding experience. The boxplots in Figure 4b visualise the observations.

4.3. Gaussian Process Regression
4.3.1. Feature Selection

Depending on the rider type, we observed that the best performance in terms of lowest mean RMSE and lowest deviation of RMSE was achieved with up to six features. The GPR models performed best with different feature coalitions depending on rider type and model. The feature importance analysis provides information about the impact of each feature on the model output. All selected features were sorted to the categories motor power, rider behaviour, longitudinal dynamics and lateral dynamics displayed in Table 4.
Table 4. Selected feature space.

<table>
<thead>
<tr>
<th>Motor Performance</th>
<th>Rider Behaviour</th>
<th>Riding Dynamics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Motor power mean</td>
<td>Torque mean</td>
<td>Speed mean</td>
</tr>
<tr>
<td>Motor power deviation</td>
<td>Cadence mean</td>
<td>Acceleration mean</td>
</tr>
<tr>
<td></td>
<td>Heart rate mean</td>
<td>Deceleration max</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Braking duration</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Pitch angle max</td>
</tr>
</tbody>
</table>

4.3.2. Model Performance

Applied to our data, the GPR performed best with the Squared Exponential kernel. Table 5 summarises the model performance and the R-squared values for all GPR models calculated with the Squared Exponential kernel. The overall GPR model performed best for RT1, indicating a low cross-validated RMSE with a low standard deviation. The overall GPR model of RT3 also performed well but was subject to higher uncertainty. RT1’s and RT3’s prediction models were able to explain 60% and 61% of the data variance, respectively. The calculated models for RT2 and RT4 achieved higher RMSE values and were only able to account for 37% and 27% of the data variance, respectively. Applying GPR on data collected in the steep uphill section, we observed lower RMSE values for all rider types. Due to the smaller data set, the uncertainty of prediction power increased, however. The regression models scored well for RT1, RT3 and RT4, explaining 70% (RT1), 80% (RT3) and 64% of the data variance. However, the prediction model of RT2 could only account for 27% of the data variance.

Table 5. Model performance and model parameters of Gaussian process regression predicting riding experience.

<table>
<thead>
<tr>
<th>Overall GPR Model</th>
<th>Uphill GPR Model</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RT1</td>
</tr>
<tr>
<td>Cross-val. RMSE</td>
<td>0.61</td>
</tr>
<tr>
<td>RMSE SD</td>
<td>0.04</td>
</tr>
<tr>
<td>R-squared</td>
<td>0.60</td>
</tr>
</tbody>
</table>

4.4. Feature Importance Analysis

The feature importance was analysed for each rider type based on SHAP values. Figure 5 displays the SHAP values for features selected through the forwards sequential feature selection algorithm.
Figure 5. Feature importance based on SHAP values. In the beeswarm plot, the features are sorted according to their impact on riding experience. Positive SHAP values indicate a positive contribution of a feature to riding experience, while negative SHAP values indicate a negative contribution. The colour displays the original feature value from high to low. The feature importance of the overall GPR models are displayed in the subfigures a (RT1), c (RT2), e (RT3) and g (RT4). The feature importance of the uphill GPR models are displayed in the subfigures b (RT1), d (RT2), f (RT3) and h (RT4).

4.4.1. Rider Type RT1

In the overall GPR model, the most important predictor of RT1’s riding experience was the mean speed, followed by the mean motor power and the pitch angle. Speed lower than the rider’s mean speed had a stronger impact on the riding experience than speed higher than the rider’s mean. A positive deviation of the rider’s mean speed contributed positively to the riding experience, while a negative deviation reduced the riding experience. Motor power above and pitch angles below the mean affected the riding experience positively. Moreover, both stronger accelerations and decelerations influenced the riding experience positively. However, an increase in rider cadence deviation affected the riding experience
negatively. Rider performance such as rider torque did not impact the riding experience. In the uphill GPR model, motor power features were observed as most important. An increase in motor power and its deviation contributed positively to the riding experience. A heart rate above the mean affected riding experience also positively.

4.4.2. Rider Type RT2

The forward sequential feature selection revealed only features that were classified as riding dynamic parameters as meaningful predictors. Among them, the mean speed stood out as the strongest, followed by the pitch angle, the deviation of the roll angle and the braking duration. Equally to RT1, a positive deviation of the mean speed and the pitch angle increased the riding experience. A positive braking duration also affected the riding experience positively. Roll angles below the mean improved tendentially the riding experience in both the overall GPR model and the uphill GPR model. In the uphill GPR model, the mean acceleration was the most important predictor, followed by the mean speed.

4.4.3. Rider Type RT3

Rider torque stood out as the strongest predictor of riding experience, affecting riding experience negatively when above the rider’s mean torque. The increase in motor power deviation, mean speed and mean motor power, however, contributed positively to the riding experience. Strong deceleration and high deviation of the rider cadence impacted the riding experience negatively. In the uphill GPR model, the mean motor power was observed as the most important predictor, followed by the mean rider torque. According to the SHAP values, motor power above and rider torque below the mean lead to positive riding experience in the uphill section.

4.4.4. Rider Type RT4

The overall GPR model reached the lowest RMSE score with motor power deviation, mean speed and deceleration as predictors. A deviation of motor power above the mean, speed around the mean and deceleration below the mean impacted the riding experience positively. Neither rider behaviour nor motor power contributed to the predictability of the overall GPR model. In the uphill section model, however, motor power was identified as the strongest predictor of the riding experience. In the uphill section, we observed that motor power and speed above the rider’s mean influenced the riding experience positively. Heart rate and braking duration below the mean, however, affected riding experience negatively.

5. Discussion

We presented an approach to predict riding experience with objective sensor data and subsequently explored the impact with SHAP values. Our results proved that measurement methods available in everyday cycling can already provide valuable information about the riding experience. We investigated motor power, rider behaviour and riding dynamics as predictors of the riding experience. We identified that predictors and their influence on the riding experience differed between rider types. In the following section, we first discuss the performance of the regression models. Subsequently, we described the rider types based on our findings. Finally, we compare revealed influences to related research.

5.1. Predictability

The GPR models of RT1 and RT3 showed good accuracy, while the overall GPR models of RT2 and RT4 allowed only weak predictability. The uphill GPR models showed good accuracy, with the exception of RT2. The accuracy of the calculated GPR models revealed that the predictability of riding experience differed between rider types. We identified several possible reasons for our observations:
We observed that riding experience differed between rider types while rider behaviour did not. We also identified that the importance of the measured data differed strongly between rider types. Through feature importance analysis, we identified that RT1 and RT3 were more strongly affected by the measured data. We conclude that the measurement of additional objective data could improve the prediction of riding experience.

We also measured more positive than negative riding experience, especially for RT4. We therefore conclude that the weak predictability of RT4’s riding experience might lay in the fact that RT4 perceived constantly positive riding experience independent of the given conditions. Possible explanations are a low potential for negative experience of the selected route, a social desirability bias in self-reported riding experience and the chosen convenience sample that is likely to have a positive attitude towards cycling. The selection of a route with greater potential for all states of riding experience and the consideration of fatigue effects would further enrich the data set.

The present approach used e-bike sensor data as a source of predictors of riding experience. However, subjective riding experience is also influenced by environmental factors such as topography [30], road surface [30], cycling infrastructure [51] and noise conditions [51]. To further improve the prediction of riding experience, objectively measurable environmental parameters should also be considered.

However, models with weak prediction power can still provide information about the impact of factors influencing riding experience. Ozili [70] states that when predicting human behaviour, resulting R-squared values above 0.10 already allow under certain conditions to interpret the impact of a predictor on the model output. This approach is justified by the difficulty of accurately predicting human behaviour, as human behaviour underlays constant changes and depends on a variety of latent variables [70].

5.2. Impact of Predictors on Rider Types

RT1’s riding experience was mainly impacted by riding dynamics and motor power. We revealed that a speed reduction had a strong negative impact on the riding experience while negative pitch angles and increased riding dynamics affected riding experience positively. We conclude that RT1 preferred downhill sections over uphill sections. Increasing motor power and heart rate had a positive effect on RT1’s riding experience. We therefore derive that both motor power and rider input could compensate a decrease in riding experience caused by reduced riding dynamics in uphill sections. We conclude that RT1 are dynamic-oriented riders preferring riding scenarios with speed potential such as downhill sections and high and dynamic motor support, especially in uphill sections.

RT2’s riding experience was solely influenced by riding dynamics. Neither motor power nor rider behaviour impacted RT2’s riding experience. The positive effect of low pitch angles and increasing braking duration revealed the preference for dynamic riding situations. In contrast to RT1, RT2’s riding experience could not be improved through motor assistance. We therefore conclude that RT2 are downhill-oriented riders who enjoy dynamic rides without motor assistance.

RT3’s riding experience was impacted by rider behaviour, motor power and riding dynamics. We observed a preference for high and dynamic riding support, as increasing motor power and speed contributed positively to the riding experience. More importantly, reduced rider torque led to an optimal riding experience. Moreover, the negative effect of rider cadence deviations below the mean showed that RT3 preferred a continuous riding style. We therefore conclude that RT3 are comfort-oriented riders who enjoy motor support to ride faster but with less exertion.

RT4’s riding experience was impacted by riding dynamics and motor power. The positive contribution of motor power deviation, average speed and low decelerations to riding experience revealed that those of RT4 preferred a dynamic and continuous riding style. Additionally, motor support was appreciated to reduce rider input in the uphill section. We therefore conclude that RT4 are endurance-oriented riders who try to avoid peak load.
The impact of the predictors on the riding experience differed between rider types. Compared to the other rider types, RT4’s riding experience was influenced by fewer predictors. In addition, the overall importance of the predictors differed between rider types. We identified a dynamic-oriented, a downhill-oriented, a comfort-oriented and an endurance-oriented rider type. The feature importance analysis showed that the rider types weighted the contributors to riding experience differently. While both RT1 and RT2 focused on dynamic riding, motor power however did not affect RT2’s riding experience. Comfort aspects of ebike riding, such as reduced exertion, solely played an important role for RT3. Interestingly, motor power gained importance in the uphill section, influencing strongly the riding experience of RT1, RT3 and RT4. The reason for the different influence of predictors might lay in personality traits, which affect the perception of riding experience such as riding skills [30], riding style [71], risk behaviour [72] and attitude towards cycling [73]. Moreover, sociodemographics such as age [25] or gender [37] also influence the riding experience. We therefore assume that the different distribution of sociodemographic characteristics among the rider types also influenced our results. These observations confirm the heterogeneity of cyclists, highlighting the importance of differentiating predictions by rider type.

5.3. Impact of Predictors in Related Research

We identified speed as a meaningful predictor of the riding experience. These observations are in line with other studies that showed that higher speed through motor assistance is perceived as more enjoyable [33], more convenient [23,26] and more comfortable [30]. We observed that RT1 and RT2 preferred riding scenarios with speed potential. This observation may be attributed to the higher risk engagement in downhill sections, which was observed as a criterion for pleasure by Roberts, Jones, and Brooks [72]. Motor power was confirmed as another important predictor influencing RT1’s, RT3’s and RT4’s riding experience, especially in uphill sections. Plazier, Weitkamp, and van den Berg [23] also emphasised the possibility to mitigate negative experience in cycling through motor assistance. Exertion had a strong negative effect on RT3’s riding experience and a weak negative effect on RT4’s riding experience. The resulting positive effect of reduced exertion through motor assistance was also investigated in former studies, confirming that less exertion is perceived as more comfortable, leading to higher enjoyment [33,43]. As exertion had a positive effect on RT1’s and no effect on RT2’s riding experience, we assume that for these rider types, comfort while cycling does not matter.

6. Conclusions

We introduced a method to explore user experience in transport with explainable AI (XAI). For the application of e-bikes, we predicted the riding experience on e-bikes with sensor data using Gaussian process regression (GPR). Taking the heterogeneity of e-bike riders into account, we computed GPR models for different rider types identified by hierarchical cluster analysis. Applied to the e-bike use case, we demonstrated that SHAP adds value to the understanding of user experience in transport. SHAP provided valuable insights into the GPR black-box model by identifying meaningful predictors and their impact on the model output. We identified sensor data related to motor power, rider behaviour and riding dynamics as meaningful predictors of the riding experience on e-bikes. Furthermore, SHAP enabled a profound interpretation of the impact of the predictors, revealing differences between rider types. From the feature importance analysis, we derived a dynamic-oriented, a downhill-oriented, a comfort-oriented and an endurance-oriented rider type. The gained knowledge of the interdependencies between model input and output contributed to a better understanding of the rider experience on e-bikes. We therefore conclude that SHAP can be applied to explore the user experience in transport. The use of XAI allows to improve modes of transport in terms of user experience, providing powerful methods to explore factors influencing the user experience. Although the sample of 55 e-bike riders is considered large for field studies, the data set is considered small for...
ML applications. To increase the robustness of the prediction models against data outliers, more data should be collected in future work. Furthermore, the use of both subjective and objective factors as model input parameters could provide a more holistic understanding of the user experience in transport. Our research should be regarded as a proof of concept, demonstrating the potential of XAI to shed light onto the user experience in transport. However, the application of the proposed method to other transport domains should be investigated in future work.
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