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Abstract: Charged particle beams driven to ultra-high dose rates (UHDRs) have been shown to offer potential benefits for future clinical applications, particularly in the reduction of normal-tissue toxicity. Studies of the so-called FLASH effect have shown promise, generating huge interest in high dose rate radiation studies. With laser-driven proton beams, where the duration of the proton burst delivered to a sample can be as short as hundreds of picoseconds, the instantaneous dose rates are several orders of magnitude higher than those used for conventional radiotherapy. The dosimetry of these beam modalities is not trivial, with conventional active detectors, such as ionisation chambers, experiencing saturation effects making them unusable at the extremely high dose rates. Calorimeters, measuring the radiation-induced temperature rise in an absorber, offer an ideal candidate for the dosimetry of UHDR beams. However, their application in the measurement of laser-driven UHDR beams has so far not been trialled, and their effective suitability to work with the quasi-instantaneous and inhomogeneous dose deposition patterns and the harsh environment of a laser-plasma experiment has not been tested. The measurement of the absorbed dose of laser-driven proton beams was conducted in a first-of-its-kind investigation, employing the VULCAN-PW laser system of the Central Laser Facility (CLF) at the Rutherford Appleton Laboratory (RAL), using a small-body portable graphite calorimeter (SPGC) developed at the National Physical Laboratory (NPL) and radiochromic films. A small number of shots were recorded, with the corresponding absorbed dose measurements resulting from the induced temperature rise. The effect of the electromagnetic pulse (EMP) generated during laser–target interaction was assessed on the system, showing no significant effects on the derived signal-to-noise ratio. These proof-of-principle tests highlight the ability of calorimetry techniques to measure the absorbed dose for laser-driven proton beams.
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1. Introduction

Radiotherapy is responsible for approximately 60% of cured cancer cases [1], although the treatments are limited by the maximum radiation dose that can be delivered to the tumour without damaging the healthy surrounding tissue [2,3]. Innovative strategies have recently been investigated, through delivering the dose in a single or limited number of pulses at high dose rates, which show a reduction in normal tissue toxicities whilst maintaining levels of tumour control in line with conventional techniques [4]. This is possible through the so-called FLASH effect at rates in excess of 40 Gy/s [5,6]. The ability to operate at regimes with even higher dose rates per pulse has further fuelled research...
interest into UHDR beams. This includes exploring alternative mechanisms of particle acceleration, such as the laser-driven approach, which typically leads to pulse dose rates several orders of magnitude higher than the threshold characterised as the FLASH regime [7–9].

The laser-driven acceleration of protons has successfully resulted in the generation of beams with energies lying within the range of interest for medical applications [10–12], with recent demonstrations of the generation of proton beams up to ~100 MeV [13]. Since laser-driven proton beams can reach dose rates in excess of 10^9 Gy/s, dosimetry becomes increasingly complicated, with conventional detectors, such as ionisation chambers, often unusable because of ion recombination effects [14–16], which leads to increased levels of uncertainty. Furthermore, for laser-driven beams, additional complications arise from the harsh experimental environment, where a large electromagnetic pulse (EMP) can be generated during the laser–target interaction, in addition to non-ideal beam parameters, such as beam inhomogeneity and wide energy spread. For potential applications, accurate dosimetric methods and new approaches must be investigated [17–19].

Despite the significant metrological challenges faced when performing dosimetry measurements of UHDR beams, potential solutions have been proposed, and a number of these have already been explored. This includes dosimetry based on the use of Faraday cups [20,21] and ionisation chambers, although the latter of these detectors cannot be used satisfactorily due to recombination effects [22]. Passive detectors such as radiochromic films also have an extensive history of use in the measurement of laser-accelerated beams [23]. Furthermore, a number of measurements have been demonstrated and reported using calorimeters, including in dosimetry of very high energy electron (VHEE) beams to characterise ion collection losses in ionisation chambers [18]. The National Research Council Canada (NRC) also developed a portable calorimeter that has been tested with UHDR electron beams, aiming to eliminate inhomogeneities in the absorber material by constructing this of pure aluminium [24]. Additionally, a Graphite Probe Calorimeter (GPC) known as ‘Aerrow’ [25,26] was built with a waterproof design, allowing its use in a conventional water phantom. The Aerrow has so far been utilised within high-energy photon and electron beams, suggesting its potential usage with ultra-high dose per pulse beams [24–26]. Furthermore, the ion recombination losses experienced in ionisation chambers were addressed through the development of a prototype secondary standard calorimeter [27]. Developed at the NPL, this device utilises a single sensing core thermistor encased within a 3D-printed body mimicking the shape of a standard Roos-type chamber.

Calorimeters have several advantages which make them ideally suited for UHDR dosimetry. They can provide instant readout, have a dose-rate independent response and allow for direct determination of the absorbed dose from fundamental principles. Calorimeters rely on measuring the radiation-induced temperature rise in an absorber material as the initial energy of the impinging particle degrades to heat. Through knowledge of the material properties, including the specific heat capacity of the absorber, the rise in temperature can be converted to a measure of the absorbed dose. Although various formats and applications are available, graphite calorimeters have an already well-established usage as primary standard level instruments for conventional radiotherapy treatments [28–33].

Calorimetry techniques have been tested with proton beams at dose rates up to 60 Gy/s using clinical scanning beams [33,34], but have so far not been employed to conduct measurements of the absorbed dose generated by laser-driven proton beams at UHDs. Within the EURAMET UHD pulse project (The name of EURAMET research project UHD pulse, shorthand for ultra-high dose pulse (http://uhdpulse-empir.eu/, accessed on 18 September 2023)) [15,35], investigations were carried out to establish calorimetry techniques for the measurement of UHDR beams, including laser-driven beams. These include the initial characterisation of a small-body portable graphite calorimeter (SPGC), originally developed and optimised at the NPL for the measurement of low-energy clinical proton beams [31]. The SPGC has since been refurbished in preparation for the absorbed dose
measurement of laser-driven proton beams. The aim of this investigation was to assess the feasibility of providing traceable dose standards through the SPGC and back to the NPL primary standard level proton calorimeter. The initial tests reported here focus on the characterisation of the operation of the SPGC. The tests were carried out on a VULCAN-PW laser system at the Central Laser Facility (CLF) of the Rutherford Appleton Laboratory (RAL), UK.

2. Materials and Methods

2.1. Calorimetry

The small-body portable graphite calorimeter (SPGC, National Physical Laboratory, NPL, Teddington, UK) is a smaller derivative of the previous portable graphite calorimeter reported in the literature [31,36], with both devices developed from the same materials at the NPL. The intended purpose for the SPGC was the measurement of low energy, clinical proton beams, but more recently it has been refurbished to enable use with laser-driven protons.

A schematic of the graphite components of the SPGC is shown in Figure 1. The SPGC comprises a cylindrical arrangement of graphite structures, with the innermost component, the core, containing thermistors used to detect the radiation-induced temperature rise from which the absorbed dose is measured. The core has a 20 mm diameter and 2 mm thickness and is separated from a jacket of 30 mm external diameter and 4 mm depth by a 1 mm air cavity. Both the core and jacket are composed almost exclusively of graphite. This graphite arrangement of components is enclosed within a Styrofoam structure, with the outer surface of the graphite lid exposed to the incoming radiation beam. These two outermost components (graphite jacket and Styrofoam enclosure) are designed to enhance thermal isolation of the core by reducing heat exchange with the surrounding environment. The structure of the small portable graphite calorimeter, in addition to its placement within the irradiation pipe, are shown in Figures 2–4.

![Figure 1. Configuration of the graphite components of the SPGC for measurements within a radiation beam. The red dots on the right indicate the relative locations of the thermistors within the body of the calorimeter. Dimensional metrology of the graphite components was carried out during the refurbishment of the calorimeter. The SPGC prepared for use with the VULCAN-PW system can be seen in Figure 2a.](image)

The first recorded measurements of the absorbed dose of a laser-driven proton beam using the calorimeter system as reported here were conducted with the high-power VULCAN-PW laser system at the CLF, Rutherford Appleton Laboratory, United Kingdom. This system is capable of producing pulses with wavelength $\lambda = 1.054 \, \mu m$ duration $\sim 500-$
700 ps and energy up to 600 J. The laser pulses were focused with an f/3 Off Axis Parabola onto the surface of thin foils at an intensity of \(-5 \times 10^{20}\) W/cm\(^2\). Upon irradiation, protons were accelerated from the rear of the foils through the target normal sheath acceleration (TNSA) process [11]. As shown in Figure 2a, a dipole magnet system was placed downstream of the target within the interaction chamber, generating a magnetic field of 0.9 T, thus allowing for the energy dispersion of the protons before they reach a sample located in a re-entrance tube. This setup, designed for radiobiology measurements [37], was adapted to fit the SPGC system within the in-air irradiation pipe, as shown in the schematic included in Figure 2b.

![Schematic showing the layout and components of the VULCAN-PW beamline at CLF (RAL) used in the irradiation of both biological sample/calorimeter system. The rail and re-entrance pipe connecting the sample to be irradiated to the interaction chamber are identified as the furthermost right components.](image1)

**Figure 2.** (a). Schematic showing the layout and components of the VULCAN-PW beamline at CLF (RAL) used in the irradiation of both biological sample/calorimeter system. The rail and re-entrance pipe connecting the sample to be irradiated to the interaction chamber are identified as the furthermost right components. (b). Alternative perspective of the beamline at RAL, with the small portable graphite calorimeter positioned at the irradiation point through the use of the pipe and rail system. The dashed lines indicate the relative paths of the X-rays (black) and protons (red), respectively.

Proton bunches are generated through intense laser–target interactions impinging on the SPGC core, inducing a temperature rise in the graphite which is detected by the embedded thermistors. The temperature of the core thermistors was remotely monitored via instrumentation controlled by a LabVIEW program (LabVIEW software version 2010,

Figure 3. (a). The NPL small portable graphite calorimeter mounted in a custom-made holder alongside the associated electronics. This was attached to a specially made carriage so that it could be fitted onto the rail system and slide along the pipe to the irradiation point. (b). The SPGC being attached to the rail and inserted within the re-entrance pipe.

Figure 4. Irradiated film which was attached to the front surface of the SPGC. The dose is integrated over a region corresponding to that of the total core area (highlighted in dashed yellow), giving a measurement of the average dose deposited over the entirety of the core. The red marked regions indicate the rough relative positions of the calorimeter circumference (left). Reference dose and spatial scales are included in the analysed image (right).

The energy delivered by the laser system during the sequence of 5 shots was 556.0, 592.0, 582.4, 620.9 and 617.7 J. The laser was operated at full power with ~500 fs duration pulses focused onto 15 µm gold targets (with the exception of shot 2, in which 1 µm CH plastic was used) [38]. The calorimeter operates in adiabatic mode, which allows the temperature of the calorimeter components to drift so energy deposited through impinging radiation will translate to an induced temperature rise in the graphite components. It was expected that a significant electromagnetic pulse (EMP) would be generated through the laser–target interaction, a typical feature of high-power laser systems [12]. As a result, precautions, such as (i) strategic placement of the instrumentation, (ii) protection of the electronics through implementation of electronic circuitry consisting of discrete components that were designed to sit externally alongside the current DC Wheatstone bridge connection, and (iii) operation of the SPGC in a full adiabatic mode, aimed to limit such effects.
Out of the 5 shots, 4 adopted the previously described setup (Figure 2b), with the SPGC placed at the irradiation point. The system was retracted from the beam path in the remaining shot, allowing for a simple assessment of the EMP-induced effects by monitoring the temperature drift in the absence of incident particles. The temperature drift data are analysed by observing a 30 s pre- and post-irradiation window, with a quadratic fit applied to best extrapolate the temperature data to mid-run. This interval allows the absorbed dose to be calculated whilst minimising the impact from changes in the environment surrounding the calorimeter. The rise in temperature at the mid-run position is then calculated and converted to the absorbed dose to the core through prior knowledge of the specific heat capacity of the absorber material.

2.2. Radiochromic Film

Corresponding film measurements were simultaneously performed for each of the calorimeter irradiations by placing a single RCF on the front surface of the calorimeter jacket—i.e., the surface which was directly exposed to the incoming proton beam. Singular sheets of GafChromic EBT3 films [39] were cut to approximate dimensions of 3 cm × 3 cm, sufficient to fully encompass the entirety of the sensitive region of the SPGC core. Prior to irradiation, the outer circumference of the calorimeter jacket was marked on the attached film, allowing the volume averaged dose region to be analysed. This is highlighted in Figure 4.

As observed from Figure 4, the dose distribution deposited on the EBT3 film is the result of the magnetic dispersion system that was employed, giving a horizontal spread of energy components. The deflection of proton kinetic energies is demonstrated in the schematic shown in Figure 5. The least energetic protons should experience the greatest deflection corresponding to those deposited leftmost on the film shown in Figure 4, with the most energetic being deposited further across the horizontal direction.

Figure 5. Schematic showing the deflection of protons contained within the laser-accelerated beam, with the degree of deflection dependent on the incident particle kinetic energy. The colours highlight the fact that particles are deflected onto the irradiation point according to their energy, with the higher energies (red) deflecting least and the lower energies (purple) the most.

The significant darkening on the left-hand side of the dose profile on the EBT3 film in Figure 4 indicates that the least energetic protons are the most populous and are being stopped by the film. A “line-out” of the dose profile was calculated and examined from the irradiated RCF, as shown in Figure 6. This is taken as a line directly across the horizontal geometrical distance of the irradiated region, from which the dose is analysed.
Figure 6. Horizontal dose profile taken from the EBT3 layer attached to the SPGC for the first shot. The blue line indicates the dose line-out taking across the film horizontal. As seen, the different kinetic energy components of the proton bunch, which are contained in differing proportions, are magnetically dispersed, leading to an inhomogeneous dose deposition on the film.

The proton energy dispersion was investigated through Monte Carlo simulations using the Geant4 code (applying the QGSP_BERT_HP physics list for all processes) [39–41]. A proton source, variable in its distribution of particle kinetic energy (ranging from 0 to 45 MeV at the source), was simulated using Geant4. Through the use of particle scoring, the cartesian coordinates in addition to the initial kinetic energy of each component of this simulated proton beam were recorded at a position corresponding to that of the exact entrance of the jacket of the small-body portable graphite calorimeter. This setup was simulated to replicate that of the calorimeter system within the beamline at the RAL.

The plot shown in Figure 7, in addition to that in Figure 8, highlights that within the proton bunch accelerated from the laser system, the particle kinetic energies at the lower end of the spectrum (~0–10 MeV) are the most populous. It was anticipated that this lower end of the spectrum would comprise those particles that are stopped within the initial RCF and graphite jacket. This was confirmed through calculations performed with the LISE++ software (Michigan State University, https://lise.nscl.msu.edu/lise.html, accessed on 18 September 2023) [42]. Using this toolkit, the proton energy required to penetrate a structure composed of 350 μm water equivalent thickness RCF (EBT3) material, followed immediately by 0.75 mm of graphite of density 2 g/cm³, was obtained. Proton energies of between 12.1 and 12.2 MeV were calculated with the LISE++ setup, indicating this energy is required to reach the SPGC core after initially traversing both the film and jacket layers.
Figure 7. Simulation conducted in Geant4 of the particle kinetic energy spectrum scored against their deposited positions on the front surface of the constructed calorimeter. The green dots represent the individual particles scored in the Monte Carlo simulation.

Figure 8. Simulated spectrum of the incident proton kinetic energy values scored along their horizontal displacement. The red dots again represent the scored particles, similar to that in Figure 7. The protons at the lower end of the energetic spectrum are higher in quantity than those at higher energies.

The dose deposited on each film was retrieved more than 24 h post irradiation to avoid any effects related to film development in the first 24 h [43]. The films were scanned using an EPSON 12000 XL 48-bit (Seiko Epson, https://www.epson.co.uk/en_GB, accessed on 1 August 2019) flat-bed photo scanner (300 dpi resolution with the red channel) [44]. A
suitable region of interest (ROI) was defined on each film from which the absorbed dose was calculated. The ImageJ analysis software (National Institutes on Health, https://imagej.nih.gov/ij/download.html, accessed on 15 July 2019) was used for dose analysis [45]. The ROI within the analysis is matched to that of the SPGC core area. An EBT3 film calibration enables a conversion of the pixel value optical density to the absorbed dose. The deposited dose was integrated over the ROI (SPGC core equivalent area) using the ImageJ analysis software for each of the irradiated EBT3 films [45]. This is shown in Figure 4, with further information on the dose analysis highlighted in Figure 9.

![Image](image.png)

Figure 9. Digitised RCF layer from which the deposited dose was integrated over the core area. The dimensions of the film are shown, along with an energy scale highlighting the dispersion of kinetic energy components identified through Monte Carlo simulation.

3. Results

The temperature drift curves for each shot were analysed offline, converting the radiation-induced temperature rise (measured in K) into a measure of the absorbed dose through the specific heat capacity of the absorber material, \( c_g \). Calibration of the core thermistors was carried out at the NPL using a CTR3000 thermometer and PRT probe system, traceable to national standards allowing the bridge-out-of-balance voltage to be converted to the temperature in the thermistors. For every shot taken, the temperature rise resulting from the impinging proton beam was converted to the absorbed dose deposited in the calorimeter core. The data taken for the dose from each shot, in addition to the target and film parameters, are outlined in Table 1.
Table 1. Summary of the mean values of absorbed dose measured with the three correctly operating thermistors within the small-body portable graphite calorimeter using the VULCAN-PW laser system at CLF, calculated from the radiation-induced temperature rise in the core. The data from core thermistor 4 are omitted as they were not consistent with the other 3 due to an issue with a poor electrical connection within the measurement electronics. For comparison, the dose deposited on the RCF placed on the front face of the SPGC for each shot is also included.

<table>
<thead>
<tr>
<th></th>
<th>Shot 1</th>
<th>Shot 2</th>
<th>Shot 3</th>
<th>Shot 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Target Material</td>
<td>15 µm Au</td>
<td>1 µm CH plastic</td>
<td>15 µm Au</td>
<td>15 µm Au + lead absorber</td>
</tr>
<tr>
<td>Mean dose to core</td>
<td>2.03 Gy</td>
<td>1.05 Gy</td>
<td>1.65 Gy</td>
<td>0.41 Gy</td>
</tr>
<tr>
<td>Standard deviation (Gy)</td>
<td>0.0152 Gy</td>
<td>0.0075 Gy</td>
<td>0.0179 Gy</td>
<td>0.0046 Gy</td>
</tr>
<tr>
<td>SDOM (%)</td>
<td>0.4319</td>
<td>0.4121</td>
<td>0.6254</td>
<td>0.6565</td>
</tr>
<tr>
<td>RCF dose (Gy)</td>
<td>3.53</td>
<td>2.75</td>
<td>2.99</td>
<td>1.00</td>
</tr>
<tr>
<td>Dose decrease (RCF–SPGC, %)</td>
<td>42.3</td>
<td>61.9</td>
<td>44.8</td>
<td>59.0</td>
</tr>
</tbody>
</table>

Given the relatively low levels of dose encountered, thermistors T1, T2 and T3 showed remarkably good levels of consistency. For example, within shot 1, absorbed dose values of 2.018 Gy, 2.048 Gy and 2.035 Gy were found from core thermistors 1, 2 and 3, respectively. The uncertainty of the dose values found from the temperature rise in the SPGC core thermistors was estimated to be ~12.7%. This analysis was performed through consideration of the fluctuation in temperature drift of the data acquisition and dose deposition over the sensitive area of the calorimeter. An upper and lower bound was set for the temperature drift curves pre- and post-irradiation and the variation analysed. This is a conservative estimation taking into consideration only the systematic error of the measurement, as the statistics cannot be considered due to the low number of shots performed. It is important to note that the absorbed dose measurement with a calorimeter is independent of the pulse width, instead depending only on the amount of energy that is transferred to the system during irradiation. It is thus possible that different pulses may deposit exactly the same energy with the same corresponding absorbed dose. This represents a great advantage of calorimeters, which are dose-rate and/or dose-per-pulse independent, unlike ionisation chambers, which are routinely used in clinical dosimetry.

The GafChromic EBT3 film layers attached to the SPGC during each shot (see Figures 3–4) provided an additional measurement of the dose. From these measurements, it was found that the dose deposited on the RCF was greater than that retrieved from the calorimeter, as shown in Table 1. The greater RCF dose is a consequence of the energy spectrum of the laser-accelerated proton bunch (typically exponential, as per [11]), with lower proton energies present in higher proportions. From the LISE++ calculations mentioned previously, a proton energy of 12.1–12.2 MeV is needed to traverse both the film and graphite jacket layers, meaning that the dose contributions of energy components below this threshold will be absent from the absorbed dose measured in the calorimeter core. From these calculations, it is also estimated that 1.96 MeV protons are stopped in the initial RCF, with the remaining 10.24 MeV lost in the jacket. This dose decrease was further investigated through Monte Carlo simulation of the setup with the particle simulation toolkit TOPAS [46,47]. Separate simulations were used to retrieve the dose within this initial jacket and film region, followed by that in the SPGC core, with a decrease in the absorbed dose of 49% indicated. These were performed using the entirety of the exponential energy spectrum. This clearly highlights the effect of the insulating jacket layer on the measured dose, outlining the minimum energy requirements needed from proton sources.

For the irradiation in which the calorimeter was withdrawn from the irradiation point, the online analysis software was monitored for any potential signal disruption that
may occur as a result of EMP generation. Such distortion would affect the resolution of the system and, hence, the final dose value obtained from the temperature rise in the core. This initial concern was alleviated through the very good signal–noise ratio evident in the temperature drift signals. This is further supported by the radiation-induced temperature signals shown in Figure 10, detected with the calorimeter placed in the beamline. When removed from the irradiation point, no change in the background drift of the calorimeter signal was observed.

Figure 10. Temperature drift curves for the core thermistors used in the determination of the absorbed dose for the first laser shot. An excellent signal–noise ratio is apparent, indicating the absence of electronic distortion deriving from effects such as the EMP generation in the target chamber. The different colours simply indicate that the temperature drift curves shown in the relative plots have been taken from different thermistors (1, 2, 3) in the calorimeter core.

Table 1 presents the values of the absorbed dose to the core measured with the calorimeter in the different shots. The variations observed are due to the deposited dose being dependent to some extent on the stability of the laser parameters (which will affect the proton spectrum), as well as the characteristics of the target from which the beam is accelerated. The laser instability contributes to this effect to a lesser extent than that of the target material, which plays a major role particularly within the target normal sheath acceleration (TNSA) mechanism [11]. From the data displayed in Table 1, the higher dose values were measured in shots 1 and 3, where the TNSA protons were accelerated from a 15 µm thick gold target. With respect to these, shot 2 (using a 1µm CH target) displays a reduced dose in the core thermistors. This is evident from the data outlined in Figure 11, which was taken from an analysis of the dose profile in the respective RCF layers.

Figure 11. Dose profiles for shots 1 and 2 employing gold (15 µm Au) and plastic (1 µm CH), respectively. The thinner nature and less-effective sheath acceleration in the CH likely lead to the reduced dose.
The differences in the dose profiles shown in Figure 11 are indicative of a less-efficient acceleration from the thinner CH target, giving a lower recorded measurement for the shot in which this target was used. Acceleration from this plastic target (shot 2 of Table 1) is less efficient than the others as the integrity of the rear surface of this thin target was not likely preserved, which has been shown to inhibit the effectiveness of acceleration for the TNSA regime [12,13]. This leads to a reduction in the dose measured between the surface RCF and the core thermistors that is more significant in this case, as outlined from the calculated data (Table 1).

4. Conclusions

The ultra-short duration of laser-driven beams, in addition to the harsh experimental environment resulting from the required intense laser–matter interactions, limits the application of conventional dosimetry techniques in the measurement of these modalities [10]. As a result, novel strategies must be explored to overcome the unique challenges presented by such a harsh environment and, above all, by the UHDRs. The first absorbed dose measurements of a laser-induced proton beam with a calorimeter have been presented based on the use of a small-body portable graphite calorimeter developed and maintained at the NPL, representing an approach to laser-driven dosimetry that had never been explored. The NPL SPGC was operated within a laser-driven proton beam using the VULCAN-PW laser system of the CLF at the RAL.

The absorbed dose was calculated for each of the irradiations performed through conversion of the radiation-induced temperature rises from each of the core thermistors. An additional measurement of the absorbed dose was carried out for each irradiation through the use of radiochromic film dosimetry, with film placed on the front surface of the SPGC. The decrease in the absorbed dose measured with the RCF compared with the dose measured with the SPGC indicated the amount of degradation of the beam after passing through the graphite jacket. The experimental setup was replicated for two of the shots in terms of the target used (i.e., shot 1 and shot 3), yielding the same degree of beam degradation. Radiochromic films have been used the most widely for the dosimetry of laser-driven beams. The outlined measurements conducted with both the SPGC and RCF indicate the ability of the calorimeter system to measure the absorbed dose from the radiation-induced temperature rise generated from the laser–target interactions, with the RCF acting as an additional measurement technique of the dose delivered. Furthermore, each of the shots, independent of the setup or target used, show good consistency in terms of the temperature rise measured by each of the thermistors. For dosimeters that are reliant on the use of electronics to some degree, the presence of a large EMP generated during the laser–target interaction may pose potential damaging effects to the equipment and/or signal. The excellent signal-to-noise ratio observed in the temperature curves indicated a lack of such distortion, with no evident effects of the EMP present in the calorimeter system.

Nevertheless, the induced temperature rises for each shot producing dose values on the Gy level, alongside the excellent signal–noise ratio and broad consistency with RCF measurements, demonstrate the ability of this device to operate within the environment of a high-power laser system. The limited number of irradiations performed, whilst being sufficient to demonstrate the proof-of-principle, should be expanded upon to improve the statistical variability, verify the accuracy and better assess the achievable level of uncertainty for calorimetry techniques in measuring the absorbed dose generated by laser-driven proton beams.
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